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ABSTRACT

This paper presents a comparison of pressure drop and
liquid hold-up as calculated using different modelling
strategies; a two-dimensional two-fluid model, a one-
dimensional simulator, and engineering correlations. The
numerical results are compared with experimental data. In-
terestingly, the two-dimensional two-fluid model performed
well, using simple constitutive relations being functions of
the local flow conditions.

In the present work, a two-fluid model has been imple-
mented in the framework of a two-dimensional multiphase
Computational Fluid Dynamics (CFD) code. The govern-
ing equations were spatially discretized using the finite-
volume technique, and the time-integrator was an explicit
low-storage five-step fourth-order Runge-Kutta scheme.

Numerical results from the present program, the OLGAS

simulator, the Beggs and Brill correlation, and the Friedel
and the Premoli correlations have been compared to 52 data
points from the TILDA two-phase pipe flow database at the
SINTEF multiphase flow laboratory. The data were taken in
a 0.189m inner-diameter pipe. The liquid volumetric flux
j` varied between 0.1 and 1.0m/s, the gas volumetric flux
jg was in the range from 0.5 to 12m/s, and the pressure
p ranged from 20 to 90bar. Inclination angles of 0 and 1°
were used, with the majority of the data coming from the
horizontal pipe.

We find it interesting to note the relatively good corres-
pondence between experimental data and the computed res-
ults of the CFD program, particularly when considering the
simple constitutive relations employed.

Keywords: multiphase flow, pipe flow, computational
fluid dynamics (CFD), closure relations, pressure drop, li-
quid hold-up, explicit scheme

NOMENCLATURE

Latin letters
A Area m2

A Control surface m2

Bk Displacement factor –
C Friction parameter, see equation (14) m−1

Cµ,C1,C2 Constants in the k-ε turbulence model –
c Speed of sound m/s
d Diameter m
∗Corresponding author. E-mail: stm (a) pvv.ntnu.no

E Constant in wall function –
F Force per unit volume N/m3

f Body force field m/s2

h Channel height m
I Unitary tensor –
j Volumetric flux (superficial velocity) m/s
k Turbulence energy m2/s2

N Number of data points –
δn Normal distance from wall m
n Unit normal vector m
Pk Production rate of turbulence energy m2/s3

p Pressure Pa
δp Local pressure variation, see equation (6) Pa
Re Reynolds number –
t Time s
Tk,w Wall-function variable, see equation (29) Pa · s/m
u Velocity vector m/s
V Volume m3

V Control volume m3

x Length coordinate m
y+ Non-dimensional distance from wall in turbulent

shear layer –
y+0 Constant in wall function –

Greek letters
α Volume fraction –
α` Liquid hold-up –
ε Dissipation rate of turbulence energy m2/s3

8 Friction factor between phases k and l , see equa-
tion (13) –

0 Mass source kg/(m3s)
κ Constant in wall function –
µ Molecular viscosity Pa · s
µT Eddy (turbulent) viscosity Pa · s
ρ Density kg/m3

σ Turbulent Prandtl/Schmidt number –
τw Wall shear stress Pa
τ Stress tensor Pa
ψ General variable –

Subscripts
d Drag –
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g Gas –
h Homogeneous (no-slip) –
i Direction i in Cartesian coordinates –
j Direction j in Cartesian coordinates –
k Pertaining to phase k –
l Pertaining to phase l –
` Liquid –
m Mixture –
P Near-wall point, see equation (28) –
par Parallel to wall, see equation (28) –
w Wall –

Supercripts
◦ Reference –
T Turbulent –

1 INTRODUCTION

1.1 Background

A major challenge faced by the oil and gas industry stems
from the tendency towards fields on deeper water situated at
greater distance from the shore. This increases the drive to-
wards field developments based on sub-sea processing and
multiphase flow transportation. The older two-phase flow
installations have gone off plateau and many of them now
produce significant amounts of water. Water introduces new
challenges related to flow assurance, exemplified by gas hy-
drates and scale deposits. Sub-sea processing, increased
transport distance, and higher pipeline inclination in hilly
terrain require qualified multiphase flow simulation tools.

Currently, one-dimensional simulation tools are routinely
employed by engineers for designing and operating mul-
tiphase flow of oil and gas in long pipelines. OLGA is a
dynamic modified two-fluid model developed primarily to
simulate slow transients in two- and three-phase pipeline
flow. The first version of OLGA was developed in 1979 and
the model has been further developed by the Institute for
Energy Technology (IFE) and Scandpower since then. The
model uses two momentum equations, one representing the
gas and possible liquid droplets and one representing the re-
maining liquid flow. The equations are solved numerically
by a semi-implicit time-marching scheme.

One-dimensional models such as OLGA have enjoyed
considerable success in predicting the intrinsically one-
dimensional situation encountered in long pipelines. How-
ever, the above-mentioned problems exhibit two- and three-
dimensional flows, e.g. in short pipes, bends and junctions,
that are not suitable for one-dimensional approaches.

In the present work, a two-fluid model has been imple-
mented in the framework of a two-dimensional multiphase
Computational Fluid Dynamics (CFD) code. It differs from
most other CFD simulators in that an explicit Runge-Kutta
scheme is employed for advancing the solution in time. The
presented results show that the multiphase equations are
solved robustly and accurately. The method is suitable for
efficient execution on massively parallel computers.

In this paper, we study two-phase high-pressure pipe
flow. This is an important case since benchmark experi-
mental data exist and because the performance of the simu-
lator can be compared directly with dedicated pipeline mod-
els. Nevertheless, the motivation for the development of

a CFD simulator is to predict the flow in multidimensional
geometries, such as valves, bends, separators, etc.

1.2 Previous work

Early numerical models of multiphase flows were most of-
ten tailored to a particular geometry, and specific flow re-
gimes. Examples of such models are OLGAS (Bendiksen
et al., 1991) and various ones used in the nuclear industry.
Improved and specialized models continue to be presen-
ted. Liné and Lopez (1997) made a two-fluid model of
wavy separated two-phase flow, in which the shape of the
gas–liquid interface was assumed to be known a priori, and
where the momentum transfer was calculated using wave
theory. Another approach was used by Newton and Behnia
(2001), who solved the steady axial (one-dimensional) mo-
mentum equation together with a low-Reynolds-number k-ε
turbulence model. A bipolar grid conveniently fitted the
geometry of the stratified flow.

The use of two and three-dimensional CFD for multiphase
flows can facilitate the solution of flows in complex geo-
metries, as well as flow phenomena which otherwise could
not be calculated. Early two-fluid flow codes primarily
originate from single-fluid flow codes based on the Impli-
cit, Continuous-fluid, Eulerian (ICE) solution scheme de-
veloped by Harlow and Amsden (1971) or the Semi-Implicit
Method for Pressure-Linked Equations (SIMPLE) by Pa-
tankar and Spalding (1972). Examples of early two-fluid
solution schemes are variants of the Implicit MultiField
method (IMF) (Amsden and Harlow, 1974, 1978; Rivard
and Torrey, 1977), the Inter-Phase Slip-Algorithm (IPSA)
(Pun et al., 1979; Spalding, 1980), Gas And Liquid Ana-
lyzer (GALA) (Spalding, 1977), and TRAC (Liles and Reed,
1978). Such semi-implicit methods are in use in several
commercial CFD codes.

Moura and Rezkallah (1993) studied the two-phase flow
distribution in a T-junction, and reported good agreement
between calculated results and experimental data for the
phase separation. Alajbegović et al. (1999) calculated
particle/liquid pipe flows, and the radial position of the
particles, and the axial and fluctuating velocities, compared
fairly well with experiments.

Saurel and LeMetayer (2001) developed a multiphase
model for compressible flows with interfaces, shocks, det-
onation waves and cavitation. This shows the potential of
CFD models to solve a range of different problems. Al-
though commercially available CFD codes are able to suc-
cessfully predict some multiphase flows (Brown, 2002),
several difficult problems persist, including such topics as
accuracy and convergence.

Little work concerning CFD calculations of pressure drop
and liquid hold-up of multiphase flow in horizontal pipes
has been published. However, since relevant high-pressure
experimental data for such setups exist, this is an interesting
benchmark case.

1.3 Outline of paper

In the following section, our mathematical model will be
presented in detail. Next, the numerical solution method is
briefly described. Then the setup of the channel flow case
study is explained, and the results of the present model are
compared to those of other models and to experimental data.
Finally, conclusions are drawn.
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2 MULTI-FLUID MODEL

The multi-fluid equations can be deduced from the basic
equations of single-phase flow. Several approaches have
been used, for instance temporal averaging, volume aver-
aging, and ensemble averaging (see e.g. Ishii, 1975; Soo,
1989; Drew and Passman, 1999). It is also possible to derive
the multi-fluid equations without averaging, but by intro-
ducing distributions, i.e., generalized functions (Kataoka,
1986). In the present work, the volume-averaging ap-
proach presented by Soo (1989, Chapter 2) and Soo (1990,
Chapter 6) has been employed. The different deductions
lead to equations having the same form. However, the form
of the unclosed terms and the interpretation of the variables
in the equations may differ.

2.1 Basic equations

The volume-averaged continuity equation is

∂

∂t
〈ρk〉+∇· 〈ρk uk〉 = − 1

V

∫

Ak

ρk(uk −us) ·nk dA = 0k ,

(1)

and the volume-averaged momentum equation may be writ-
ten as

∂

∂t
〈ρk uk〉+∇· 〈ρk uk uk〉 =−∇ 〈pk〉+∇· 〈τ k〉+〈ρk〉 f

+ 1
V

∫

Ak

(−pk I+τ k) ·nk dA

− 1
V

∫

Ak

ρk uk(uk −us) ·nk dA. (2)

Herein subscript k refers to phase k; hence Einstein’s sum-
mation rule does not apply. Further, the volume average of
a variable ψ is defined by

〈ψk〉 =
1
V

∫

Vk

ψk dV, (3)

and the intrinsic volume average is

i〈ψk〉 =
1

Vk

∫

Vk

ψk dV . (4)

That is, 〈ψk〉 is averaged over the whole control volume V,
whereas i〈ψk〉 is averaged only over the part of the control
volume where phase k is present, Vk .

The integrals in Equations (1) and (2) appear due to the
averaging. The average of time derivatives is rewritten us-
ing the Reynolds transport theorem, whereas the average of
divergence and gradient terms is rewritten using the Slattery
averaging theorem (Slattery, 1967; Whitaker, 1969). The
resulting transfer integrals describe phase interactions due
to pressure, viscous stresses, and inertia forces.

In the present work, the energy equation has not been
considered. Further, the experimental data used in the com-
parison were adiabatic. It has been assumed that no mass
transfer between the phases takes place:

0k = 0, (5)

which implies that the integrand of the second transfer in-
tegral in Equation (2) is zero. However, it is straightforward
to include other expressions for mass transfer in our numer-
ical model.

The transfer integral due to pressure and viscous stresses
needs to be modelled. However, the pressure pk on the in-
terface is generally unknown. It is therefore convenient to
assume that it may be written as the sum of the mean pres-
sure in the control volume, and a local variation:

pk = i〈pk〉+ δpk . (6)

A similar splitting was made by Drew and Passman (1999,
Section 11.3.2).

The following relation between the gradient of the
volume fraction αk = Vk/V and the surface integral of the
unit normal vector can be found, using the Slattery aver-
aging theorem:

∇αk =−
1
V

∫

Ak

nk dA. (7)

Insert Equations (6) and (7) into the pressure-part of the
transfer integral of Equation (2):

1
V

∫

Ak

−pk I ·nk dA= i〈pk〉∇αk−
1
V

∫

Ak

δpk nk dA. (8)

For the pressure-gradient term of Equation (2), we have:

−∇ 〈pk〉 = −αk∇i〈pk〉− i〈pk〉∇αk , (9)

and the i〈pk〉∇αk term from the pressure gradient term and
from the transfer integral are seen to cancel. Therefore,
the volume-averaged momentum equation without phase
change may be written as

∂

∂t
〈ρk uk〉+∇· 〈ρk uk uk〉 = −αk∇i〈pk〉+∇· 〈τk〉

+〈ρk〉 f + 1
V

∫

Ak

(−δpk I +τ k) ·nk dA. (10)

2.2 Equation of state

The following equation of state gave the relation between
pressure and density:

pk = c2
k (ρk −ρ◦k ), (11)

where the speed of sound ck and the ‘reference density’ ρ◦k
were constants.

2.3 Interface forces

The integral in Equation (10) was modelled the following
way:

1
V

∫

Ak

(−δpk I +τ k) ·nk dA =−(1− Bk)
i〈pk〉∇αk + Fd,

(12)
where Bk is a ‘displacement factor’ close to unity, which
can be regarded as a simplified model for forces causing
dispersion of the volume fraction profile, e.g. in intermittent
flow. See Appendix A.

Fd is the drag force per unit volume, for which the fol-
lowing model was assumed (see e.g. Moura and Rezkallah,
1993):

Fd =
∑

∀l 6=k

8kl ‖ul −uk‖ (ul −uk) , (13)

where

8kl = Cρmαkαl , k 6= l and [C] =m−1, (14)
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and where
‖u‖2 ≡ u ·u. (15)

Herein, ρm is the mixture density:

ρm =
∑

∀k
〈ρk〉 . (16)

The drag force Fd on phase k is due to the presence
of phase l , and it may be observed that the drag force is
proportional to the square of the relative velocity between
the phases. Further, the factor 8kl is proportional to the
mixture density and the area density (interfacial area per
unit volume) between the phases, and it approaches zero
when one of the volume fractions α vanishes. C is a model
constant with dimension 1/L , where the appropriate length
scale depends upon the flow regime, among other things.

Due to surface tension and other effects, the pressure may
in general differ between the phases. In the present work,
however, the pressure was taken to be the same in all phases.

2.4 Turbulence model

In the present work, turbulence was modelled by introdu-
cing a spatial fluctuation in the velocity (see e.g. Nigmat-
ulin, 1991, page 35):

uk = ũk +u′′k . (17)

uk is the velocity of phase k at a point inside the control
volume V at time t , while ũk is its mean, and u′′k is its spatial
fluctuation. The mean velocity is defined by:

ũk ≡
〈ρk uk〉
〈ρk〉

, (18)

which is mass-weighted or Favre averaged. Hence, the
volume average of the spatial fluctuation is zero:

〈
ρk u′′k

〉= 0. (19)

Volume averaging can only be applied to quantities per
volume or area. Therefore, when for instance velocity is
averaged, it is necessary to include the density:

i〈uk〉 = 1
〈ρk〉V

∫

Vk

ρk uk dV = 〈ρk uk〉
〈ρk〉

. (20)

It follows from Equation (18) and Equation (20) that ũk =
i〈uk〉 when the Favre averaging is based on volume aver-
aging. Therefore, the rules for Favre averaging can be ap-
plied to the volume-averaged equations.

The resulting Favre-averaged continuity equation is,
when Equation (5) has been taken into account:

∂

∂t
〈ρk〉+∇· 〈ρk〉 i〈uk〉 = 0, (21)

and for the momentum Equation (10) we obtain

∂

∂t
〈ρk〉 i〈uk〉+∇· 〈ρk〉 i〈uk〉 i〈uk〉 = −αk∇i〈pk〉

− (1− Bk )
i〈pk〉∇αk +∇·

(
〈τ k〉+τ T

k

)
+〈ρk〉 f + Fd,

(22)

after using Equation (12). Here, τ T
k is the fluctuating stress

tensor:
τT

k =−
〈
ρk u′′k u′′k

〉
, (23)

Table 1: Constants in the standard k-ε model.

Cµ C1 C2 σk σε
0.09 1.44 1.92 1.0 1.3

which in the present work was modelled by the Reynolds
stress tensor.

In the present work, a two-equation turbulence model
was used. The single-phase k-ε model (Launder and Spald-
ing, 1974) was extended to multiphase flows by appropri-
ately accounting for the volume fraction of the phases. The
equation for the turbulence energy k was as follows, written
in Cartesian tensor notation:

∂ 〈ρkkk〉
∂t

+ ∂ 〈ρkkk〉 i
〈
uk, j

〉

∂x j

= ∂

∂x j

[(
αkµk +

µT
k
σk

)
∂ i〈kk〉
∂x j

]
+ Pkk −〈ρkεk〉 (24)

and the equation for the dissipation rate ε of turbulence en-
ergy was:

∂ 〈ρkεk〉
∂t

+ ∂ 〈ρkεk〉 i
〈
uk, j

〉

∂x j

= ∂

∂x j

[(
αkµk +

µT
k
σε

)
∂ i〈εk〉
∂x j

]

+C1
i〈εk〉
i〈kk〉

Pkk −C2
i〈εk〉
i〈kk〉

αρkεk , (25)

where the production Pkk of turbulence energy is given by:

Pkk =
[
µT

k

(
∂ i〈uk,i

〉

∂x j
+ ∂

i〈uk, j
〉

∂xi

)

− 2
3
δi j

(
µT

k
∂ i〈uk,l

〉

∂xl
+〈ρkkk〉

)]
∂ i〈uk,i

〉

∂x j
. (26)

The model for the eddy viscosity was:

µT
k = Cµ 〈ρk〉

i〈kk〉2
i〈εk〉

. (27)

The constants are equal to Launder and Spalding (1974)’s
constants, given in Table 1. ‘Multiphase effects’ and buoy-
ancy effects that might affect the production and dissipation
of turbulence energy, have not been considered in the above
equations. This is a simplification. Multiphase effects are,
however, accounted for to the extent that when the velocity
gradients change, so does the production term (26) of the
turbulence energy transport Equation (24).

2.5 Wall boundary

For the wall boundaries, a standard wall function for smooth
walls was used (see Schlichting, 1979, page 602). It was
extended to multiphase flow by accounting for the volume
fraction of the phases, but disregarding other possible mul-
tiphase effects.

The wall shear stress was represented by the following
expression:

τk,w =−αk Tk,w

(
i〈uk〉P,par−uwall

)
, (28)
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Table 2: The constants in the wall function.

κ E y+0
0.4187 9.0 11.63

where uwall is the velocity of the wall, zero in the present
study, and i〈uk〉P,par is the velocity vector parallel to the
wall. Tk,w is given by the wall function:

Tk,w =
{
µk/δn P y+k,P ≤ y+0 ,
(i〈ρk〉τk,1)1/2κ/ ln

(
Ey+k,P

)
y+k,P > y+0 ,

(29)
where

τk,1 = C1/2
µ

i〈ρk〉 i
〈
kk,P

〉
, (30)

and

y+k,P =
(

i〈ρk〉τk,1
)1/2

δn P

µk
. (31)

In Equations (28)–(31), subscript P refers to the near-
wall point in the computational domain. δn P is the normal
distance from point P to the wall. τk,1 is the shear stress
in the internal sub-layer and is assumed to be equal to τk,w ,
and y+k,P is a dimensionless wall coordinate. The wall func-
tion constant for smooth walls are given in Table 2.

2.6 Numerics

Here we will briefly describe the numerical solution
method. The equations were discretized using the finite-
volume method on a curvilinear non-orthogonal colocated
grid. The simulation program could use the power-law as
well as the second-order upwind discretisation scheme (Me-
laaen, 1992). In the present case, the differences between
the two were small.

The result of the application of discrete approximations
for the spatial terms is that the governing equations consti-
tute a set of coupled ordinary differential equations (ODEs).
The remaining derivatives are then discretized in time by
time steps.

Families of low-storage, explicit Runge-Kutta schemes
have been derived and successfully applied for integrating
the compressible Navier-Stokes equations (Kennedy et al.,
2000; Williamson, 1980). In the present study, the temporal
integration of the semi-discretized governing equations was
performed using the five-step fourth-order scheme by Car-
penter and Kennedy (1994).

It is the Courant-Friedrichs-Lewy (CFL) number that de-
termines the maximum time-step length, and here, the fol-
lowing estimate was used:

CFL = (|u|+ c)
1t
1x

, (32)

where c is the speed of sound, 1t is the time-step length
and 1x is the grid spacing in the relevant direction. All of
the present computations were run with CFL = 1, and the
solutions were verified to be independent of the time-step
length.

To avoid ‘checkerboard oscillations’, a fourth-order ar-
tificial dissipation filter was applied to the continuity and
momentum equations. It used the Rhie and Chow (1983)

Table 3: The range of experimental data employed in the
present study.

Quantity Range Unit
Liquid volumetric flux, j` 0.1–1.0 m/s
Gas volumetric flux, jg 0.5–12 m/s
Pressure, p 20–90 bar
Pipe inclination angle, φ 0–1 °

momentum interpolation approach as a starting point. See
also for instance Ferziger and Perić (1999, Section 7.5.2).
Instead of using a pressure-based filter, which is sufficient
in incompressible flow, the present filter is based on αρ for
the continuity equation and αρu for the momentum equa-
tions.

The present numerical method has been tested and the
solutions have been found to converge by grid refinement.

3 CASE STUDY: CHANNEL FLOW

3.1 Introduction

One of the main points of CFD is the calculation of flows in
complex geometries. However, experimental data for such
geometries are scarce. The objective of the present study
has therefore been to compare CFD calculations with exper-
imental data from full-scale tests with real conditions. This
was regarded as an important step in the validation of the
CFD code.

The calculated results were compared to data from the
SINTEF two-phase pipe flow database TILDA, which is used
in the oil and gas industry. The data were taken in a pipe
with an inner diameter di of 0.189m (8′′ pipe) with two-
phase flow of naphtha and nitrogen. The range of exper-
imental data employed in the present study is shown in
Table 3. Most of the data were horizontal. The flow re-
gime was reported to be outside the slug range. The data
are for high pressures, where there is a strong gas-liquid in-
teraction. Hence, the slip between the phases is low.

The CFD calculations were performed two-
dimensionally, with the hydraulic diameter corresponding
to the inner diameter of the pipe, that is, with a channel
height of h = 1/2di. Idelchik (1994) reports that for
turbulent flow, the pressure drop in a two-dimensional
channel should be expected to be 10% higher than that
of a channel with a square cross-section. However, for
calculations of single-phase flow, this could neither be
confirmed using the present computer program, nor with
the commercial code Fluent 6.0. Therefore, in the present
work, the calculated pressure drops were directly compared
to the experimental data.

The experimental test loop was modelled as a 200m long
straight channel. With such a length, the flow was fully de-
veloped at the outlet. At the inlet, gas and liquid mass fluxes
were specified, and plug velocity profiles were assumed. At
the outlet, pressure was specified. Further, the liquid hold-
up (mean liquid volume fraction) was calculated as

α` =
1
h

∫ h

0
α` dy, (33)

while the gas and liquid volumetric fluxes (also referred to
as ‘superficial velocities’ in the literature) were calculated
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Table 4: Model parameters in the interface force models.

Quantity Value Unit
Displacement factor, Bk 0.99992 –
Friction parameter, C 30 m−1

as

jk = 1
h

∫ h

0
αkuk dy. (34)

The inlet gas and liquid mass fluxes were varied in such
a way that the outlet gas and liquid volumetric fluxes co-
incided with the values used in the experiments. Thus the
calculated pressure gradient and liquid hold-up at the outlet
could be compared to the experimental values.

For the present calculations, an orthogonal, Cartesian
equidistant computational grid of 22 points (20 control
volumes) in each coordinate direction was used. Typically,
when the number of control volumes was doubled, the pre-
dicted pressure gradient and liquid hold-up changed in the
order of 1%. This was considered to be less than the exper-
imental uncertainty, and also less than the uncertainty in the
currently employed constitutive relations.

It was necessary to assume values for the model para-
meters introduced in the interface force models. The dis-
placement factor Bk (see Equation (12)) affects the volume
fraction profiles. For all the calculations, it was set equal
to Bk = 0.99992, see Table 4, which gave a relatively
smooth transition between the liquid-dominated and the
gas-dominated zones. To satisfy Newton’s third law, Bk was
set equal in both phases. The interface friction parameter C
(see Equation (14)) was assigned a value of C = 30m−1 .
This implied a length scale in the order of centimetres,
which seemed reasonable in the present case.

C and Bk were kept constant in all the calculations, i.e.,
different flow regimes were not explicitly accounted for.
Importantly, no attempt was made to fit the calculated val-
ues to the experimental data by adjusting the parameters.

3.2 Calculated results and comparison with
experimental data

In this section, the results obtained with the present program
are compared with experimental data, and also with results
from the 1D simulator OLGAS, and from engineering cor-
relations.

In the present study, results from a total of N = 52 data
points were evaluated. In addition to comparing our calcu-
lations with experimental data, we compared them to results
obtained by using the stationary oil and gas pipeline simu-
lator OLGAS 2000 v. 2.00. It is an engineering tool being
in use in the oil and gas industry. OLGAS 2000 calculates
the two-phase flow one-dimensionally, and its models have
been fit to experimental data. OLGAS is a stationary version
of the OLGA model (Bendiksen et al., 1991).

Furthermore, our calculations were compared to two en-
gineering correlations; the Beggs and Brill (1973) correl-
ation as presented in Brill and Mukherjee (1999) (without
the Payne et al. modifications), and a combination of the
Friedel (1979) correlation for the frictional pressure drop
and the Premoli et al. (1971) correlation for the volume
fraction (to determine the gravitational pressure drop and
the liquid hold-up). The former correlation was developed
specifically for two-phase flow in oil and gas pipelines,

gas volumetric flux (m/s)
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Figure 1: Calculated liquid hold-up α` as a function of gas
volumetric flux jg, for a pressure p = 45bar and
a liquid volumetric flux j` = 1m/s.

whereas the latter was made for air-water flow. These cor-
relations are relatively well-known, and will not be repeated
here.

3.2.1 Liquid hold-up vs. gas volumetric flux

Figure 1 shows liquid hold-up as a function of gas volumet-
ric flux for a pressure of p = 45bar and a liquid volumetric
flux of j` = 1m/s in a horizontal pipe. The results from the
present calculations are plotted together with data obtained
with the OLGAS program, the Premoli correlation, and the
Beggs and Brill correlation. The liquid hold-up calculated
for homogeneous flow (equal gas and liquid velocities, or
no-slip) is also shown in the figure. In the usual situation
that the liquid does not flow faster than the gas, the liquid
hold-up cannot attain lower values than those of homogen-
eous flow.

All the calculation methods captured the generally fall-
ing trend of the liquid hold-up α` for increasing gas volu-
metric fluxes jg. The present program performed well, al-
though with a slight underprediction for low jg and a slight
overprediction for high jg. The Premoli correlation repro-
duced the experimental data well throughout, except, curi-
ously, for jg = 4m/s. The OLGAS program predicted the
liquid hold-up slightly too high for jg = 11m/s, but with
an increasing overprediction for decreasing gas volumetric
fluxes. The Beggs and Brill correlation performed oppos-
itely, with a slight underprediction for low gas volumetric
fluxes, but with a substantial overprediction for high ones.

A similar plot, but for a pressure of 20bar and a li-
quid volumetric flux of 0.1m/s, is given in Figure 2. For
this case, the present model still predicts the high-gas-
volumetric-flux data well, but it significantly underpredicts
the liquid hold-up for low gas volumetric fluxes. The same
can be said for the Premoli correlation, although with a
slightly less pronounced underprediction for the low gas
fluxes. The OLGAS program and the Beggs and Brill cor-
relation performed similarly to what they did for the p =
45bar, j` = 1m/s case.

3.2.2 Pressure drop vs. gas volumetric flux

Figure 3 compares calculated pressure drops ∂p
∂x for a pres-

sure of p= 45bar and a liquid volumetric flux of j`= 1m/s
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Figure 2: Calculated liquid hold-up α` as a function of gas
volumetric flux jg, for a pressure p = 20bar and
a liquid volumetric flux j` = 0.1m/s.
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Figure 3: Calculated pressure drop ∂p
∂x as a function of gas

volumetric flux jg, for a pressure p = 45bar and
a liquid volumetric flux j` = 1m/s.

in a horizontal pipe. In this case, all calculation methods re-
produced the experimental values reasonably well for the
low gas volumetric fluxes. For increasing gas volumet-
ric fluxes, the present program slightly overpredicted the
pressure drop, whereas the OLGAS program slightly under-
predicted it. This tendency of underprediction was more
distinct for the Beggs and Brill correlation, and even more
so for the Friedel correlation.

The case of a pressure of p = 20bar and a liquid volu-
metric flux of j` = 0.1m/s is given in Figure 4. For the
lowest gas volumetric fluxes jg, the present program and the
Friedel correlation overpredicted the pressure drop, whereas
the OLGAS program and the Beggs and Brill correlation
matched the experimental data quite well. For the highest
gas volumetric flux, the present program and the Beggs and
Brill correlation significantly underpredicted the pressure
drop. The Friedel correlation underpredicted slightly less,
while the pressure drop calculated by OLGAS only was a bit
too high.

We hypothesize that the tendency of the present model
increasingly to underpredict the pressure drop for increas-
ing gas volumetric fluxes at low pressures and low liquid
volumetric fluxes, may come as a result of different flow
regimes not being explicitly accounted for. These are con-
ditions where the slip factor is high, and the flow is expec-
ted to be inhomogeneous. Another contributing effect to the
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Figure 4: Calculated pressure drop ∂p
∂x as a function of gas

volumetric flux jg, for a pressure p = 20bar and
a liquid volumetric flux j` = 0.1m/s.
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Figure 5: Computed liquid hold-up as a function of gas
volumetric flux.

underprediction may be the presently used wall function for
smooth walls.

3.3 Liquid hold-up and pressure drop by the present
program

Figure 5 shows liquid hold-up calculated by the present pro-
gram as a function of gas volumetric flux, for varying pres-
sure and liquid volumetric flux. Where the inclination angle
φ is not indicated, the channel was horizontal. It can be ob-
served that the liquid hold-ups fall on three lines; one for
each liquid volumetric flux, virtually independent of pres-
sure. (The curves have been fit to the calculated points to
illustrate this.) Naturally, there is a falling tendency as the
liquid volumetric flux decreases. Further, the liquid hold-
up strongly increases when the gas volumetric flux is de-
creased.

Figure 6 gives the calculated pressure drop as a function
of gas volumetric fluxes for different pressures and liquid
volumetric fluxes. Line segments have been added between
the calculated points to facilitate the reading of the figure.
As expected, pressure drop increased with increasing gas
and liquid volumetric fluxes. Further, it decreased for lower
pressures, mainly due to a lower gas density.

The pressure drop was higher for the inclined channel
(φ = 1°) because of the gravitational effect.
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Figure 6: Computed pressure drop as a function of gas volu-
metric flux.
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Figure 7: Comparison between experimental and computed
pressure gradient.

3.4 Comparison of all calculations to experimental data

An overview of the results of the present model for the pres-
sure drop as compared to experimental data is given in Fig-
ure 7. All the evaluated data points can be seen in the graph.
The measured values are plotted along the abscissa, and the
calculated values are plotted along the ordinate. Therefore,
ideally, all the points should fall on the line y = x . This is,
however, not the case, due to the simplifications and uncer-
tainties in the model, and to some extent also due to experi-
mental uncertainty.

Figure 8 focuses on the low-velocity data. Figures 7–
8 show that most of the data points fit between the ±30%
lines. However, for the pressure drops below about 10Pa/m
(with liquid volumetric fluxes j` below 0.2m/s and gas
volumetric fluxes below jg = 1m/s), our model generally
overpredicted the pressure drop. The pressure drop was
more overpredicted for the lower pressures, where the dens-
ity difference between gas and liquid was larger.

The data with a high liquid volumetric flux were rep-
resented fairly well by the present model. For the low li-
quid volumetric fluxes, the high-pressure-drop data (high
gas volumetric fluxes) were mostly underpredicted, while
there was a tendency to overpredict the low-pressure-drop
data.

Figure 9 gives an overview for the results for the liquid
hold-up, while Figure 10 focuses on low liquid hold-up.
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Figure 8: Comparison between experimental and computed
pressure gradient (low-velocity data).
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Figure 9: Comparison between experimental and computed
liquid hold-up.
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Figure 11: RMS deviations for pressure drop. The x-axis
entries are explained in Table 5.
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Figure 12: RMS deviations for liquid hold-up. The x-axis
entries are explained in Table 5.

The calculated values compare reasonably well to the high-
pressure and high-liquid-volumetric-flux data. However,
there is a tendency towards underprediction for low pres-
sures and low liquid volumetric fluxes.

3.5 Deviations between calculated values and
experimental data

The discrepancies between calculated values and experi-
mental data were evaluated by the root-mean-square devi-
ation, defined by:

σrms(ψ)=

 1

N

N∑

i=1

(
ψcalc,i −ψexp,i

ψexp,i

)2



1
2

. (35)

The absolute deviation was also calculated, and gave the
same trends.

The results for the pressure gradient and the liquid hold-
up are shown in Table 5, and given graphically in Fig-
ures 11 and 12. The column labelled ‘N’ lists the number
of data points. Note that a data point for, say, a pressure
of p = 90bar and a liquid volumetric flux of j` = 1m/s in
a horizontal pipe will be counted in the categories 1, 2, 5,
9, and possibly 10 and 11. The table column labelled ‘F/P’
refers to the Friedel correlation for the pressure drop and
the Premoli correlation for the liquid hold-up. The far-right
column contains data where the calculations of the present
program are compared with those of OLGAS instead of with
the experimental data.

The categories 10 and 11 are somewhat special, and are
further discussed in Section 3.5.3.

3.5.1 Pressure drop

All the tested calculation methods, except OLGAS, gener-
ally overpredicted the pressure drop. As can be observed,
OLGAS had the smallest overall deviation (0.15), whereas
the Beggs and Brill overall deviation was 0.24. This is not
surprising, as those methods have been specifically tuned
to match the pressure drop. The present CFD program and
the Friedel correlation showed similar overall results, with
overall deviations of 0.43 and 0.42, respectively.

OLGAS had the smallest deviations for all the data ranges,
except for the inclined pipe (Case 8). (Case 9 consists of the
corresponding data points for a horizontal pipe.) In Case
11, i.e., for for high gas volumetric fluxes, the OLGAS pre-
dictions were very close to the experimental data. For the
inclined pipe, the Friedel correlation performed best. The
present model predicted the pressure drop more success-
fully for the highest liquid volumetric fluxes ( j` = 1m/s).

It should be noted that in OLGAS, a pipe roughness of
2.9 · 10−5 m was employed. For the present program and
the two engineering correlations, the roughness was set to
zero, as that gave better correspondence to the experimental
data for the pressure drop.

3.5.2 Liquid hold-up

As for the liquid hold-up, the deviations given in Table 5,
and illustrated by Figure 12, show that the best prediction
was given by the Premoli correlation, with an overall RMS

deviation of 0.35. It had a slight trend towards underpredic-
tion. The present model gave a deviation of 0.47, and the
OLGAS code had virtually the same result.

It is interesting to note that the Premoli correlation gave
the best results for the liquid hold-up for the studied data
points, and that the present CFD program performed well,
even though neither of these two models were developed
specifically for oil and gas pipelines. The present program
gave an overall deviation equal to that of OLGAS. The li-
quid hold-up predictions of the Beggs and Brill correlation
gave an overall deviation one decade higher than those of
the other models (3.6). (Note that as a result of this, in Fig-
ure 12, the bars representing the Beggs and Brill correlation
significantly exceed the y axis scale for most of the cases).
This was due to the Beggs and Brill correlation’s failing to
predict the liquid hold-up for some of the data points with
high gas volumetric fluxes jg, particularly for high pres-
sures. Moreover, even when these data points were disreg-
arded, the Beggs and Brill correlation showed the largest
deviations.

The Premoli correlation gave the smallest deviations for
all the cases studied, except for the inclined pipe case (Case
8), where OLGAS was best, and Case 5 ( j` = 1m/s), where
the present program performed equally well. The present
program performed relatively well for the highest liquid
volumetric fluxes and for medium and high pressures.

3.5.3 Liquid hold-up for large Reynolds numbers

This section provides a discussion of the categories 10 and
11 in Table 5.

In category 10, the data points have been discarded where
the measured liquid hold-up α`,exp was smaller than the li-
quid hold-up for homogeneous flow, α`,h. Here, the term
‘homogeneous flow’ denotes a flow where the mean velo-
cities of gas and liquid are equal, so that the liquid hold-up
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Table 5: RMS deviations from experimental data.

Qty. Range* N Present OLGAS B & B F/P Present†

− ∂p
∂x (1) All 52 0.434 0.145 0.243 0.420 0.676

(2) p = 90bar 18 0.214 0.117 0.179 0.209 0.315
(3) p = 45bar 20 0.372 0.135 0.245 0.390 0.522
(4) p = 20bar 14 0.665 0.184 0.304 0.619 1.087
(5) j` = 1m/s 22 0.141 0.129 0.265 0.256 0.137
(6) j` = 0.2m/s 15 0.461 0.142 0.253 0.505 0.667
(7) j` = 0.1m/s 15 0.641 0.168 0.196 0.511 1.055
(8) φ = 1° 8 0.132 0.127 0.109 0.080 0.113

j` = 1m/s,φ = 1°
(9) p = 90/45bar, 8 0.113 0.110 0.328 0.299 0.132

j` = 1m/s,φ = 0°
(10) α`,exp > α` ,h 42 0.467 0.158 0.249 0.458 0.743
(11) Reg > 107 12 0.230 0.044 0.143 0.131 0.216

α` (1) All 52 0.468 0.470 3.614 0.346 0.336
(2) p = 90bar 18 0.673 0.679 5.540 0.486 0.241
(3) p = 45bar 20 0.261 0.337 2.362 0.196 0.306
(4) p = 20bar 14 0.368 0.254 1.049 0.293 0.460
(5) j` = 1m/s 22 0.136 0.181 0.790 0.132 0.119
(6) j` = 0.2m/s 15 0.388 0.404 2.564 0.278 0.392
(7) j` = 0.1m/s 15 0.763 0.744 6.148 0.558 0.467
(8) p = 90/45bar, 8 0.107 0.072 0.756 0.170 0.100

j` = 1m/s,φ = 1°
(9) p = 90/45bar, 8 0.172 0.212 0.873 0.077 0.109
(10) α`,exp > α` ,h 42 0.272 0.261 1.074 0.237 0.372

j` = 1m/s,φ = 0°
(11) Reg > 107 12 0.832 0.847 7.273 0.570 0.079

* Every data point matching the condition(s) listed, is counted in each range.
† The data in this column is for the present program with OLGAS, and not the experimental data, as reference.

could be calculated according to the formula

α`,h =
j`

jg+ j`
. (36)

A liquid hold-up smaller than that of homogeneous flow
would imply that the mean liquid velocity was larger than
the mean gas velocity. In the cases studied here, we con-
sider such a behaviour unphysical. This shows that although
the experiments have been conducted very carefully, exper-
imental uncertainties will be present due to the demanding
nature of these measurements.

Category 11 includes the data points where the gas Reyn-
olds number Reg > 107. It is defined by

Reg = ρg jgd
µg

. (37)

Consider Figure 13. It shows the absolute relative devi-
ation (i.e., N = 1 in Equation (35)) between liquid hold-up
α` calculated by the present program and experimental data,
as a function of gas Reynolds number Reg. It can be seen
that for low Reynolds numbers, the deviation has a mostly
falling trend as the Reynolds number increases. However, at
a Reynolds number of about Reg ≈ 107, the deviations start
to increase, and for some of the data points very much so.
Figure 14 shows a similar plot to that of Figure 13, but here,
the reference is the OLGAS calculations. For low Reynolds
numbers, the deviations are relatively high, and higher than
those of Figure 13. Hence, the liquid hold-up calculated
by the present program is closer to the experimental data
than to the OLGAS calculations in that range. However, as
the gas Reynolds number increases, the deviations decrease,
and as opposed to the experimental data-based deviations,
they continue to be low for the highest Reynolds numbers.

This effect is illustrated by Case 11 (Reg > 107) in
Table 5. All the calculation methods gave high deviations
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Figure 13: Absolute relative deviation between liquid hold-
up calculated by the present program and exper-
imental data, as a function of gas Reynolds num-
ber.
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Figure 14: Absolute relative deviation between liquid hold-
up calculated by the present program and by OL-
GAS, as a function of gas Reynolds number.

in this case. This is owing to the fact that all the data
points1 with a measured liquid hold-up smaller than the
homogeneous-flow liquid hold-up fit into this category. It
can be observed that the RMS deviations for the calcula-
tions of the present program and for those of OLGAS are
nearly equal, with a value of 0.83 and 0.85, respectively,
whereas the RMS deviation between the calculated results
of the present program and those of OLGAS (last column in
Table 5) is significantly smaller, with a value of 0.08. This
shows that neither calculation method captured the meas-
ured data in this case. A further illustration can be given
by comparing the Cases 1 and 10: All calculation methods
have a significantly smaller deviation from the experimental
data when the α`,exp < α`,h data points are not considered.

4 CONCLUSIONS

We have presented a comparison of pressure drop and liquid
hold-up calculated using different modelling strategies; a
two-dimensional two-fluid model, a one-dimensional sim-
ulator, and engineering correlations. The numerical results
have been compared with experimental data.

In the present work, a two-fluid model has been imple-
mented in the framework of a two-dimensional multiphase
Computational Fluid Dynamics (CFD) code. The govern-
ing equations were spatially discretized using the finite-
volume technique, and the time-integrator was an explicit
low-storage five-step fourth-order Runge-Kutta scheme.

Although the main purpose of a multiphase CFD model is
to facilitate the design of process equipment, an important
step in its validation is the comparison with good experi-
mental data in simple geometries. The test case of high-
pressure two-phase flow in pipes has been selected since it
is of importance to the oil and gas industry.

Numerical results from the present program, the OLGAS

simulator, the Beggs and Brill correlation, and the Friedel
and the Premoli correlations have been compared to 52 data
points from the TILDA two-phase pipe flow database. The
data were taken in a 0.189m inner-diameter pipe. The liquid
volumetric flux j` varied between 0.1 and 1.0m/s, the gas
volumetric flux jg was in the range from 0.5 to 12m/s, and
pressures p from 20 to 90bar were employed. Inclination

1Except one

angles of 0 and 1° were used, with the majority of the data
coming from the horizontal pipe.

The present program performed well at the higher pres-
sures and at high liquid volumetric fluxes.

The liquid hold-up was slightly overpredicted for high
gas volumetric fluxes and slightly underpredicted for low
volumetric gas fluxes. For low pressures, the underpredic-
tion at low volumetric fluxes was significant.

At high pressure and high liquid volumetric fluxes, the
calculated pressure drop compared well to the experimental
data.

For low pressures and low liquid volumetric fluxes, the
pressure drop was increasingly underpredicted for increas-
ing gas volumetric fluxes. These are conditions where the
slip factor is high, and the flow is expected to be inhomo-
geneous, so the underpredicted pressure drop may in part be
due to different flow regimes not being explicitly accounted
for.

The deviations between experimental data and model
predictions are given in Table 5 on the preceding page. For
the liquid hold-up, the predictions of the Friedel correlation
had the lowest overall deviation. Interestingly, the present
program had the same overall deviation as that of OLGAS.
The Beggs and Brill correlation was not successful in pre-
dicting the liquid hold-up.

The smallest deviations between experimental and calcu-
lated pressure drops were obtained by the OLGAS program
and the Beggs and Brill correlation. This is unsurprising,
since the parameters in these models have been tuned to
match experimentally observed pressure drops. The present
program performed equally to OLGAS for high pressures
and high liquid volumetric fluxes.

In some of the data points, the measured liquid hold-up
was lower than that of homogeneous flow, and might be er-
roneous. The overall deviation for the liquid hold-up was
significantly reduced for all the calculation methods when
these data points were disregarded.

We find it interesting to note the relatively good corres-
pondence between experimental data and the computed res-
ults of the CFD program, particularly when considering the
simple constitutive relations employed.
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A THE RANGE OF THE DISPLACEMENT FACTOR
Bk

Sha and Soo (1979) and Soo (1990, pages 319–321) main-
tained that the displacement factor Bk can attain values in
the range 0–1. It can, however, be shown that Bk will be
close to unity. Consider Equation (12). By rearranging, and
using Equation (7), we get:

Bk = 1−
1
V
∫
Ak
(−δpk I +τ k) ·nk dA− Fd
1
V
∫
Ak

i〈pk〉 I ·nk dA
(38)

In the numerator on the right-hand side of Equation (38),
the terms will tend to cancel. Further, each of them will be
small compared to the denominator. Hence Bk will be close
to unity.
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