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About me
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Principal Research Scientist & Team Leader 

Emerging Assurance Technologies

Foundational issues in risk science

Assurance of AI enabled systems

Trustworthy AI in industrial contexts

Drone-based inspection

Exploring emerging technologies 

(e.g., quantum technologies, AI, robotics)

WP leader TRUST

AI explainability and uncertainty

Privacy preserving AI and data access

Human-AI interaction

Fairness in recommender systems
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DNV – A global assurance and risk management company

161
years

~15,000
employees

~100,000
customers

100+
countries

5%+
of revenue in R&D

Management system 

certification, supply chain and 

product assurance

Software, cyber security, 

platforms and

digital solutions

Ship and offshore

classification and advisory

Energy advisory, certification, 

verification, inspection and 

monitoring
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Our vision

A trusted voice 
to tackle global 
transformations
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Our purpose

To safeguard life, 
property, and the 

environment
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Would you fly on “AI Airways”? Would you use an AI pacemaker? Do you use the Tesla autopilot?

Maybe, if you could trust it

Assurance provides that trust
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Outline

❑ What is assurance?

❑ What are the risks related to AI? 

❑ How can we assure AI-enabled systems?

❑ Conclusion
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What is assurance?
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Assurance 
“Grounds for justified confidence that a claim has been or will be achieved” (ISO 15026-1)
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“System X is                       “

Strategy

Claim

Rationale

Fact

Assumption

Claim

Evidence

Strategy

...

Premises

Conclusionsafe

secure

sustainable

fair

etc.

Claims about a system Transparent, validated and verified arguments 

Assurance establishes trust
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Assurance helps us understand and manage risk
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For any activity or action:

• some consequences are known, and some are unknown

• some consequences are wanted, and some are unwanted

Risk = 

the effect of uncertainty on objectives

Safety = 

freedom from risk which is not tolerable

ISO 31000:2018 Risk management Guidelines

The assurance process helps us manage risk by

• Identifying interests/objectives of various stakeholders 

• Gathering knowledge and performing activities to reduce uncertainty
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What are the risks related to AI? 
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Accidents with AI
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(Examples taken from Phil Koopman and Missy Cummings)

Tesla on autopilot crashed into truck
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Unreliable, untrustworthy or harmful output

• The consequences and potential harm from AI depends on the use context.

• Harm may be intended or unintended, and stem from both weaknesses and strengths of  the AI.
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Wei, Alexander, Nika Haghtalab, and Jacob Steinhardt. "Jailbroken: How does LLM safety training fail?." Advances in Neural Information Processing Systems 36 (2024).

Cybersecurity risk

LLM as target: LLMs can be jailbroken because there is no distinction between prompts and system prompts

LLM as attacker: LLMs can be used to automate cyberattacks or help cyber criminals

LLM as defender: LLMs can help with threat identification and quick response to cyber attacks

14
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Environmental and social impacts

• High energy demands from data centers impact climate.

• Data center land use impacts local biodiversity 

• Data center cooling uses significant water

• Working conditions of people involved in data curation, 
labelling, and model evaluation.

• Automation impacts on workforce in different industries. 

• Effects on electricity markets from data centers. 
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…but, we should also factor in the positive  impacts of what the models are used for. 
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Legal and ethical concerns

• Compliance with regulations

• Copyrights and intellectual property

• Leaks of sensitive data

• Privacy of users

• Fair treatment of users

• Etc.

16



DNV © 13 NOVEMBER 2025

How can we assure 
AI-enabled systems?
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Why is assurance of AI-enabled systems challenging?

Challenges Solutions

Complexity Systems approach

Dynamics Continuous/frequent updating

Wide range of concerns Multidisciplinary approach

Gaps in knowledge Risk- and uncertainty-based approach

Distributed responsibilities Modularity
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DNV-RP-0671 Assurance of AI-enabled systems
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The Recommended Practice (RP) addresses

AI specific assurance challenges.

The process establishes requirements 

to AI components and their use, and to the 

evidence collection.

By adhering to these requirements,

trustworthy and responsible AI can be achieved.

The RP sets requirements to the

assurance process.
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Based on Gartner slide

A systems perspective
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Based on Gartner slide

Digital assurance

Testing the AI Testing of System with AI inside
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Stakeholder focus – Respect stakeholder’s interests and ethics 

• Stakeholder focus means to continuously 

involving stakeholders and capture their needs 

(interests) throughout the AI system's lifecycle

• If stakeholder interests conflict, assurance 

provides the basis for agreeing on trade-offs 
that respect the diverse interests
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Privacy

• Ensuring trustworthy and responsible AI 

depends on continuously identifying and 

implementing requirements, and involving 

stakeholders in this, e.g. balancing accuracy 

vs. privacy.

Accuracy Privacy
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Evidence-based argumentation - Demonstrating 
trustworthiness of AI-enabled systems

New technology comes with new unknowns 

23

Example: Autonomous systems with major 
functions driven by machine learning and AI, 
and ultra-rapid system development.

Strategy

Claim

Rationale

Fact

Assumption

Claim

Evidence

Strategy

...

Premises

Conclusion

Evidence-based argumentation is a 

structured way of conducting assurance, 

providing stakeholders with a transparent 

and explicit argument that the AI-enabled 

system can be trusted
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Modularity - to facilitate collaboration among actors

• When an actor executes the assurance 

process, an assurance module is produced
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• Consistency between assurance modules is 

enforced through assurance contracts 
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Continuous/frequent updating

• A life-cycle perspective is applied to deal with systems that are frequently updated (e.g. re-

training)
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Conclusion
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Conclusion

• Assurance is a way to understand and manage risks

related to systems with AI inside

• Challenges related to AI assurance

• Wide range of risk related to AI-enabled systems

• Systems change frequently

• We have limited experience/knowledge

Our recommmedned practice address AI risk from a systems 

perspective, with focus on stakeholder involvement and 

continuous/frequent updating
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www.dnv.com

DNV-RP-0671 Assurance 
of AI-enabled systems
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andreas.hafver@dnv.com

+47 99573565
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