CONSIDERATIONS IN DESIGN &
EVALUATION OF ‘INTELLIGENT’
DECISION AIDS

Emilie Roth
Roth Cognitive Engineering

Roth sagnitive



Promise of) Application of Al is Ubiquitous

0100100 0iTn o1d
10101110101 101
1011101010100

) 00 011

However...




Challenges Remain
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Google’s medical Al was super accurate in a lab. Real
life was a different story.
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Jacobs et al. (2021) How machine-learning recommendations influence clinician
treatment selections: the example of antidepressant selection. Translational Psychiatry.



Talk Qutline
T e

« Findings of recent National Academies
Consensus Study on Human-Al Teaming

« |mplications for design and evaluation of new
forms of ‘Intelligent’ technology
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Why Human-Al Teaming?

Human-Al team is defined as ““one or more people and one or more Al systems
requiring collaboration and coordination to achieve successful task completion”

* Qualifies as a'team
* Common goals
* Specific roles
* Interdependence

* Research on Human-Human Teams
provides a starting point
. Teamwork skills
. Team SA
. Team training
* Research on Human-Automation
Interaction and Autonomy relevant

* Teaming provides
* Mutual support and back-up
* "Adapt to changing demands

Human-Centered Al
* Designing an Al system to work
well as a teammate increases

* Does not imply humans andiAl are
equivalent

* Functionality human-centeredness

* Capabilities Augments human capabilities and
* Authority raises performance beyond that of

* Responsibilities either entity




Human-Al Team Bias

Human-Al Team
Performance

A
Human Decision Biases G —— Al Biases
* % Anchoring B an-AFTeam * Limited data sets

* Availability (selection bias)

. racti ; .
* _Confirmation Bias g nteractions * Data labeling & curation

: * Human decisions influenced |
RepresentativiEiy by Al (‘Automation Bias’)

*  Framing ;
*  Form of presentation matters . ase”
e Loss Aversion system- outside of training

* Concept drift

Design of algorithms
Overgeneralization of

Premium on leveraging the strength of each partner for more effective joint-performance



Fostering Effective Teaming

Human-Al Team
Performance Ensure goal alignment

Support collaboration
(including anticipation
and back-up)

Teamwork
Coordination

Shared Mental Models

Model of Human Model of the World Model of Al
(Capabilities, Limits (Terrain, Environment, Enemy, Friendly, Civilian, (Capabilities, Limits
Behaviors, Functionality) Systems, Methods of Operation) Behaviors, Functionality)

Goals, Functions, Tasks, Plans
Current State State, Modes
Confidence in Information

Goals, Functions, Tasks, Plans
State, Modes

Sufficiency of World SA
Impact on Goals Ability to Perform Tasks
Conformance with Goals Actions, Outputs & Effectiveness
Impact of Actions on Others

Sufficiency of World SA
Ability to Perform Tasks
Actions, Outputs & Effectiveness

Impact of Actions on Others . .
Projected Actions/State

Projected Actions Projected Actions

SA of Human SA of World SA of Al
Teammate Teammate
(or self) (or self)

Shared Situation Awareness (‘Common Ground’)




Al Transparency & Explainabilty

Human-Al Team
Performance

Common Ground

Transparency
(Observability)

Explainability

Pian Specilications: Why These Plans were Suggesiad

[Plan A |PianB

These are the top two plans.
Plan A is the preferred plan
Which do you choose?

Display Transparency
Explainability
Training

Display transparency
* Provides a real-tfime understanding
of the actions of the Al system:
Goals
Progress
Constraints/Affordances
Projection to future
Potential limitations
Explainability
* Provides information in a backward-
looking manner on logic, factors, or
reasoning




Human-Al Team Trust

Human-Al Team
Performance

f

Teamwork
Coordination

Increasing recognition of:

Well established that:

Trust affects decision to rely on or
comply with technology

Trust is influenced by the qualities of a
person, the technology, and the
environment

Trust depends on social interactions
such as reputation and the formal or
informal communication that
contributes to that reputation

Importance of goal alignment between
human-Al on trust

Moving toward directable and directive
interactions

Delineating distrust from trust
Considering dynamic models of trust
evolution



Human-System Integration (HSI) Considerations

HSI incorporates human-centered analyses, models, and evaluations
throughout the development and implementation lifecycle sg.as-te
mitigate the fisk of downstream system failure.

Issues Raised and Research Needs

Human-Al Team Design
and Testing Methods

Human-Al Team
Development Teams

M Al Cyber
Vulnerabilities

Human-Al Interaction
Design for Effective
Joint Performance

Al System Lifecycle

> Testing and

Auditability

Human-Systems
Integration for Agile
Software Development




Implications for Design and Evaluation

of New ‘Intelligent’ Technologies

Context of Work Technology

A Cognitive Engineering Perspective

O

Importance of:

Understanding the context of work:

Complications that can challenge
performance of human or Al agent.

-1 Designing systems to optimize the

joinf Human-Al team performance.

Success often leverages the strength
of people on the scene (Collaborative
Automation / Shared Autonomy)

Technology needs to be observable,
understandable, and directable.

- Evaluating the joinf Human-Al Team

For more resilient performance




0 Include a range of scenarios

Straightforward ‘textbook’ cases

Evaluating the Joint Human-Al Team

‘Edge Cases’ at the boundaries of
the capabilities of the Al system

0 Employ multiple evaluation

medasures:

Measure of objective joint
performance

Measures of Trust

User Mental Models of how the Al
system works

User evaluations of the Al system via
post-study questionnaires.

Positive Negative

AlXAI (1) (3)

System
How the System works: How the system Fails:
Parts, connections, functions, Breakdowns, limitations
relationships, control logic

The (2) (4)
User/Learner

How to make the System work:

Detecting anomalies,
appreciating the System's
responsiveness, performing
workarounds and adaptations

How the User/Learner gets
confused:

The kinds of errors the
User made, or other Users
might make

The mental model matrix
(Klein, Borders, Hoffman, & Mueller, 2021)
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Human-Al Teaming is One of Many Metaphors

Design Metaphors

Intelligent Agent Supertool
Thinking Machine, Cognitive Actor, Extend Abilities, Empower Users,
Artificial Intelligence, Knowledgeable Enhance Human Performance
7
- c
Social Robot ! 3_;0 Active Appliance
Anthropomorphic, Android, Q Steerable Equipment, Expendable,
Bionic, Bio-inspired, Humanoid -?, Increase Human Flexibility & Mobility
()
Teammate 'E Tele-bot
Co-active Collaborator, Colleague, 0 Dexterous Instrument, Powerful Prosthetic,
Helpful Partner, Smart Co-worker \ g l Boost Human Perceptual & Motor Skills
o
Autonomous System Control Center
Independent, Self-directed, Human Oversight, Supervisory Control,
Goal-setting, Self-monitored Situation Awareness, Preventive Actions

Ben Shneiderman new book ‘Human-Centered Al’ (2022)

Roth poogntive



Conclusions
S

0 Al systems should be designed to support the needs of people who
will have the ultimate responsibility for the outcomes.

0 An important measure of success is the joint human-Al team

performance.

0 This requires making Al systems better ‘team players’:

= Observable
= Understandable

=1 Directable

0 The National Academies Consensus Study Report presented 57
inter-related research objectives to meet this vision

= Near, Mid and Far Term

Roth engffiing
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