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Teaming with automation

“…the dynamic, interdependent coupling between one or 

more human operators and one or more automated 

systems requiring collaboration and coordination to 

achieve successful task completion.”

2

(Cuevas et al, 2007)

(DNV, 2018)
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Some recent technological developments

3
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Teaming with automation

• Concepts of operation

• Human as a supervisor over automation that acts as an aid or an assistant

• Humans and autonomy acting as collaborating teammates

• Automation that oversees and acts as a limit on human performance

4

(Endsley, 2017)

• Assumes

• High levels of autonomy

• New interfaces for shared situation awareness
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Mental model

SA

5

Understanding your teammate’s performance

(Endsley, 2023)

Understanding of the agent’s performance in general

Understanding of the agent’s performance in its context

Logic, components
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Mental model

SA

6

Understanding your teammate’s performance

(Endsley, 2023)

Logic, components

Functioning

Reliability

Capabilities

Limitations

Task 

Agent

Team

Concept of operation:

- Supports supervision, intervention, and backup

- Teammates

- Limit

Transparency

(DNV, 2018)
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Transparency: observability and predictability

7

Making apparent what the system is currently doing but also why it is doing it and what it will do next

Transparency as a system property
(Endsley 2017)

Goal is to enable the operator to maintain proper SA of the system in its tasking environment without becoming overloaded

(Mercado et al, 2016)

(MITRE 2018)
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Maritime collision avoidance

8

van de Merwe, K., Mallam, S., Engelhardtsen, Ø., & Nazir, S. (under review). Supporting human supervision in autonomous collision avoidance through system 

transparency: A structured and systematic approach.

van de Merwe, G. K., Mallam, S. C., Engelhardtsen, Ø., & Nazir, S. (2022). Exploring navigator roles and tasks in transitioning towards supervisory control of 

autonomous collision avoidance systems. Journal of Physics: Conference Series, 2311(1), 012017. https://doi.org/10.1088/1742-6596/2311/1/012017

https://doi.org/10.1088/1742-6596/2311/1/012017
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A model for human information processing

Framework to decide at 

• Which parts of the system should be automated

9

Parasuraman, R., Sheridan, T. B., & Wickens, C. D. (2000). A model for types and levels of 

human interaction with automation. IEEE Transactions on Systems, Man, and Cybernetics 

Part A: Systems and Humans., 30(3), 286–297. https://doi.org/10.1109/3468.844354

DNV. (2018). DNVGL-CG-0264: Autonomous and remotely operated ships. 

http://rules.dnvgl.com/docs/pdf/dnvgl/cg/2018-09/dnvgl-cg-0264.pdf

Human Human Human Human

System System System System

Condition detection Action controlAction planningCondition analysis

Or…

• Which information from the system should be 

disclosed to the human supervisor

https://doi.org/10.1109/3468.844354
http://rules.dnvgl.com/docs/pdf/dnvgl/cg/2018-09/dnvgl-cg-0264.pdf
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Analysis framework and processing model

10

(DNV, 2018)

(Van de Merwe et al, under review)

Requirements

Information requirements 
for human supervision

Cognitive Task Analysis PSW model
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Information processing steps of collision avoidance system

Information to be disclosed to human supervisor
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Condition 
detection

Condition analysis Action planning Action control
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Condition 
detection

Condition analysis Action planning Action control
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Condition 
detection

Condition analysis Action planning Action control
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detection

Condition analysis Action planning Action control
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Transparency: does it work?

“…results…point towards a promising effect of automation transparency on 

operator performance, without the cost of added mental workload, for 

instances where humans respond to agent-generated proposals and where 

humans have a supervisory role.” (Van de Merwe et al. 2022a)

15

Apparent relation between task type and HF variables

Collision avoidance systems?
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Limits to transparency

• Risk of information to get lost in the noise

• Transparency information not integrated

• Transparency has limited effect if there is 

no means of control

16

(Endsley, 2023)



DNV © 27 APRIL 2023

Challenges

• When does a human supervisory task 

become an impossible task?

• Detecting if system is outside its ODD?

• Or should the system inform the supervisor?

• What is the role of transparency herein?

• How to know who is the best performer?

• Acceptance vs intervention

• What is the role of transparency herein?

• “There is no I in team”

• Agent transparency & human transparency?

17
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Wrapping up

• Transparency as a means to support 
supervisory performance through agent

• Observability

• Predictability

• Can be applied to agents acting as 

• Decision-support tools

• Teammates

• DNV class rules and notations

• Process and product assurance

• Continuous assurance (learning systems)

• HF integration, e.g., transparency

18



DNV © 27 APRIL 2023DNV © 27 APRIL 2023

www.dnv.com

Teaming with automation 
in future maritime systems
HFC forum spring 2023

19

Koen.van.de.merwe@dnv.com



DNV © 27 APRIL 2023

Key references

• DNV. (2018). DNVGL-CG-0264: Autonomous and remotely operated ships. http://rules.dnvgl.com/docs/pdf/dnvgl/cg/2018-09/dnvgl-cg-0264.pdf

• Endsley, M. R. (2017). From Here to Autonomy: Lessons Learned from Human-Automation Research. Human Factors, 59(1), 5–27. https://doi.org/10.1177/0018720816681350

• Endsley, M. R. (2023). Supporting Human-AI Teams: Transparency, explainability, and situation awareness. Computers in Human Behavior, 140, 107574. https://doi.org/10.1016/j.chb.2022.107574

• National Academies of Sciences, Engineering and Medicine. (2022). Human-AI Teaming: State of the Art and Research Needs. The National Academies Press. https://doi.org/10.17226/26355

• Mercado, J. E., Rupp, M. A., Chen, J. Y. C., Barnes, M. J., Barber, D., & Procci, K. (2016). Intelligent Agent Transparency in Human–Agent Teaming for Multi-UxV Management. Human Factors, 58(3), 401–415. 

https://doi.org/10.1177/0018720815621206

• MITRE. (2018). Human-Machine Teaming Systems Engineering Guide (No. MP180941; p. 68). MITRE Corporation. https://www.mitre.org/publications/technical-papers/human-machine-teaming-systems-engineering-guide

• Oswald, F. L., Endsley, M. R., Chen, J., Chiou, E. K., Draper, M. H., McNeese, N. J., & Roth, E. M. (2022). The National Academies Board on Human-Systems Integration (BOHSI) Panel: Human-AI Teaming: Research Frontiers. Proceedings 

of the Human Factors and Ergonomics Society Annual Meeting, 66(1), 130–134. https://doi.org/10.1177/1071181322661007

• Parasuraman, R., Sheridan, T. B., & Wickens, C. D. (2000). A model for types and levels of human interaction with automation. IEEE Transactions on Systems, Man, and Cybernetics Part A: Systems and Humans., 30(3), 286–297. 

https://doi.org/10.1109/3468.844354

• van de Merwe, K., Mallam, S., & Nazir, S. (2022). Agent Transparency, Situation Awareness, Mental Workload, and Operator Performance: A Systematic Literature Review. Human Factors, 00187208221077804. 

https://doi.org/10.1177/00187208221077804

• van de Merwe, K., Mallam, S. C., Engelhardtsen, Ø., & Nazir, S. (2022). Exploring navigator roles and tasks in transitioning towards supervisory control of autonomous collision avoidance systems. Journal of Physics: Conference Series, 

2311(1), 012017. https://doi.org/10.1088/1742-6596/2311/1/012017

• van de Merwe, K., Mallam, S., Engelhardtsen, Ø., & Nazir, S. (Accepted for publication). Operationalising Automation Transparency for Maritime Collision Avoidance. TransNav: the International Journal on Marine Navigation and Safety of Sea 

Transportation, Gdynia, Poland.

• van de Merwe, K., Mallam, S., Engelhardtsen, Ø., & Nazir, S. (Under review). Supporting human supervisory performance through information disclosure: Establishing transparency requirements for maritime collision avoidance. Proceedings 

of the Human Factors Society Annual Meeting.

• van de Merwe, K., Mallam, S., Engelhardtsen, Ø., & Nazir, S. (Under review). Supporting human supervision in autonomous collision avoidance through system transparency: A structured and systematic approach. Journal of Navigation

20

http://rules.dnvgl.com/docs/pdf/dnvgl/cg/2018-09/dnvgl-cg-0264.pdf
https://doi.org/10.1177/0018720816681350
https://doi.org/10.1016/j.chb.2022.107574
https://doi.org/10.17226/26355
https://doi.org/10.1177/0018720815621206
https://www.mitre.org/publications/technical-papers/human-machine-teaming-systems-engineering-guide
https://doi.org/10.1177/1071181322661007
https://doi.org/10.1109/3468.844354
https://doi.org/10.1177/00187208221077804
https://doi.org/10.1088/1742-6596/2311/1/012017

