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Teaming with automation

“...the dynamic, interdependent coupling between one or
more human operators and one or more automated
systems requiring collaboration and coordination to
achieve successful task completion.” (Cuevas et al, 2007)

Information Acquisition Information Analysis Action planning Action control
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Some recent technological developments
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Teaming with automation

» Concepts of operation  (endsiey, 2017)
« Human as a supervisor over automation that acts as an aid or an assistant
 Humans and autonomy acting as collaborating teammates
« Automation that oversees and acts as a limit on human performance

« Assumes
 High levels of autonomy
* New interfaces for shared situation awareness
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Understanding your teammate’s performance

Task
Understanding of the agent’s performance in its context [SA Agent ]

Team

Logic, components

Functioning

Understanding of the agent’s performance in general Mental model Reliability

Capabilities

Limitations

(Endsley, 2023)
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Understanding your teammate’s performance

Concept of operation:

- Supports supervision, intervention, and backup Transparency Task
< > Agent
- Teammates SA gen
o Team
- Limit
Information Acquisition Information Analysis Action planning Action control Logic, components
Functioning
Mental model Reliability
| Capabilities
Limitations

(DNV, 2018)

(Endsley, 2023)
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Transparency: observability and predictability ...

Making apparent what the system is currently doing but also why it is doing it and what it will do next

(Endsley 2017)

Transparency as a system property J

[ Goal is to enable the operator to maintain proper SA of the system in its tasking environment without becoming overloaded ]

(Mercado et al, 2016)
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Maritime collision avoidance

8

107 Publishieg
2027) 012017 dor 10.10851742-6596 2311101201

Toumal of Physics: Conference Senies FT

Exploring navigator roles and tasks in transitioning towards
supervisory control of autonomous collision avoidance systems

G Kvan de Merwe'?, § C Mallany’, O Engelhardtsen’ and § Nazir’
Group Research and Development, DNV, Veritasveien 1, 1363, Hovik, \mm\
sty of Tehnology: Nanial Siences and Martime Sciencer,
University of y, Raveien 215, :)E-v B«.vt

Norway

koen van de merwe@dnv com

Abstract. This study sisms 1o sy e s for
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1. Tntroduct
Recent trends in the maritime domain point toward the application of advanced automation that
assume sespoasibility for functions currently performed by bumans. The reascns for pursuing
avtonomy in maritime shipping are diverse, but the prospect of reduced manning for the sake more
efficient operations has sparked interest in autonomous systems within the industry. Having fewer
i onboard 3 vessel reduces the need for buman support functions. As such, vessels can
poteatially be made lighter, transport more cargo, and perform voyages more efficiently resulting in
reduced operating costs and a reduced emvironmental footprnt (1). T addition. autonomy is often
introduced as 3 means to mcrease safety of the vessel by reducing the potential for human error. Data
ftom the European Maritime Safety Authosity suggests that most of the causes of masitime accidents
between 2014 and 2019 were arnibuted to human actions (2). Although the atmbution of accidents 1o
buman actions can be disputed [3), some argue that by removing buman operators from the sharp end
of ship operations, 3 reduction in the likelibood of marine incidents shoald occur (4] Whilst this may
be true in terms of reducing indvidual risk (ie., humans are removed from hazardous locations and
can therefore not be harmed), the relocation of control from vessel to land can imtroduce new and
unknown risks [5,6]
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Abstract

Grven the foreseen supervisory role of the buman in autonomous shipping, this study ai
explore the role of the human m supervised autonomous collision avoidance. A systematic
snatysisofguks, ecsions copitive sk, aodmfocmaion seds s petomed by .ipylnu.: .
Goal.Directed Task Asal

Data was obtamed from in sita observations of collision Svoudance manoeuvres, in sit
iterviews with navigators, an appeaisal of the collision regulations, and company procedures
By usiag a structured and systematic approach. this study sdentified the information
requirements for making autoaomous collision avosdance systems transparent 10 its user. The
results highlight the need for contimous, sufficieat, and relevant information from the collision
avosdance system o support human supervisory control in a dynamic context.

1 Introduction

In receat years. the manitime industry has shown increased inferest i developing autopomous
solutions with the aim o achieve more efficient, puactual, and safer operatioas (Kretschmann
ef al. 2017, Wrobel ef al. 2017) Among others, the MUNIN research project (Mantime
Unmanned Navigation through Intelligence in Networks) explored safery and autonomy in 2
dry bulk camer for deep-sea shippng iiresziiy al. 2014) and DNV demonstrated its

s short.sea shipping (DNV 201) Fusthermore, Rolls Royce
Ao st wcinet ey e e showing its capabilities for fusing seasor
information, detecting obstacles, avoiding conflicts and berthing sutomatically (Rolls Royce
2018). I Japan the commercial ship Suzskn conducted a 790-kilometre trial using  contamer
ship, festing its sulonomous mavigation capabilities (NYK 2022). In Norway, the Yara
Birkeland coatainer ship bas been Inunched and aims to start sailing autonomously 1n 2024
(Yara International 2022). Finally, the ASKO barges will commence service in 2022 and the
aim s to sail autonomoasly, with remote supervision. in 2024 (ASKO 2022).

Although the reasons for pursumg
reduced manaing has sparked the mterest of the industry. Autopomous and wamanned ships
may allow for new and more efficient ship designs enabling lighter structures, reduced voyage
costs, and/or inereased payload capacity (Kretschinann ef al. 2017, Kurt & Aymelek 2022) In
addstion. the prospects of reduced crew (Koo & Hekkenberg 2020), and safer operations by
Iumans from the sharp end of the operations are also mofivating factors (Wrobel ef
One key challeage 1o be resolved i moving towards autonomous and potentially

wonomous operations are diverse, the prospect of

remov
al 201
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Case studies
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A model for human information processing

Framework to deC|de at Sensory _J Perceplion/ Decision Response
_ Processing i Working Making Selection
« Which parts of the system should be automated . Memory E

Fig. 1. Simple four-stage model of human information processing.

Condition detection Cond aly: Action planning Action contro
D ——
Or Human > Hum: Human P Hum:
P

« Which information from the system should be
disclosed to the human supervisor
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Analysis framework and processing model
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Cognitive Task Analysis

Requirements

Information requirements
for human supervision

w Monitoring

PSW model

\ 4

Context

Information processing steps of collision avoidance system

A\ 4
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A\ 4 y

)

Detected Risk Planned Action
objects picture actions execution
® Information to be disclosed to human supervisor

Transparency
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Transparency: does it work?

Norway, Borre, Norway

Objective: In this review, we investigate the relationship
between agent transparency, Situation Awareness, mental work-
load, and operator performance for safety critical domains.

Background: The of highly sophisti au-
tomation across safety critical domains poses a challenge for ef-
fective human oversight. Automation transparency is a design
principle that could support humans by making the automation’s
inner workings observable (i.c., “seeing-into”). However, experi-
mental support for this has not been systematically documented to
date.

Method: Based on the PRISMA method, a broad and sys-
tematic search of the literature was performed focusing on iden-
tifying empirical research investigating the effect of transparency on
central Human Factors variables.

Results: Our final sample consisted of 17 experimental studies
that investigated transparency in a controlled setting. The studies
typically employed three human-automation interaction types:
responding to agent-generated proposals, supervisory control of
agents, and monitoring only. There is an overall trend in the data
pointing towards a beneficial effect of transparency. However, the
data reveals variations in Situation Awareness, mental workload,
and operator performance for specific tasks, agent-types, and level
of integration of transparency information in primary task displays.

‘Conclusion: Our data suggests a promising effect of auto-
mation transparency on Situation Awareness and operator per-
formance, without the cost of added mental workload, for instances
where humans respond to agent-generated proposals and where
humans have a supervisory role.

Application: Strategies to improve human performance when
interacting with intelligent agents should focus on allowing humans
to see into its information processing stages, considering the in-
tegration of information in existing Human Machine Interface
solutions.

Key PRISMA, h

transparency, information disclosure, seeing into
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Agent Transparency, Situation Awareness, Mental Workload,
and Operator Performance: A Systematic Literature Review

Koen van de Merwe @, DNV, Hevik, Norway, University of South-Eastern Norway,
Borre, Norway, Steven Mallam © and Salman Nazir ®, University of South-Eastern

INTRODUCTION

The human factors community has long had
an interest in understanding the interactions
between humans and automation, that is, the
tasks executed by a machine agent of a function
previously performed by a human (Parasuraman
& Riley, 1997; Rasmussen, 1983). Central topics
of research include understanding the benefits
and concerns of replacing humans with auto-
mation (e.g., Bainbridge, 1983; Strauch, 2018),
the need for appropriate design of automation
(Norman, 1990), the effect of automation fail-
ures on human take-over responses (Endsley &
Kiris, 1995), factors pertaining to automation
use, disuse, and misuse (Parasuraman & Riley,
1997), human performance in taking over from
automation (Eriksson & Stanton, 2017; Hergeth
et al., 2017; Weaver & DeLucia, 2020), and the
consequences of levels of automation on Situ-
ation Awarencss (SA), mental workload, and
operator performance (Endsley & Kaber, 1999;
Jamieson & Skraaning, 2020; Onnasch ct al.,
2014). Combined, these studies culminate to the
notion of an automation conundrum (Endsley,
2017), which is the problem that the more re-
liable and robust automation becomes, the less
likely it is that a human supervisor will notice
critical information and will be able to effec-
tively intervene when required. This problem
may be exacerbated with advanced automation
or intelligent agents able to function in-
dependently, but still require human supervision.
Considering the rapidly developing and ubiqg-
uitous presence of technology in our society,
there is an urgent and continuous need of re-
search into understanding and enhancing inter-
actions between humans and automation such
that collaboration and performance can be
supported (Hancock et al., 2013; O’Neill et al.,
2020; Warden et al., 2019).

B Respond to proposals
B Supervise the automation

Monitor the automation

Collision avoidance systems?

Apparent relation between task type and HF variables

“...results...point towards a promising effect of automation transparency on
operator performance, without the cost of added mental workload, for
instances where humans respond to agent-generated proposals and where
humans have a supervisory role.” (van de verwe et al. 2022a)
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Limits to transparency

 Risk of information to get lost in the noise

e
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» Transparency information not integrated

, \ | 3
» Transparency has limited effect if there is i J‘ ] W. | M
no means of control el u..r%,w;l é*

(Endsley, 2023)
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Challenges

* When does a human supervisory task
become an impossible task?

» Detecting if system is outside its ODD?
» Or should the system inform the supervisor?
* What is the role of transparency herein?

* How to know who is the best performer?
« Acceptance vs intervention
* What is the role of transparency herein?

* “There is no | in team”
» Agent transparency & human transparency?

DNV




Wrapping up

- Transparency as a means to support
supervisory performance through agent

» Observability
* Predictability

« Can be applied to agents acting as
» Decision-support tools
* Teammates

* DNV class rules and notations
* Process and product assurance
« Continuous assurance (learning systems)
» HF integration, e.g., transparency

18 DNV © 27 APRIL 2023
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