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  System autonomy 
  In development for a 
wide variety of systems 

  Requires intelligent, 
robust, and reliable 
systems 
 Must overcome 
brittleness of past 
approaches 

  Integration with human 
operators and decision 
makers 

Autonomous Systems 



How Will we Best Combine 
Humans with System Autonomy? 

Level 4:   
Fully Autonomous 

Level 0:   
Fully Human 

Level 2:   
Human must Monitor & Intervene 

Level 3:   
Fully Autonomous Some of the Time 

Level 1:   
Some Assistance 

NHTSA 

Status of Autonomous  
Vehicle Performance  

Manufacturer 2015 2016 2017 

Google/
Waymo 

1,244 5,128 5,596 

Delphi 41 17.5 22.4 

Nissan 14 146 208 

Mercedes-
Benz 

1.5 2.0 4.5 

Miles Driven per Disengagement** 

Human Drivers:    Miles/Crash            =       491,641 *2015 NHTSA  

    Miles/Fatal Crash  =  95,128,092  *2015 NHTSA 

    

Autonomous Vehicles would need 
to exceed the performance of  

human drivers to be safer on their 
own. 

 
Until then, they require that  

Human drivers be alert and able to 
intervene when needed 

 

**Disengagement reports in CA 



Biggest Challenge: 
Human Oversight of Autonomy 

•  Automation may be useful for certain tasks 

  
 
 
 
•  But if we expect people to be able to successfully oversee 

the automation, they are likely to fail at this much too often 
due to loss of SA (either intentionally, or unintentionally)  

Synergistic Human-Autonomy 
Integration 

Human – Autonomy Integration that is Smooth, Simple, & Seamless   



Need Effective Synergy of the 
Human/Autonomy Team 

 

  Synergistic human & autonomy team is  
 critical to success 
  Overseeing what system is doing 
  Intervening when needed 
  Sharing and offloading of tasks 
  Collaboration on functions 
  Coordinated actions 

Informed Trust 
Shared Situation Awareness 

  System  
  Reliability 

  Actual 
  Subjective 
  Recency of Failure 

  System Validity 
  System Understandability 
  System Predictability 

  Individual 
  Self-efficacy 

  Ability of self to perform task 
  Individual Differences 

 General Trust 
  Personal Characteristics 

  Situational 
  Time constraints 
 Workload 
  Effort Required 
  Need for Attention to Other Tasks 

 

Factors that Affect Trust in 
Automation 

Situation 

Individual 

System 

ation 

I



Trust in Automation Challenge 

Under-Trust                                       Over-Trust 

Complacency Resistance to Technology 

Appropriately Calibrated Trust 
Dynamic & Situational 

 Oversight 
  Intervention 

Informed Trust Requires SA 

How much confidence do I have 
in the system? 
•  Generically 
•  Situationally 

•  Is it working? 
•  Is it getting good data? 
•  Is it within its programmed 

envelope? 
•  Will its actions meet my 

intended goals? 



SA is critical to Autonomy 
Oversight & Interaction 

System  
Environment 

Task  
State 

Automation 
State 

SA 

Often Poor Understanding of 
Automation State and Actions 

Ability to project behavior of system is key to 
successful team work 

What’s it doing? 
Why did it do that? 
What is doing now? 



Will you be ready for the 
unexpected? 

  Low SA on how the automation is 
performing
• Slow to detect problems with system 

or automation
• Slow to regain understanding of 

what it is doing and taking over 
manually

  Loss of Situation Awareness 
 Vigilance , Monitoring and Trust 
 Changes in information feedback 

  Intentional 
 Unintentional 

 Level of Engagement 
 Active vs. Passive processing 

Out-of-the Loop 



The more automation is added to a system, 

and the more reliable and robust that automation is,  

the less likely that human operators overseeing the 
automation will be aware of critical information  

and able to take over manual control when needed.  

The Automation Conundrum 

Attention Allocation Engagement 

Effective Human-Automation 
Interaction 

Human Autonomous 
System Oversight 

(HASO) Model 

Human Autonom
System Overs

(HASO) Mod
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(Endsley, 2017) 



Automation Interaction Paradigm: 
Choices in Automation Design 

Level of Autonomy 

Fu
nc

tio
n 

When? 
What? 

Fully  
Manual 

Implementation 
Aiding 

Decision 
Aiding 

Supervisory 
Control 

Full  
Autonomy 

Data 
Fusion 

 
Object 

Recognition 
 

Guidance 
 

Targeting 
 

Assignments 
 

Etc  
 
 

Monitoring/Information Integration 
Task Execution 

Option Generation 
Decision Making 

Level of autonomy 
for a given task 

can shift over time 
as needs dictate 

Situation Awareness 
Support 

How 
Much? 

Levels of Automation 

• 

• 

• 

• 

• 

• 

• 

• 

 

• 

• 

 

Situation 
Awareness

  

Decision 
Making 

Task 
Implementation 



LOA Effects on  
Engagement & Workload 

Advanced Queuing 
& Continuous Control  
Advanced Queuing Advanced Queuing

& Continuous Control&
Workload 

High 

Low 

Ad d Q i

Engagement OOTL Recovery 
Periods & Automation 

Control  

Automation Of Discrete 
Processing Stages 

Situation  
Awareness 

Decision 
Making 

Implementation Supervisory 
Control 

 

Full  
Autonomy 

Control 

High LOA Across  
Processing 

Stages 

Awareness Making Control Autonomy 

  Robustness  
  The degree to which the autonomy can sense, 
understand, and appropriately handle a wide range of 
conditions 

  Span of Control 
  From only very specific tasks for specific functions, up to 
autonomy that controls a wide range of functions on a 
system.  

  Control Granularity 
  Level of detail in the  
breakdown of tasks  
for control  

Human-Autonomy Interaction 

Goal-Based Control 

Playbook Control 

Programmable Control 

Manual Control 



  Information Presentation 
  Information required clearly presented 
  Detailed guidelines on creating effective interfaces 

  Level 1, 2 & 3 SA; Confidence Level; Complexity; Alarms 

  Information Salience 
  State of automation, modes, boundary conditions 

  Mode Transition Support 
  To engage automation 
  Unexpected transitions to manual 

  System Transparency 
  Why is it doing what it is doing? 

  Understandability 
  What is it doing? 

  Predictability 
  What will it do next? 

Supporting Operator SA – 
Automation Interface 

SAOD Automation Design 
Principles: Tesla Evaluation 



SAOD Automation Design Principles: 
Tesla Evaluation 

Manned-Unmanned Teaming 

Will require: 
•  Flexible autonomy 

•  Smooth transition of functions 
•  Simple operation 

•  Low granularity of control (goal level) 
•  High level of robustness 
•  Wide span of operation 

•  Shared situation awareness 
•  Informed trust 
•  Computational models of SA and decision making 



Future Systems Require 

Shared SA between the system and the 
operators 

–  Understanding of its status 
–  How well is it functioning 
–  When interventions are needed and what kind 
–  How the system’s status effects operator tasking 

and vice-versa 

To Support Shared SA 

Goals 
Functions/Tasks Assigned 
Strategies/Plans 

•  Current Status 
•  Ability to Perform Tasks 
•  Impact of Tasks on  

•  Other  
•  System/Environment 
•  Goals 

•  Projected Actions 

C
Tasks 

Situation Knowledge 

Model of Teammate •  Collaboration 

•  Function & Task Shifting 

•  Task Alignment 

•  Coordinated Action 

•  Information Sharing 

•  Deconfliction 

•  Progress Assessment 

Defines Interface 
Transparency 
Requirements 



  System Autonomy is being developed for a wide 
variety of applications 
  Need to develop robust, reliable and transparent 
autonomy 
  For most systems Human-Autonomy Teaming will be 
critical to successful implementation 
  To maintain SA and manageable workload requires 
careful design of  
  System interface 
  Automation paradigms 

  Shared SA to provide effective  
 manned-unmanned operations 

Conclusions 
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