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Porting functions to special hardware Approximate computing-based accelerators Reduce data transfers to save energy
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execution for larger protein sequences. The Convey HC-1
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hardware-software pipeline is used for the entire microscopy

used to recalculate the results if it is required.
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Porting UQ methods to hardware accelerators Comparing different UQ methods in terms of energy consumption
Method: Galerkin projection with polynomial chaos Motivation: Besides the accuracy/precision and the performance of an
Step 1: application the energy consumption is at least equally important nowadays.
Investigation of different preprocessing methods to reduce the bandwidth Approach: Porting UQ methods based on the galerkin projection or Monte
of the matrices that are required for the calculation. This reduces the Carlo simulation to different hardware units without optimization. Compare
amount of data that has to be transferred to accelerators as well as the the different implementations in terms of performance and energy
complexity of the matrix-vector product (O(n?) to O(n)). consumption.

Step 2:
Developing strategies for implementations on GPGPUs and FPGAs.

Furthermore, designing an approximate computing based sparse
matrix-vector product.

Optimization: Developing concepts to reduce the energy consumption for the

different considered hardware units.

Possible strategies: - increasing accuracy to increase the rate of convergence
- approximate computing (reduction of the accuracy)
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