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Abstract
We consider a hyperbolic system of conservation laws de-
scribing multicomponent flows through a transport pipeline,
with applications to CO2 transport and storage. We demon-
strate that numerical dissipation easily leads to an un-
derestimation of the amplitude of pressure pulses and the
resulting pipe strain. We argue that recently developed
high-resolution methods, particularly adapted to our cur-
rent model, are essential tools for an accurate operations
analysis.

1 Introduction
An important factor in carbon dioxide (CO2) capture
and storage (CCS) is the transport between the point
of capture and the point of storage. A main focus of
the newly established BIGCCS centre [2], a consortium
consisting of international universities, research institu-
tions and industry partners, is the development of cou-
pled fluid-mechanical and thermodynamic models with
material science models to simulate crack propagation
in CO2 pipelines.

Such pipe flow will take place at high pressures,
where the CO2 is in a supercritical (liquid-like) state.
Due to failure, or planned maintenance, the pipe can be
depressurized, leading to cooling. If the temperature
becomes low enough, the pipe material may become
brittle, causing a rupture and much damage. Therefore,
for a proper pipeline design, it is necessary to be able
to estimate the pipe cooling during depressurization.

This requires the formulation of adequate thermo-
dynamic and fluid-mechanical models, and an accurate
numerical solution of these models. Hence potential er-
rors in the operations analysis may arise from two sep-
arate sources:

• Modelling errors, i.e. failure of the underlying
mathematical models to correctly capture physical
reality;
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• Numerical errors, i.e. failure of the chosen numeri-
cal method to represent the correct solution of the
mathematical problem to a satisfactory degree of
accuracy.

The models of interest typically take the form of systems
of hyperbolic partial differential equations [9]. It is
well known in the scientific community that artificial
diffusion, needed to stabilize the numerical solution,
may lead to severe loss of accuracy [7].

With this paper, we wish to increase awareness
towards the fact that even a highly accurate math-
ematical model may produce untrustworthy results if
proper numerical methods are not employed for indus-
trial simulations. To this end, we compare an upwind
high-resolution scheme with a central first-order scheme,
namely the MUSTA scheme previously investigated for
the current model in [9].

Our upwind scheme will be based on the approx-
imate Riemann solver of Roe [10], and high resolu-
tion will be obtained by the wave-limiter approach of
LeVeque [7].

In order to construct our Roe scheme, we must over-
come the difficulty that our thermodynamic state rela-
tions are generally highly complex. They may consist
of a combination of analytical state equations, mixing
rules, and tabular interpolations. For all practical pur-
poses, we must be able to treat our interface to thermo-
dynamics as a black box.

In situations like these, fully numerical Roe schemes
are often applied [12]. However, for reasons of simplicity
and efficiency, we wish to consider a more analytical
strategy where the Roe matrix involves only partially
numerical constructions. To this end, we will largely
follow the approach of Abgrall [1], and use an idea
suggested by Glaister [6] for incorporating a general
pressure function into our Roe scheme.

Our paper is organized as follows: In Section 2, we
describe the governing equations of our multicomponent
model. In Section 2.1, we discuss in some detail the
particular thermodynamic submodels chosen for the
purposes of this paper. In Section 2.2.1, we analytically
derive the velocities and composition of the various
waves associated with the model.

In Section 3, we derive our Roe solver. In Sec-
tion 3.2.2 we describe more precisely how we are able to



incorporate a general black-box pressure function into
the scheme in a smooth manner.

In Section 4, we present some numerical simula-
tions, where we compare our high-resolution Roe scheme
to a MUSTA scheme. In Sections 4.1–4.2, we focus on a
couple of shock tube problems in order to illustrate the
behaviour of the schemes on the individual waves. In
Section 4.3, we present a case more relevant for indus-
trial applications, where we study the effect of depres-
surization of a pipe.

Finally, our work is summarized in Section 5.

2 The Model
We consider flows of N different chemical species (com-
ponents) along a transport pipeline. The model we will
be studying assumes that the flow variables are averaged
over the pipe cross section. Hence spatial dependence
is only along the x-axis, and we obtain a system of con-
servation laws in the form

(2.1) ∂U

∂t
+ ∂F (U)

∂x
= Q(U),

to be solved for the unknown vector U . Here U is the
vector of conserved variables, F is the vector of fluxes,
and Q is the vector of sources.

Our model is similar to the one studied by Ab-
grall [1]. It consists of N + 2 separate conservation
equations; one for the masses of each component, as
well as conservation equations for the total momentum
and energy of the mixture. More precisely, we have

• Conservation of mass:

(2.2) ∂mi

∂t
+ ∂

∂x
(miv) = 0 ∀i ∈ {1, . . . , N},

• Conservation of momentum:

(2.3) ∂ρv

∂t
+ ∂

∂x

(
ρv2 + p

)
= Qv,

• Conservation of energy:

(2.4) ∂E

∂t
+ ∂

∂x
(v(E + p)) = Qe.

Herein, the nomenclature is as follows:

mi - partial density of component i kg/m3,
ρ - density of the mixture kg/m3,
v - velocity of the mixture m/s,
p - common pressure Pa,
ei - internal energy of component i m2/s2,
E - total energy of the mixture kg/(m·s2),
Qv - momentum source terms kg/(m2·s2),
Qe - energy source terms kg/(m·s3).

Furthermore, the following relations hold:

ρ =
N∑
i=1

mi,(2.5)

E = 1
2ρv

2 +
N∑
i=1

miei.(2.6)

2.1 Thermodynamic Relations. An essential fea-
ture of the numerical methods presented in this paper
is that they are straightforwardly applicable to an ar-
bitrary thermodynamic description of the mixture, in-
cluding the possibility of phase transitions for each com-
ponent. Hence, we will generally assume only that the
mixture is at all times in thermodynamic equilibrium,
and that there exists state relations

p = p(ε,m1, . . . ,mN ),(2.7)
T = T (ε,m2, . . . ,mN )(2.8)

for the pressure and temperature of the mixture.
Herein,

(2.9) ε =
N∑
i=1

miei.

However, in order to present reproducible results, the
thermodynamics used for the simulations of this paper
will be based on two simplifying assumptions:
1. The components are assumed to be immiscible;

2. Each component follows a stiffened gas equation of
state, as described by Menikoff [8].

Note that none of these simplifying assumptions are
required to derive the numerical solver.

The assumption of immiscibility implies that each
component follows separate pressure and temperature
laws:

p = p(ρi, ei) ∀i,(2.10)
T = T (ρi, ei) ∀i,(2.11)

where ρi is the density of component i. The stiffened
gas EOS is fully defined by its Helmholtz free energy:
(2.12)
A(ρ, T ) = cvT (1−ln(T/T0)+(γ−1) ln(ρ/ρ0))−s0T+p∞

ρ
,

where the parameters cv, γ, p∞, T0, ρ0 and s0 are
constants. From this we can derive the pressure law

(2.13) p(ρi, ei) = (γi − 1)ρiei − γip∞,i,

as well as the temperature law

(2.14) cv,iT = ei −
p∞.i
ρi

for each component i.



2.2 Quasilinear Formulation. In this section, we
rewrite the system (2.2)–(2.4) in quasilinear form:

(2.15) ∂U

∂t
+ A(U)∂U

∂x
= Q(U),

i.e. we obtain the matrix A given by

(2.16) A(U) = ∂F (U)
∂U

.

This will form the basis for the derivation of our Roe
scheme in Section 3.2. The derivation is a generalization
of the results of Abgrall [1], who considered a system of
ideal gases with phase transition. However, whereas
Abgrall’s construction assumes that the pressure is
given by Dalton’s law, our Roe scheme allows for a
general pressure function as described in Section 3.2.

First, we will find it convenient to split the flux
vector into convective and pressure terms as follows:

(2.17) F (U) = F c(U) + F p(U),

where

(2.18) F c(U) = vU

and

(2.19) F p(U) =



0
0
...
0
p
pv


, U =



m1
m2
...

mN

ρv
E


=



U1
U2
...
UN
UN+1
UN+2


.

Then we may write

(2.20) A(U) = Ac(U) + Ap(U),

where
(2.21)

Ac(U) = ∂F c(U)
∂U

and Ap(U) = ∂F p(U)
∂U

.

Proposition 1. The convective Jacobian matrix
Ac(U) can be written as
(2.22)

Ac =



(1− Y1)v −Y1v . . . −Y1v Y1 0
−Y2v (1− Y2)v . . . −Y2v Y2 0
...

. . . . . .
...

...
...

−YNv −YNv . . . (1− YN )v YN 0
−v2 −v2 . . . −v2 2v 0
−Ev −Ev . . . −Ev E v


where

(2.23) E = E

ρ

and

(2.24) Yi = mi

ρ
.

Proof. From (2.18) we obtain

(2.25) dF c = v dU + U dv,

which together with (2.5) and

(2.26) dv = 1
ρ

(d(ρv)− v dρ)

yields the result.

Proposition 2. Define

(2.27) Pi =
(
∂p

∂mi

)
mj 6=i,ε

i ∈ {1, . . . , N}

and

(2.28) Pε =
(
∂p

∂ε

)
m1,...,mN

so that (2.7) can be written in differential form as

(2.29) dp = Pε dε+
N∑
i=1
Pi dmi.

Then the pressure Jacobian matrix Ap(U) can be writ-
ten as

(2.30) AT
p =



0 0 . . . 0 a1 v
(
a1 − p

ρ

)
0 0 . . . 0 a2 v

(
a2 − p

ρ

)
...

. . . . . .
...

...
...

0 0 . . . 0 aN v
(
aN − p

ρ

)
0 0 . . . 0 −vPε p

ρ − v
2Pε

0 0 . . . 0 Pε vPε


,

where

(2.31) ai = Pi + 1
2v

2Pε ∀i ∈ {1, . . . , N}.

Proof. From (2.6) and (2.26) we can derive the differ-
ential

(2.32) dE = dε− 1
2v

2
N∑
i=1

dmi + v d(ρv),

by which we may rewrite (2.29) as
(2.33)

dp =
N∑
i=1

(
Pi + 1

2v
2Pε
)

dUi − vPε dUN+1 +Pε dUN+2.

The result follows from (2.33) together with

(2.34) d(pv) = p dv + v dp.



2.2.1 Eigenstructure. In this section, we analyti-
cally derive the eigenstructure of the matrix

(2.35) A =


A11 A12 . . . A1,N+2
A21 A22 . . . A2,N+2
...

...
. . .

...
AN+2,1 AN+2,2 . . . AN+2,N+2


given by (2.20), (2.22) and (2.30).

Proposition 3. The velocity v is an eigenvalue of the
matrix A, and the dimension Dv of the corresponding
eigenspace satisfies

(2.36) Dv ≥ N.

Proof. We look for eigenvectors satisfying

(2.37) Aω = vω,

where

(2.38) ω =



ω1
ω2
...
ωN
ωN+1
ωN+2


.

Now observe that the equations

(2.39)
N+2∑
j=1

Aijωj = vωi

reduce to

(2.40) ωN+1 = v

N∑
j=1

ωj

for all i ∈ {1, . . . , N} and

(2.41)
N∑
i=1
Piωi −

1
2vPεωN+1 + PεωN+2 = 0

for i ∈ {N + 1, N + 2}. Hence there are at most 2
independent linear constraints on the elements of ω, and

(2.42) Dv ≥ (N + 2)− 2 = N.

Proposition 4. Assume that P1, . . . ,PN and Pε are
all strictly positive. Then the eigenspace corresponding
to the eigenvalue λ = v is spanned by the basis vectors
ωi, where

(2.43) ωij =



PN if j = i,

−Pi if j = N,

v (PN − Pi) if j = N + 1,
1
2v

2 (PN − Pi) if j = N + 2,
0 otherwise

for i ∈ {1, . . . , N − 1} and

(2.44) ωNj =


Pε if j = 1,
vPε if j = N + 1,
1
2v

2Pε − P1 if j = N + 2,
0 otherwise.

Proof. Observe that when Pε is strictly positive, the
constraints (2.40) and (2.41) are linearly independent,
hence

(2.45) Dv = N.

Furthermore, note that the constraints (2.40)–(2.41)
are satisfied, so (2.43) and (2.44) are in the eigenspace
corresponding to λ = v.

Also, the N − 1 vectors described by (2.43) are
linearly independent since ωjj 6= 0, ωi 6=jj = 0 for all
j ∈ {1, . . . , N}. Finally, (2.44) is linearly independent
of the set (2.43), as all linear combinations of vectors in
the form (2.43) satisfy

(2.46) ∀i ∈ {1, ..., N − 1}
N∑
j=1
Pjωij = 0,

which is not satisfied by (2.44).
In conclusion, the N vectors described by (2.43)–

(2.44) are linearly independent and reside in the N-
dimensional eigenspace corresponding to λ = v. Hence
they form a basis for this space.

Proposition 5. The matrix A has two eigenvalues
given by

(2.47) λ = v ± c̃,

where

(2.48) c̃ =

√√√√ N∑
i=1

YiPi + ε+ p

ρ
Pε.

Proof. We look for eigenvectors satisfying

(2.49) Aω = (v + s)ω,

where s is assumed to be non-zero. Now observe that
the equations

(2.50)
N+2∑
j=1

Aijωj = (v + s)ωi



may be simplified to yield the constraints

(v + s)ωj = YjωN+1 ∀j ∈ {1, . . . , N},(2.51)

(v + s)PεωN+2 =
(
s2 −

N∑
i=1
PiYi + v

(
s+ 1

2v
))

ωN+1,

(2.52)

(
Pε
ε+ p

ρ
− s2 +

N∑
i=1
PiYi

)
ωN+1 = 0.(2.53)

Furthermore, observe that (2.51)–(2.53) allow for non-
trivial solutions if

(2.54) s2 =
N∑
i=1
PiYi + ε+ p

ρ
Pε,

or by (2.48):

(2.55) s = ±c̃.

Proposition 6. The eigenvectors corresponding to the
eigenvalues v ± c̃ can be expressed as

(2.56) ω±j =


Yj if j ≤ N
v ± c̃ if j = N + 1
ε+p
ρ + 1

2v
2 ± vc̃ if j = N + 2.

Proof. The constraints (2.51)–(2.53) can be simplified
by use of (2.55) to

(v ± c̃)ωj = YjωN+1,(2.57)

(v ± c̃)ωN+2 =
(
ε+ p

ρ
+ 1

2v
2 ± vc̃

)
ωN+1,(2.58)

which are satisfied by (2.56).

2.2.2 Primary variables. While the translation of
the primary variables into the vector of conserved
variables U is straightforward, the opposite direction is
not. It involves the resolution of the system consisting of
the definition of the conserved variables (U in equation
(2.19)), two state equations per component (equations
(2.13) and (2.14)) and the fact that the sum of the
volume fractions is equal to one:

(2.59)
N∑
i=1

Ui
ρi

= 1.

First of all, the velocity is trivially found through

(2.60) v = UN+1∑N
i=1 Ui

.

In order for the rest to be solved, it is reduced to a
system of two equations. First, a relation between the

density of the component i = 2, N and that of the
component 1 is:

(2.61) ρi =
γ1−1
γ1

cp,1
γi−1
γi

cp,i
ρ1 −

p∞,1 − p∞,i
γi−1
γi

cp,iT
.

Then we can write

f1 =
(

1−
N∑
i=2

Ui
ρi

)
ρ1 − U1,(2.62)

f2 =
N∑
i=1

Ui

(
ei + 1

2v
2
)
− UN+2.(2.63)

This system can be solved for ρ1 and T using a Newton
algorithm. The remaining variables follow from (2.61)
and the equations of state.

3 Numerical Methods
A rough classification of finite volume methods for
hyperbolic conservation laws separates between central
methods, which are straightforward yet diffusive, and
upwind methods, which are more accurate but can be
algebraically cumbersome. A central-type method, the
MUSTA scheme introduced by Toro [13], was employed
in [9] for our current model.

The purpose of this paper is to adapt the Riemann
solver of Roe [10] to our particular application. Roe’s
solver is a convenient upwind method, as it requires
only the solution of a linear Riemann problem at each
cell interface; see [10] for details.

For a related model, a Roe scheme has already been
proposed by Abgrall [1], and we will closely follow his
approach. The modification presented here allows us to
construct a Roe scheme for arbitrary equations of state,
as described in more detail in Section 3.2.2.

3.1 The Roe Method. Roe’s method relies upon
the construction of a matrix Â satisfying the following
properties:

R1: Â(UL,UR)(UR −UL) = F (UR)− F (UL);

R2: Â(UL,UR) is diagonalizable with real eigenvalues;

R3: Â(UL,UR)→ ∂F
∂U smoothly as UL,UR → U .

We now consider a computational grid with space index
j and time index n, such that

(3.64) xj = x0 + j∆x

and

(3.65) tn = t0 + n∆t.



The Roe scheme can now be written in flux-conservative
form:

(3.66)
Un+1
j −Un

j

∆t +
F j+1/2 − F j−1/2

∆x = Qn
j ,

where the first-order numerical flux F j+1/2 is given by
(3.67)
F j+1/2 = 1

2
(
F (Un

j ) + F (Un
j+1)

)
+
∣∣Â∣∣ (Un

j+1 −Un
j

)
where the “absolute value” of the matrix Â is given by

(3.68)
∣∣Â∣∣ = R̂

∣∣Λ̂∣∣R̂−1
,

with

(3.69)
∣∣Λ̂∣∣ = diag(|λ1|, |λ2|, . . . , |λN+2|),

where λi are the eigenvalues of Â, and R̂ is the matrix
of eigenvectors that diagonalizes Â.

3.1.1 High Resolution. There are several ways of
obtaining high resolution in the numerical solution. By
“high resolution” we here mean second-order accuracy
in smooth portions of the solution, and no spurious
oscillations. In this work, we employ the method
of characteristic flux-limiting described in LeVeque [7,
Chapter 15] because of its accuracy and efficiency.
Herein, the numerical scheme is formulated as

(3.70)

Un+1
j = Un

j −
∆t
∆x

(
A−∆U j+1/2 +A+∆U j−1/2

)
− ∆t

∆x

(
F̃ j+1/2 − F̃ j−1/2

)
,

where the symbol A−∆U j+1/2 denotes the net effect
of all left-going waves at xj+1/2, and A+∆U j−1/2
measures the net effect of all right-going waves at
xj−1/2. The second-order correction F̃ j+1/2 is defined
in the following.

For the Roe solver, we have the interpretation that

(3.71) A±∆U j+1/2 = Â
±
j+1/2(U j+1 −U j).

Herein,

(3.72) Â
±
j+1/2 = R̂j+1/2Λ̂

±
j+1/2R̂

−1
j+1/2,

where R̂j+1/2 is the matrix having the right eigenvectors
r̂j+1/2 of Âj+1/2 as its columns, and Λ̂

+
j+1/2 and Λ̂

−
j+1/2

are the diagonal matrices containing the positive and
negative eigenvalues, respectively, of Âj+1/2. Further,
to satisfy the condition R1, we must have that

(3.73) Âj+1/2(U j+1 −U j) =
N+2∑
p=1

λpj+1/2W
p
j+1/2,

where Wp
j+1/2 is the pth wave arising in the solution

to the Riemann problem at xj+1/2. The approximate
Riemann solution consists ofN+2 waves proportional to
the right eigenvectors r̂j+1/2, propagating with speeds
equal to the eigenvalues, λpj+1/2, of Âj+1/2. The
proportionality coefficients βpj+1/2 can be found by
solving the linear system

(3.74) U j+1 −U j =
N+2∑
p=1

βpj+1/2r̂pj+1/2,

and βpj+1/2 can be interpreted as wave strengths.
The flux vector F̃ j+1/2 is the higher-order correc-

tion. It is given by
(3.75)

F̃ j+1/2 = 1
2

N+2∑
p=1

∣∣λpj+1/2
∣∣(1− ∆t

∆x
∣∣λpj+1/2

∣∣)W̃p
j+1/2,

where W̃p
j+1/2 is a limited version of the wave Wp

j+1/2.
The limited waves W̃p

j+1/2 are found by comparing the
wave Wp

j+1/2 with the upwind wave Wp
J+1/2 [7, see

Section 9.13], where

(3.76) J =
{
j − 1 if λpj+1/2 ≥ 0,
j + 1 if λpj+1/2 < 0.

We write

(3.77) W̃p
j+1/2 = φ(θpj+1/2)Wp

j+1/2,

where φ is a flux-limiter function, and θpj+1/2 is a
measure of the smoothness of the pth characteristic
component of the solution:

(3.78) θpj+1/2 =
Wp
J+1/2 · W

p
j+1/2

Wp
j+1/2 · W

p
j+1/2

,

where · denotes the scalar product in RN+2.
In Section 4, we will employ the minmod limiter,

see [11],

(3.79) φ(θ) = minmod(1, θ),

where

(3.80) minmod(a, b) =


0 if ab ≤ 0,
a if |a| < |b| and ab > 0,
b if |a| ≥ |b| and ab > 0,

the monotonized central-difference (MC) limiter [14],

(3.81) φ(θ) = max(0,min((1 + θ)/2, 2, 2θ)),

and the superbee limiter [11],

(3.82) φ(θ) = max(0,min(1, 2θ),min(2, θ)),

(see also [7, Section 6.11]).



3.2 A Semi-Analytical Roe Matrix. In this sec-
tion, we construct a Roe matrix in the so-called quasi-
Jacobian form [4], following closely the approach of Ab-
grall [1]. We will take advantage of the flux splitting
(2.17), and write the Roe matrix as

(3.83) Â = Âc + Âp.

Proposition 7. The convective Roe matrix given by
(3.84)

Âc =



(1− Ŷ1)v̂ −Ŷ1v̂ . . . −Ŷ1v̂ Ŷ1 0
−Ŷ2v̂ (1− Ŷ2)v̂ . . . −Ŷ2v̂ Ŷ2 0
...

. . . . . .
...

...
...

−ŶN v̂ −ŶN v̂ . . . (1− ŶN )v̂ ŶN 0
−v̂2 −v̂2 . . . −v̂2 2v̂ 0
−Ê v̂ −Ê v̂ . . . −Ê v̂ Ê v̂


where

Ŷi =
√
ρjYi,j +√ρj+1Yi,j+1
√
ρj +√ρj+1

,(3.85)

v̂ =
√
ρjvj +√ρj+1vj+1
√
ρj +√ρj+1

,(3.86)

Ê =
√
ρj Êj +√ρj+1Êj+1
√
ρj +√ρj+1

,(3.87)

satisfies the Roe condition

(3.88) Âc,j+1/2(U j+1 −U j) = F c(U j+1)− F c(U j).

Proof. As described in [1, 3], this result can be derived
using Roe’s approach [10] with the parameter vector:

(3.89) q = √ρ


Y1
...
YN
v

Ê

 .

3.2.1 The Pressure Roe Matrix. We write the
Roe matrix Âp as
(3.90)

Â
T
p =



0 0 . . . 0 â1 v̂

(
â1 −

[̂
p
ρ

])
0 0 . . . 0 â2 v̂

(
â2 −

[̂
p
ρ

])
...

. . . . . .
...

...
...

0 0 . . . 0 âN v̂

(
âN −

[̂
p
ρ

])
0 0 . . . 0 −v̂P̂ε

[̂
p
ρ

]
− v̂2P̂ε

0 0 . . . 0 P̂ε v̂P̂ε


,

where

(3.91) âi = P̂i + 1
2 v̂

2P̂ε ∀i ∈ {1, . . . , N}.

Proposition 8. The pressure Roe matrix given by
(3.90) satisfies the Roe condition

(3.92) Âp,j+1/2(U j+1 −U j) = F p(U j+1)− F p(U j),

provided that v̂ is given by (3.86), and

(3.93)
[̂
p

ρ

]
=
√
ρj+1pj +√ρjpj+1
√
ρj+1ρj +√ρjρj+1

,

and the subcondition

(3.94) P̂ε(εj+1−εj)+
N∑
i=1
P̂i(mi,j+1−mi,j) = pj+1−pj

is satisfied.

Proof. The result may be verified by substituting (2.19)
and (3.90) with (3.86), (3.93) and (3.94) into (3.92).

3.2.2 The Roe-Averaged Pressure Derivative.
We have now reduced the problem to finding a suitable
Roe-type average of the form (3.94) for the pressure
function p(ε,m1, . . . ,mN ). In general, these averages
can be calculated analytically for any given case of an
analytical pressure function p(ε,m1, . . . ,mN ).

However, as the purpose of this paper is to keep the
method as general as possible, we will use an approach
similar in spirit to the suggestion of Glaister [6]. In
particular, our approach here is identical to the one used
in [5] for a different model.

Following [5], we first introduce the symbol ∆(r)
given by

(3.95) ∆(r)p(qL, qR) = p(qR
1 , . . . , q

R
r , q

L
r+1, . . . , q

L
M )

− p(qR
1 , . . . , q

R
r−1, q

L
r , . . . , q

L
M ),

where the (M = N + 1)-vector q is given by

(3.96) q =


m1
...

mN

ε

 .
We then have that
(3.97)

P̂r =
{∆(r)p(qL,qR)

qR
r −qL

r
for qL

r 6= qR
r

∂p
∂qr

(qR
1 , . . . , q

R
r−1, q

L
r , . . . , q

L
M ) otherwise

satisfies the condition (3.94) for all functions
p(m1, . . . ,mN , ε). Furthermore, the Roe condition



Table 1: EOS parameters employed in the present
calculations.

γi p∞,i cp,i
(–) (MPa) (kJ/(kg K))

carbon dioxide (1) 1.03 13.47 3.877
water (2) 2.85 833.02 4.155

methane (3) 1.23 10.94 2.930

Table 2: Initial state in the moving-discontinuity prob-
lem.

Quantity Symbol (unit) Left Right
CO2 vol. frac. α1 (–) 0.8 0.2
Water vol. frac. α2 (–) 0.2 0.8
Velocity v (m/s) 10 10
Pressure p (MPa) 10 10
Temperature T (K) 310 310

R3 is also satisfied; see [5] for details. The condition
R2 is satisfied provided the sound velocity c̃ is real, or
equivalently that s as given by (2.54) satisfies

(3.98) s2 ≥ 0.

Note in particular that this is the case if P̂1, . . . , P̂N
and P̂ε are all strictly positive. This assumption is also
made in Proposition 4.

4 Numerical Simulations
In this section, the Roe scheme is tested with respect
to stability, accuracy and robustness. Further, it
is compared to an independent scheme, namely the
MUSTA scheme described by Munkejord et al. [9].

The equation-of-state parameters have been
adapted to carbon dioxide (component 1), water
(component 2) and methane (component 3) at 10MPa
and 310K, and are shown in Table 1.

4.1 Moving discontinuity. We consider a case
which tests how the numerical method captures a mov-
ing discontinuity. Initially, all variables are uniform,
except for a discontinuity in the volume fraction in the
middle of the tube, see Table 2. Ideally, the numerical
method should advect the volume-fraction discontinuity
without smearing it.

Calculations have been performed with the Roe
scheme and the two-stage two-cell MUSTA scheme using
a CFL number of r = 0.9 on various grids. Figure 1
shows the CO2 volume fraction at t = 1.5 s. Both
numerical schemes behave well, without introducing
spurious oscillations. However, the MUSTA scheme is
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Figure 1: Moving-discontinuity problem. CO2 volume
fraction for the MUSTA and Roe schemes. r = 0.9.

Table 3: Initial state in the shock-tube problem.

Quantity Symbol (unit) Left Right
CO2 vol. frac. α1 (–) 0.9 0.9
Water vol. frac. α2 (–) 0.04 0.04
Methane vol. frac. α3 (–) 0.06 0.06
Velocity v (m/s) 0 0
Pressure p (MPa) 1.5 0.9
Temperature T (K) 310 310

more dissipative than the Roe scheme. In this case, the
MUSTA scheme gives roughly the same solution on an
800-cell grid as that produced with the Roe scheme on
a 100-cell grid.

4.2 Shock Tube. The present test case is a Riemann
problem set up to investigate basic consistency proper-
ties of the Roe scheme. The physical interpretation is a
tube divided by a membrane in the middle. At t = 0,
the membrane ruptures, and the flow starts evolving.
The initial conditions are given in Table 3.

Calculations have been performed on various grids
using a CFL number of r = 0.9. Figures 2–3 display
the physical variables at t = 0.1 s. The reference
solution has been obtained using the two-stage two-
cell MUSTA scheme on a fine grid of 20 000 cells. The
figures show that the solution calculated using the Roe
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Figure 2: Shock-tube problem. Convergence of the Roe scheme, r = 0.9. Volume fractions.

scheme converges towards the reference solution without
oscillations.

4.3 Depressurization Case. This test case is an ex-
ample of a possible industrial application. It simulates
the instantaneous depressurization of a tube at its right
end, followed by a repressurization at the previous pres-
sure. This creates a low-pressure wave propagating to
the left. In this case where only liquids are involved, this
is accompanied by a slight temperature decrease. How-
ever, things change for a system where phase change
is allowed, which finds direct application in industry.
The low-pressure wave would lead to an evaporation,
and thus to a strong cooling. This cooling is of interest
when one wishes to evaluate the mechanical properties
of a metal pipe, for example. As the cooling is sensitive
to the amplitude of the pressure wave, it becomes crit-
ically important to numerically reproduce such waves
correctly.

The case consists of a 1000m long pipe filled with
an initially motionless mixture at 10MPa and 300K.
The mixture is composed of carbon dioxide, water and
methane with initial volume fractions respectively being
0.9, 0.09 and 0.01. The component properties used
are shown in Table 1. At t = 0 s, the pressure is
instantaneously decreased to 1MPa, and set back to
10MPa at t = 2 s. The boundary conditions used are

designed to respect the information propagation. This
model includes five conservation equations, therefore
five independent quantities are advected in waves. Two
of those are mass fractions waves, one is the mixture
entropy wave and two are sound waves. Depending on
their propagation direction, they will either be created
or disappear at the boundary. In this case, where the
velocity is always positive or zero, four of the waves
leave the domain at the right; the last one - the left-
going sound wave - enters it. Consequently, the last
cell at the right of the domain is copied into a ghost
boundary cell. The required pressure is then set in this
boundary cell at constant mass fractions and mixture
entropy.

Figures 4–5 show the result of calculations that
have been performed on a grid of 100 cells, except the
reference solution which uses 1000 cells. The pressure
is recorded at a position of 450m from the right, over
6.5 s.

Several methods have been compared to evaluate
their ability to preserve the amplitude of the low-
pressure wave. Figure 4 shows the results for the
MUSTA method and the Roe method without limiters,
which are both first order. The three curves are
almost superimposed and a significant smoothing of
the pressure wave can be seen. The Roe method
is then made second order by adding flux limiters.
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Figure 3: Shock-tube problem. Convergence of the Roe scheme, r = 0.9. Pressure, velocity and temperature.
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Figure 4: Depressurization case. Pressure as a function
of time at x = 450 m. Comparison of the first-order
Musta and Roe methods. 100 cells, r = 0.9.

In Figure 5(a), the results for three different flux
limiters (minmod, monotonized central-difference (MC)
and superbee) are compared to the version without
limiters (No lim). MC performs quite well, but the best
in this case is superbee. Here, the shape of the pressure
wave is well conserved. Finally, the influence of the CFL
number, r, deserves discussion. It may have a significant
effect on the numerical viscosity. Since only a global
limit can be imposed, the actual local CFL number
can be very different along the computational domain.
Therefore, methods maintaining accuracy for low CFL
numbers are needed. Figure 5(b) shows that the flux
limiters added to the Roe scheme, here superbee, make
it basically insensitive to the CFL number, while the
first-order scheme becomes more diffusive as the CFL
number decreases.

Additionally, a grid refinement test has been per-
formed on the Roe method with superbee limiter (Fig-
ure 6). It shows that already with 100 cells, the shock
resolution is quite sharp.

5 Summary
We have presented a formulation of the approximate
Riemann solver of Roe for a multicomponent flow
model, allowing for a general formulation of the thermo-
dynamic closure relations. We have incorporated high
resolution (second order accuracy for smooth solutions)
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Figure 5: Depressurization case. Pressure as a function
of time at x = 450 m. Roe method, 100 cells.
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Figure 6: Depressurization case. Pressure as a function
of position at t = 4.9 s. Grid refinement for the Roe
method with superbee limiter, r = 0.5.

by means of the wave limiter approach. Our solver is
relatively efficient, as an analytical formulation of its
eigenstructure is available.

By numerical simulations, we have compared our
solver to a more straightforward first-order central
scheme. The results clearly show that numerical dissipa-
tion, which introduces a significant amount of error for
the first-order scheme, may be satisfactorily controlled
with our high-resolution Roe solver.

In particular, we have presented a case representing
the effect of depressurization of a pipe relevant for the
industry. Using a computational grid that would be
representative for industrial simulations, we have seen
that the central scheme underestimates the maximum
amplitude of a pressure pulse by as much as 9.5 percent,
whereas the high-resolution Roe scheme is able to
capture the pulse with a high degree of accuracy.

Hence, we conclude that a proper choice of a
numerical method plays an integral part in industrial
operations analysis and simulation.
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