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ABSTRACT

Many natural or industrial processes are of extreme
complexity, and where the time- and length scales
range from atomistic level to years and kilometers.
Often the processes or phenomena consist of
multiple sub processes in which each comprises its
own length and time scales. An example can be
production of aluminum by the Hall-Heroult
process, where process streams or raw materials,
flow dynamics and segregation in silos, with time
varying quality, the feeding and operational
routines, the reduction cells with numerous sub
processes, and the tapping process, all make up a
complete process. To optimize such type of
production with respect to economic and
environmental parameters we will have to develop
models which can give the overall picture and at the
same time be accurate enough to support the
optimization process. As there are many dynamic
aspects of an industrial production, the ultimate
need will be a model which can compute much
faster than real time and which can be used to
support operation and to develop new processes.

In this paper we discuss how this type of pragmatic
industrial models can be developed. We will
identify and discuss the tools needed for such an
analyses, including the analyses process itself and
the frameworks needed for such analyses. Key
elements in our pragmatic modeling concepts are
human knowledge, including capabilities to
understand complex phenomena and how these can
be modeled simplified but "good enough",
systematic use of existing information, systematic
analyses of what information (model results) is
needed and at with which accuracy and speed the
results must be produced. Another key element is
the selection and collection of experiment data and
the exploitation of data, organized and made
accessible in the optimal manner to support the
predictiveness of the pragmatism based model. The
organization of all types of data is organized by a
"bridge" (modeling middleware) between complex
scientific (aspect/phenomenon oriented) physical
models, simplified models and process data. We
believe that this type of pragmatic industrial models
will enable a step change in both operation,

operator training and process optimization, as well
as design of new processes. Finally, in a case study,
we apply our pragmatic modeling concept to the
aluminum production process and discuss the
implications of our proposed concept.

Keywords: Modeling, framework, pragmatism,
industry, process.

1. INTRODUCTION

Position and Motivation

Many natural or industrial processes are of extreme
complexity, and where the time and length scales
range from atomistic level to years and kilometers.
Often the processes or phenomena consist of
multiple sub processes in which each comprises its
own length and time scales. An example can be
production of aluminum by the Hall-Heroult
process [1] where process streams or raw materials,
flow dynamics and segregation in silos, with time
varying quality, the feeding and operational
routines, the reduction cells with numerous sub
processes, and the tapping process, all make up a
complete process. To optimize such type of
production with respect to economic and
environmental parameters we will have to develop
models which can give the overall picture and at the
same time be accurate enough to support the
optimization process. As there are many dynamic
aspects of an industrial production, the ultimate
need will be a model which can compute much
faster than real time and which can be used both to
support operation and to develop new processes.

It has been stated at a previous CFD conference in
Melbourne that no metallurgical process has
hitherto been designed based on CFD. At the same
time significant CFD work has been done on
metallurgical processes. Keeping in mind the
extreme complexity in a full process we realize that
CFD, applied to optimize a single process step
without seeing this as element in a larger system,
would not be capable of driving technological-
economical step changes. We will therefore have to
investigate ways to model a process; ways which
are simplified, but fast and sufficiently accurate to
serve its purpose. These models should be based on
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physics, which is critical to ensure predictive power.
However, if this type of pragmatic industrial models
can be developed, they will enable a step change in
both operation, operator training and process
optimization, as well as design of new processes.
Over many years SINTEF has been involved into
research projects where the costumer's needs have
been in focus and scientific excellence may conflict
with the need to give the user something which can
be applied immediately. Examples of this type of
work are illustrated by following two applications:

1) To advice mitigation of large HF emissions in
aluminum plants CFD was performed. To to run
a larger parametric study the complex 3D
problems were extremely simplified to smaller
2D problems. In this manner it was possible to
complete the study and the results could give
clear and, as later observed, successful advices.

2) In the second case [2] melt refining of liquid
aluminum was predicted and optimized with a
simulation tool, which was based on a
combination of 1D and 0D transient models, and
where sub-scale information (closures) were
obtained from experimental studies and 3D CFD
simulations. With this approach it was possible
to make sufficiently accurate predictions much
faster than real time, allowing this to become an
operational tool.

In general we have experienced that use of
interpolation inside pre-calculated (by CFD or
similar) tables is a powerful approach, to be used as
part of a model or application. As an example we
have made a complete application, which is based
on interpolation within data obtained from CFD
calculations. However, for design of the
"experimental matrix" we see clear needs for
scientific experiment planning methods, including
high/low analyses and factorial designs, as crucial
tools for generating such tables. These observations
indicated the need for a more systematic and
scientific approach in development of industrial
models, and we need to start out from where the
scientific community currently stands on these
issues.

From scientific to pragmatic

The great efforts of the natural science community
ensured that many phenomena can be understood to a
high level of details. Of course, in many cases the
existing techniques may have to be improved or new
techniques developed, for obtaining the needed
information. However, these detailed and accurate
studies (numerical or experimental) usually require
significant time. In many cases long-time work with
detailed phenomena has resulted in engineering
correlations such as wall friction in pipe flow. Hence,
these correlations can be used to make very fast
calculations of pressure drops and flow capacities. If

we move to the more complex multiphase pipeline
flows, development of accurate correlations becomes
much more demanding. E.g. may gas flow as bubbles
or continuous liquid, while liquid flows as droplets
and continuous liquid. At the same time the droplets
and bubbles are in continuous evolution due to
coalescence, breakup, deposition and entrainment.
Currently, we have direct simulation techniques that
enable simulation of detailed bubbly flows [3]. Such
simulations can be performed on volumes containing
at most a few liters of fluid, and where the
simulations over some seconds of real time may take
several days on a high performance computer cluster.
In an extreme industrial case like the potential
Russian Shtokman pipeline, the volume of the flow
line is around 10™ liters, and the flow time scales are
of the order of weeks (10° sec). Accordingly, it is for
now impossible to simulate the transient flow in such
a pipeline with a multidimensional approach. Our
best hope is to develop simplified 1D model, which
by learning from fundamental simulations, such as in
Lu & Tryggvason [3] and experiments, may be made
accurate enough to be industrially useful. In the past,
this has been done using different pragmatic
approaches, and also with varying success.

From pragmatic to scientific

As discussed above, we will in many situations need a
pragmatic approach to obtain industrially relevant
information. For the industrial user the model result
must be available within a given time span. If not, the
results may have no value. At the same time, the
accuracy of the model should be quantified (probably
a collaborative effort of the industrial user (case
owner) and solution architects (see Figure 1 and
Figure 2 ), such that the user knows the significance of
the prediction result and resulting recommendations.
The industrial model will have to be built on different
building blocks, which will have to be put into system
(orchestrated) by a well-defined framework (our view
on the elements of the pragmatic analysis and its
analytical framework are illustrated in Figure 1).
What emerges from this is a need to put all these
critical elements into a scientifically founded
framework. As has been learned from the past, not
every pragmatic approach has been successful, urging
that we need to put science into the pragmatism itself.

Structure of this work

This work is organized in the following way.
Introductory section of this paper gives our position
and motivation for pragmatism in industrial modeling.
We continue by discussing how to move from
scientific analysis to its industrial counterpart, and
vice versa. Both are important for effective and
pragmatic contribution to the industry activities.

Section 2 takes a process view on pragmatic industrial
analysis, including in addition to the modeling (a
primary focus of our work) experimental activity,
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various theoretical analyses and organizational and
management activities. Before focusing on modeling,
it is important to enlighten its contribution to the total
analytical process, and its interplay with other,
equally important parts of the pragmatic analysis.
This interplay of practical, holistically organized and
orchestrated methods is the property that makes the
pragmatic analysis so important for the industry and
different from other scientific and research
approaches.

Section 3 narrows our analysis on its modeling part.
Our system view on modeling is inspired by software
(SW) engineering. We start by discussing modeling
frameworks (an effective way to organize modeling
functionality and its SW realizations), existing
research body and modeling industry trends. We
continue by summarizing the research and scientific
requirements for a modeling framework, and map
them to SW engineering requirements. We suggest
the necessary evolution of modeling frameworks, for
their more effective industrial use. Thereafter we treat
analysis and modeling as workflows, and give a
simplified example of interacting models that are
orchestrated and give solution/answer on an industry-
relevant problem. This introduces the section 4,
which illustrates the modeling workflow on the
example of industrial Al electrolysis.

Section 4 follows the analysis workflow logic
suggested above on the example of industrial Al
electrolysis (the Hall-Héroult process [1]). In this
practical case the questions to be answered are:

e How does the heat loss from the process vary
with the anode-cathode distance for the case
when interfacial waves are neglected?

o What is the thickness of the frozen bath crust
(side-ledge) as function of the anode-cathode
distance?

Section 5 discusses our experiences with this
theoretical and practical exercise and suggests future
steps and improvements. We try to motivate the
reader for future systematic treatment of the field
"pragmatic  industrial modeling”, because the
standardization and consolidation in industry and
research, as well as SW technology, might lead to
much more effective use and reuse of modeling,
analyses and results.

For the reader's convenience we offer a list of terms
and definitions at the end of the paper, because this
multi-disciplinary paper uses many terms coming
from SW engineering, system sciences and other
research disciplines. We have tried to take over as
much standard definitions as possible (from common
Web definition sources [4-9]), and just slightly adjust
them for our use. In such a way we want to contribute
to the spirit of standardization of the research praxis,
which this paper strongly advocates.

2. PROCESS VIEW ON PRAGMATIC
INDUSTRIAL ANALYSIS

Pragmatic industrial analyses should be carefully
organized, planned and executed. They require a
structure not just in models, simulations, experiments,
information and data, but also in analytical processes,
concluding by well-structured communication of the
results and the analytical context in which the results
are valid. We see these important elements as parts of
the analytical framework (FW), illustrated in Figure
1. Let us shortly discuss some of the important
phases, and the results they produce:

1. Problem and Context Identification - this
analytical phase requires discussions between the
actors and stakeholders involved in industrial
analysis. It includes clarifications of the use case,
specification of the industrial/analytical context,
agreement on needed accuracy of the solution,
specification of necessary input and output
information (its data formats etc.), as well as
required interaction with other information
systems and processes. Explicit simulations and
experiments are agreed to answer given, posed
questions. There are many available SW
Engineering tools, standards and methodologies
that can help structuring these important
specifications (e.g. requirement analysis, use case
specifications, pilot and demo exercises etc.).
These analyses we group in step I in Figure 1.

2. Analytical Strategy and Plan — Many industrial
cases are complex and resource/time demanding.
They require a good analytical strategy and
planning. (This may even be in contrast with the
systems that will use their results (e.g. Decision
Support Systems), because they might require
information, which will be provided in real-time
or nearly real-time conditions.). Thus, in some
cases, it will not be possible to give the answer
with sufficient speed and accuracy. In such cases
we need to carefully plan the experimental work
or numerical experiments. Correct analytical
strategy and  planning  (e.g. including
metamodeling techniques) is critical for obtaining
the results, which can be properly analyzed and
qualified (illustrated as step 2 in Figure 1).
Several statistical methods, such as Analysis of
variance (ANOVA), are available to analyze how
combinations of input parameters may impact the
results. Example tools that support executing such
analyses are DAKOTA [10] and Mode Frontier
[11].

3. Architecture of the Analytical Framework - The
agreed analytical questions will often need models
at many different levels to give acceptable
answers. As the complexity of a model increases
the organization of the model will need some
framework for systemizing and orchestrating it's
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sub models. Such an analytical framework must
be well structured, applying an organized set of
models, simulations, experiments and related
information/data structures (step 3 in Figure 1).
An example of such a framework is the volume-
averaging technique [12,13]. The volume-
averaging technique allows the derivation of
continuum based conservation equations, based on
a continuum model for the underlying materials
and fluids. The approach allows multiple layers of
averaging, which allows treatment of very
complex systems. Such a procedure is also known
as multi-scale or multi-level modeling [14].

(Orchestration of  Analyses,
Simulations and Experiments) — by completing
the first 3 steps illustrated in Figure 1, we have
prepared the necessary set of models, simulations,
experiments and other analytical procedures, and
can proceed with the step 4, - orchestrating them
as a holistic analysis. Such an orchestration might
include various modeling and analytical
techniques, varying in  complexity and
heterogeneity. E.g. meta-modeling becomes
increasingly important as the complexity of
models increases. In the case of multilevel
modeling the volume averaging techniques are
critical in analyzing, constructing and developing
part of the model framework. The volume
averaging technique, when applied to a class of
problems, will allow reuse of models, rules and
constraints. When analysis of the problem tells
that the time needed to answer a request from a
higher level in the model hierarchy is too long, we
have to resort to pre-calculation or experiments.
This is fully possible if we have developed a solid
procedure for this.

. Evaluation of the Solution - When we are doing
experiments or simulations to answer posed
questions, it is critical to understand the
consequence of modeling results. It is tempting to
make one prediction and give a fast feedback.
However, we need to have a systematic approach
to assessing the results (step 5 in Figure 1 —
solution analysis). From experience, it is well
known that simulation models have many
weaknesses, as well as the human limited
knowledge. This imperfection is illustrated by
giving 10 different, but qualified people, an
industrial problem and asking for the solution
based on a given CFD code (common to them all).
This will in most cases give 10 different answers,
where probably one answer will be close to the
truth! Such challenges illustrate that our
systematic approach must try to reduce the
uncertainty in predictions and for now primarily
by quantifying it. Then we have obvious reasons
to apply ANOVA methods on both numerical and
experimental data, as well as their combinations.

Hence, it will be possible to quantify the accuracy
of a given answer to a given question. The
knowledge extraction process will often require
handling of large data sets or streams. In these
cases the productivity will be increased by using
script based analyses tools such as MatLab [15] or
Octave [16].

6. Conclusion and Communication — it is very
important to conclude pragmatic analysis by a
communication of the analytical results (step 6 in
Figure 1). Usefulness of produced and published
modeling and analytical results is often limited,
because it is not well related to the analytical
context. It is important to relate the analysis to its
context, containing among others: (a) important
analytical parameters, (b) information about
modeling scale, (c) accuracy of the proposed
solution, (d) estimates of representability, (e)
predictive power, (f) computing and experimental
resource consumption, etc.

Information about analytical context is needed not
just  for the evaluation of  existing
models/analyses/experiments, but also for their
future use and reuse. One could even require that
such information gets standardized, and in such a
way facilitate efficient and standard interworking
(and possibility to combine existing and new
analyses in solution of industrial problems).

If we succeed in standardizing, we might even
manage to "decouple” the analyses from their context
and reuse them in new applicable analytical situations
(context). One of the reasons why models are not
used widely might be that they suffer from lack of
analytical transparency.

In the engineering literature there are no clear
strategies for how a complex model should be
designed, assembled and qualified. Most typical is to
build the model based on some specification, or let
the model develop organically. However, industrial
models very often have clear specification of the
needed time response, accuracy, formats for
information flow, as well as the rules and the
framework for building the entire model system
(frequently specified by requirements and/or use
cases). To give one example:

The accurate prediction of liquid holdup and pressure
drop in multiphase pipelines is of significant
industrial value. A 3D model takes typically two
orders longer time than a 2D/Q3D model, which takes
typically two orders longer time than a 1D flow
model. These models are extremely time-consuming
compared to a multiphase point model (steady state)
which typically gives results in 1 ms or faster. Still
such a superfast model has around 15 input
parameters (properties, geometry, and velocities). If
we want to cover a full matrix with 10 values for each
input parameter, simulation of the matrix once will
need more than 18 years of CPU time. This illustrates
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that we need a scientific approach to all phases of
pragmatic industrial modelling, and standardization
and systematization of its phases.

3. SYSTEM VIEW ON INDUSTRIAL
ANALYSIS - MODELING FRAMEWORKS

This section focuses on the modeling part of
pragmatic industrial analysis (phase 3 and 4 in Figure
1). Our system view on modeling is inspired by SW
engineering. We start by discussing requirements for
modeling  frameworks, comment on existing
engineering efforts, research and industry trends. We
suggest standardization and development actions for
modeling frameworks, which will enhance their
effective scientific and industry use. We also analyze
the modeling with help of scenario and workflow
techniques and give a simplified example that will be
used in the practical example in section 4.

3.1 Existing research and engineering work

Based on observations from industrially related
development work over many years (some referenced
below), we see that there is a need for a well-
structured, scientifically founded, and highly
standardized framework for developing industrial
models. Such a framework should be well defined in
several perspectives: e.g. domain knowledge (e.g.
physics,  chemistry, structural  mechanics...),
mathematical/numerical aspects, and SW engineering
perspective.

In this section we discuss the SW engineering
perspective, which focus on the modeling frameworks
(often called modeling platforms), their modeling
elements/modules, and their architecture, topology
and implementation technology.

The main purpose of so-called "pragmatic modeling"”
is to adjust the research models to the realism/world
of industrial processes, their scope, perspective and
challenges. So-called industrial models have
requirements as: (a) industrial scope and perspective,
(b) usefulness, (c) required accuracy and predictive-
ness, (d) simplicity of use, (e) response time and
speed, (f) compatibility with other (industrial)
models, etc.

To meet the above-mentioned requirements, the
number of the "practical™ system and SW engineering
requirements have to be realized, e.g.:

- Interactivity with  well-established industrial

standards,

Modularity,

Clear interfaces / APl with other models and

modeling tool-boxes,

Compliancy with industrial and SW engineering

standards,

- Well-defined  "insertion  procedures”  and
interaction rules in calculations (meshing
interactions, initial and boundary condition
inclusion, libraries of user-defined functions,
procedures for solver algorithms changes etc.),

- Inter-model interworking and interoperability,

- Well-structured and standardized raw data and
metadata,

- Documentation.

There is currently extensive work on modeling
technology, showing variety of approaches, modelling
architectures,  modeling  strategies,  modeling
technologies, e.g. expert systems based on qualitative
reasoning engines and elements of Al [17], hybrid
multi-zonal CFD models [18], coupling modeling and
decision tools [19], model-centric support for
manufacturing operations [20], and optimizations by
reduced CFD models [21].
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Figure 1. Some of the important phases, processes and results in a typical pragmatic analysis (terms and definitions are given in section 7).
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Various model types are being combined in solutions
of industrial problems, e.g.: [20,22-25]. CFD models
are used for different purposes. Ref. [24] discusses
embedded quantitative models in Decision Support
Systems. Authors emphasize that the nature of
interconnected models can vary from algebraic,
decision analytic, financial, simulation, optimization
and many other types. Ref. [24] stresses the need for
standardization of data structures (XML), protocols
and other involved ICT technologies. Lang et al. [20]
discusses the need for standardization of industrial
models, with example of computer-aided process
engineering (CAPE). Authors emphasize two
particular advances the industry can benefit from: (1)
general-purpose custom-modeling platforms and (2)
standardization of interface specification for
component-based process simulations.

Rolandi & Romagnoli [20], as well as Urban et al.
[25] stress the lack of development of both high-level
frameworks and low-level mechanisms to assist the
formulation of "models” of process engineering
problems for support of process operations.

Rolandi & Romagnoli [20] divides the framework
models in several categories: (a) first-principles
process models, (b) high-fidelity process models, (c)
plant-wide process models, (d) large-scale process
models. They also discusses different modeling
framework components, used in various phases of the
modeling/analytical process: the data pre-processing
environment, the estimation / reconciliation
environment, the consistent data etc. They give a
schema for typical modeling activities included in a
typical framework for integrated model-centric
support of process operations.

Lang et al. [21] describes a use of reduced order CFD
models in optimization of IGCC processes. The
procedure for development of reduced order models
(ROM) is explained in [21,26]. They "wrap" the
ROM to fit the modular framework of the simulator.
Lang et al. [21] expects that the future work will
continue the improvement of methods to develop
accurate and efficient ROMs from CFD models,
along with their integration and validation within
process optimization environments.

This implementation will also be extended to the
CAPE-OPEN software standard [28] and to
integration within the APECS system.

Several industrial initiatives [29] and open standards /
approaches, such as in [28], are getting momentum;
however, at the current time, generic, standardized
frameworks for scientific computing are not wide-
spread. Several software vendors are instead
progressing towards product-centric multiphysics
frameworks, such as ANSYS workbench [30] and
COMSOL Multiphysics [31]. However, a two way
connectivity of such software platforms, such as
recently realized between MATLAB [15] and
MAPLE [32], has still not been fully realized.

Industry makes efforts towards proprietary
customizable workbench solutions, which enable
connecting external tools to their solutions.
Workbench solutions include a combination of
standard scripting languages, e.g. Python [30], data
standards and interfaces, standardized modeling
techniques, with well-defined protocols [30,33]. Such
tools combine technologies as: bidirectional CAD
connectivity, powerful highly-automated meshing,
project-level  update  mechanisms,  pervasive
parameter management and various integrated
optimization tools. Examples of these customizable
modelling technologies include references
[10,11,28,34-36].

Several strategies (both centralized and decentralized
modeling approaches) to "bridging™ scientific and
industrial models are used in praxis:

- Direct inclusion of new scientific models (or
their approximations / simplifications) into
industrial models — enrichment of industrial
models, (e.g. via libraries of user-defined
functions, modification in calculation procedures /
algorithms, new modeling modules, new solvers
etc.)

Building completely new industrial models —
from scratch, based on the newest achievements of
scientific models and equation solver strategies.
Orchestration of various model types (e.g. script-
based orchestration of models with well-arranged
information exchange between models). A
combination of extra-model orchestration
(middleware-based) and intra-model interventions
(by changing user-defined functions (UDFs),
boundary  conditions etc.), exchange of
input/output files etc.

We expect that the future evolution of modeling
frameworks for pragmatic modeling will (with respect
to the topology) head in two directions:

(1) Centralized architectures (main modeling tool
controls  the  modeling/simulation  process,
including underlying tools and modeling
elements) and

(2) Decentralized architectures (middleware for
model orchestration: script-based or middleware-
based orchestration of various models and
modeling tools).

We would like to motivate further development and
standardization of the SW engineering related to
modeling frameworks, e.g.:

- Standardization of the modelling middleware
including standardization of:

o Application Programming Interfaces (APIs) and
protocols, and their module-like
implementations,

o Scripts for orchestration of models, and related
workflow like data exchange,

o Monitoring, logging and control routines and
mechanisms.
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- Standardization of data exchange formats
(e.g. XML-based)...
- Standardization of modelling metadata:

o Specifying the analytical context in which
industrial problem will be solved.

o Specifying the accuracy, sensitivity and quality
of models and simulations (this can be
organized as a part of the analytical context).

o Ensuring the description of the data entities,
models, their modules and processes.

3.2 Modeling workflow — a scenario
perspective

Pragmatic modeling is often a part of a complex
analytical and/or design process (Figure 1). It is a
team work, as illustrated by Figure 2, driven by
analytical ~ workflows  (often  structured by
usage/analytical scenarios (Figure 2- Figure 4)). It
employs a modeling framework / architecture and a
set of modeling technologies. The system architects
specify a set of data/information exchange standards,
protocols and interfaces (to mention just a few SW
design artefacts), a number of design tools (e.g.
[10,11]) and modeling tools ([37,15]). Designers and
analytics verify often the results by various model
analyses and fine-tuning techniques (e.g. sensitivity
analyses — evaluated against physical elements).
Figure 2 gives a high-level over-simplified illustration
of an abstract analysis/design process, which will
include modeling support in its decision-making. It
illustrates pragmatic modeling roles and scenarios,
modelled in unified modeling language [38].

Figure 3 shows the main analysis process as a
Sequence Diagram [38]. Main Analysis triggers the
Analysis 1, the algorithm of which relies upon the
Analyses 2 and 3. The interaction of various analyses
and their respective models is shown as sequence
diagram interactions. One interaction can involve
several data/information exchange processes and
respective algorithms.

Figure 4 details the interaction between the Analysis
1 and the Analysis 2 (illustrated in Figure 3). In this
figure we see the details of the algorithm of the
Analysis 2 and the data/information exchanged
among its model elements.

These high level diagrams (Figure 2- Figure 4)
illustrate the SW engineering view on modeling. We
will illustrate it by concrete examples offered in
Section 4. We use SW-focused view to discuss the
requirements and SW Engineering issues related to
model interaction, data/information exchange,
interfacing, standardization and other important
elements for design of pragmatic models.

4. PRACTICAL EXAMPLE

4.1 Analysis 1 — Aluminum electrolysis

Primary aluminum is manufactured exclusively by the
Hall-Héroult process [1]. The process is based on
electrolytic decomposition of alumina dissolved in a
fluoride mixture serving as electrolyte at 960 °C,
using consumable carbon anodes and horizontal
anode configuration. A cross-sectional view through a
typical electrolysis cell is shown in Figure 5).

Owing to the high temperature, highly corrosive and
opaque environment, the interior of the cell has
limited access for inspection and measurement, and
the processes taking place are strongly coupled. It is,
therefore, necessary to apply models for predicting
how the entire system will react on changes in
construction or operation. For instance, to optimize
the energy consumption in the cell, such changes
could be related to the anode topology,

In the Hall-Héroult process, several questions may be
asked, which need to be answered by models and
modeling frameworks. In the present example the
main question to be answered is:

o How does the heat loss from the process vary with
the anode-cathode distance for the case when
interfacial waves are neglected?

e Additional response requested: What is the
thickness of the frozen bath crust (side-ledge) as
function of the anode-cathode distance.

e Answering such questions requires some
mathematical model, as direct empiric is
insufficient for such an extremely complex
process. As a result of the complexity and
requirements to get fast and at least qualitatively
correct answers, a large number of partial process
models have been developed in Microsoft Excel
[39]. Such models are for instance used for
predicting the current efficiency, the cell voltage,
the energy balances taking into account the
enthalpies for the main chemical and
electrochemical reactions as well as the
distribution of the heat losses, and finally the
temperature, pressure, and gas composition inside
the cell superstructure and the flue gas scrubbing
system. All partial models are based on first
principles wherever possible and include fitted
experimental and numerical data.

o Considering our posed question above on the
overall heat loss, we simplify the heat loss from
the central part of the cell bottom by regarding
this as a 1D problem, and calculating the heat loss
by standard engineering formulas for a layered
structure. The heat loss from the sides and ends
are calculated by subdivision of these regions into
a number of 2D elements connected by thermal



On Pragmatism in Industrial Modeling

resistances depending on the cell geometry and
the thermal conductivities of the materials used.
The heat loss through the different parts of the top
of the cell (crust, anode, anode stubs) is computed

voltage is based on similar approaches, ranging
from standard engineering formulas (ohmic
resistances) via thermodynamic and
electrochemical data (reversible cell voltage) to

by analytical expressions derived from numerical fitted laboratory and  numerical data
calculations and real measurements. The cell (overvoltages).
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_
Industry Case Ow

accepts solution.

5. Industrial Case Solved

defines
1. Industrial Case
Definition
suggests solution
Multidisciplinary Team
defines
suggests 2. Solution Procedure

Solution Architect

/

Analyst 3

orchestrated by 4.3 Analysis 3

3. Main Analysis
4.1 Analysis 1

4.2 Analysis 2

T~

Analyst 2

Analyst 1

Figure 2. Use case diagram (modelled in Unified Modeling Language [38]) illustrating a simplified collaboration among
actors (with their roles and responsibilities) in a pragmatic industrial modeling process.
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Figure 5. a) Schematic cross-section through an aluminum electrolysis cell, ) Predicted energy consumption and side ledge
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Figure 6. Schematic of multiscale approach a), and principal coupling diagram b), indicating the coupling between different
phenomena in an electrolysis cell; chemical reactions (CH), electromagnetism (EM), boundary conditions (BC),

thermodynamics (TD) and hydrodynamics (HD).

Some of the partial models can be used as stand-
alone models, but they are all included in a total
electrolysis cell modelling framework, allowing for
coupled calculations and thus a holistic
understanding of the overall heat balance of the cell.
The main numerical task in the framework is related
to adjusting the anode-cathode distance of each
individual anode until the cell voltage and the total
current equal the pre-determined values, and the
thickness of the side-ledge is varied until the total
heat loss exactly balances the difference between the
total energy input and the change in enthalpy in the
process. Unfortunately, there is no way of measuring
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the anode-cathode distance accurately, and this
parameter must be calculated from the bath voltage.
The bath voltage is the difference between the total
cell voltage and the remaining voltage terms, which
can be either measured or modelled. The
electrochemical overvoltages and the extra voltage
drop due to the shielding effect of the gas bubbles
("bubble overvoltage"), which both are significant,
are however difficult to measure. Presently, the
calculation of the "bubble overvoltage" is based on a
water model. Today, it is within reach to use CFD
modelling to obtain better data on the extra
resistance due to bubble shielding resulting from
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different complicated anode geometries , and being a
function of the gas evolution rate and flow
conditions. As response to the questions posed
above, a typical answer (prediction) from the model
is seen in Figure 5h).

If the required correlations for bubble overvoltage
are not available for the current configuration, for
instance due to a novel anode design, the current
analysis will ask for specific input (for instance a
correlation between bubble overvoltage, anode
topology and current density) from an analysis
performed by a separate model framework. The
calculation of such a correlation is exemplified in the
following section.

4.2 Analysis 2 — Gas Evolution in Al
Electrolysis

A simulation framework allowing for the description
of bubble evolution on a single anode has recently
been developed [40], based on a multiscale coupled
population balance / Volume of Fluid approach, as
sketched in Figure 6 a): On a (micro) species level,
gas is produced electrochemically by the presence of
an electrical current. Following saturation, mesoscale
bubbles are formed, treated by population balance
modeling. As small bubbles evolve due to
coalescence and mass transfer, macro-scale bubbles
are formed, treated by the Volume of Fluid method.
Owing to low electrical conductivity, the presence of
bubbles alters the current density, consequently
altering the distribution of gas on the microlevel, and
thus also future nucleation events. Evidently, such a
framework involves coupled phenomena spanning
several disciplines, as indicated in Figure 6 b).

The simulation framework is fully orchestrated
within the user-defined-function (UDF) functionality
available in ANSYS FLUENT [37], allowing a user
to add and couple additional models to the solver,
based on specific macros supplied by the solver. The
execution order of the conservation equations (i.e.
mass, momentum, turbulence and scalar fields) is
fixed by the solver, while the additional required
UDFs can be executed either following each iteration
or each time step. Currently, resulting source terms,
for instance Lorentz forces, are calculated based on
converged values of the fields at the previous time
step, i.e. a time-splitting scheme is adopted. As the
UDFs can be used to specify only specific terms
used (although choices are vast) and that the overall
execution order is dictated by the solver, this is an
example of a product specific orchestration.

Considering the calculation of bubble induced
voltage drop, several values must be given initially,
for instance the nominal current density, system
temperature, fluid properties and sought anode
position in the cell, all of which can be supplied from
the main analysis described above. Moreover, the
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anode shape and surface structure (i.e. porosity
distribution) are required for realistic simulations.
These properties can be obtained by other modelling
approaches or material databases. The conditions
supplied from other models and databases serve as
initial and boundary conditions for the bubble flow
simulation, as sketched in Figure 6 for a general
analysis.

Following meshing, on a coarse or fine level,
depending upon sought accuracy and time
constraints set by Analysis 1, and initialization, the
bubble simulation loop is initiated and run following
a specific order, based on source terms and material
properties obtained at the previous time step:

1) Flow, mass and turbulence equations are
solved.

2) Electrical potential is solved, and current
densities are determined.

3) Additional scalar fields are solved, representing
chemical species and bubble number densities
(population balance model)

4) New source terms are calculated based on
converged fields, initiating the next time step.

After reaching a statistically steady state, the bubble
induced voltage component is monitored and
averaged for a given amount of time, finally yielding
the output sought by Analysis 1, which in this
specific example is a correlation between bubble
overvoltage, anode topology, current density and
electrolyte composition. This correlation can now be
returned to the model in Chapter 4.1, yielding the
required output, using the requested data format.

Our experiences with this practical modeling
exercise (where we have tried to follow the modeling
and analytical framework mindset (section 3)) show
that significant energy has been used to establish a
common view on the problem, understanding of the
analytical context, the common knowledge base and
the common problem dictionary. When those
obstacles have been removed, the orchestration of
various analyses towards the final solution was
reduced to a manageable problem.

With respect to SW engineering technology, our
modeling FW was based on a combination of "in-
house" developed models (MsExcel [39] — based
macro development (Analysis 1), with a customized
workbench solution — based on ANSYS FLUENT
product portfolio [37, 30]. We preferred to work as
close as possible to industry standards, and the
closest available approach was the customization of
the widely-accepted SW products.

With respect to standardized processes for
pragmatic industrial analyzes we have not found
available and wide-spread methodologies. Therefore
we have proposed the approach illustrated in Figure
1 and described in sections 2 and 3.
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5. DISCUSSION AND CONCLUSION

In many situations a pragmatic analytical and
modeling approach is needed to obtain industrially
relevant information. For the industrial user the
model result should be available within a given time
span. If not, the results may have no value. At the
same time, the accuracy of the model should be
quantified, such that the user knows the significance
of the prediction result and  resulting
recommendations. The industrial model will have to
be built on different building blocks, which will have
to be put into system (orchestrated) by a well-
defined analytical and modeling framework.

Our view on the elements of the pragmatic analysis
and its analytical framework is illustrated in Figure
1. What emerges from this is a need to put all these
critical elements into a scientifically founded
framework. As has been learned from the past, not
every pragmatic approach has been successful,
urging that we need to put science into the
pragmatism itself.

We believe that almost all the six phases in a typical
industrial (pragmatic) analytical process illustrated in
Figure 1 can be to some extent standardized, e.g.: (1)
problem and context identification, (3) architecture
of the analytical framework, (5) standard ways and
criteria to evaluate the solution, and (6) standards for
communicating the results and analytical context (for
which they are wvalid, and usable). We can
standardize the structure of the processes, the tools
that are used, the quality assurance methods, as well
as establish standards for how the results and
analytical context are presented and described.

We would like to motivate the establishment of a
scientific discipline that will focus on pragmatic
industrial analyses and modeling frameworks. The
effort of transforming the scientific results to
industrial praxis is not just a methodological
approach, but also a strategic activity. We hope that
this paper and our technical opinion will contribute
to establishing such a knowledge body.
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7. TERMS AND DEFINITIONS
Table 1. List of terms and definitions.

(To offer as standard approach as possible (with respect to industry, SW engineering and usual modeling and simulation praxis), all the definitions in the paper are taken over from the common
Web definition sources [4-9] and sometimes slightly adjusted for the use in this paper.)

Definition
(Definitions are taken over from the following Web definition sources - references [4-9], and sometimes slightly adjusted for the use in this paper.)

Term

Analytical
Process

¢ A method of studying the nature of something or of determining its essential features and their relations [4].
¢ In this work — a chosen method for studying an industrial problem, containing a number of well-defined steps, and results, with clear roles and

responsibilities for participating actors (see also FIGURE 2).

Framework
(FW)

A skeletal structure designed to support or enclose something [4]. A frame or structure composed of parts fitted together [5], the manner of
construction of something and the arrangement of its parts [5]. The underlying structure; "providing a factual framework for future research™ [5].

In general, a framework is a real or conceptual structure intended to serve as a support or guide for the building of something that expands the structure
into something useful [6].

In computer systems, (definition used in [6]) a framework is often a layered structure indicating what kind of programs can or should be built and how
they would interrelate. Some computer system frameworks also include actual programs, specify programming interfaces, or offer programming tools
for using the frameworks. A framework may be for a set of functions within a system and how they interrelate; the layers of an operating system; the
layers of an application subsystem; how communication should be standardized at some level of a network; and so forth. A framework is generally
more comprehensive than a protocol and more prescriptive than a structure [6].

In this work — we will mostly use the definition taken from computer system sciences [6].

Analytical FW

In this work — a conceptual structure of various analytical methods (experiments, modeling, simulations, theoretical analyses), incorporated and
orchestrated in an analytical process.

Modeling FW

In this work — we take over the definition taken from computer system sciences [6], and use it in modeling, simulations and related SW engineering
activities.

Orchestration

Orchestration describes the automated arrangement, coordination, and management of complex computer systems, middleware, and services [7].
In this work we discuss orchestration of modeling, simulation and analytical processes in general.

Unifieq The Unified Modeling Language (UML) is a general-purpose modeling language in the field of software engineering. The basic level provides a set of

Modeling graphic notation techniques to create visual models of object-oriented software-intensive systems. Higher levels cover process-oriented views of a

Language system [7,38].

(UML)

Use Case In software and systems engineering, a use case is a list of steps, typically defining interactions between a role (known in UML as an "actor") and a
system, to achieve a goal. The actor can be a human or an external system. In systems engineering, use cases are used at a higher level than within
software engineering, often representing missions or stakeholder goals [7,38].

Scenario A predicted or postulated sequence of possible events [5], an outline of the plot of dramatic work, giving particulars of the scenes, characters etc. [5].

15




J. Zoric, S. T. Johansen, K. Tratli-Etienne Einarsrud, A. Solheim

(We can talk of modeling scenarios, simulation scenarios, usage scenarios, analytical scenarios etc.)

Workflow

The set of relationships between all the activities in a project, from start to finish. Activities are related by different types of trigger relation. Activities
may be triggered by external events or by other activities [4].

Sequence
Diagram

A sequence diagram is an interaction diagram that shows how processes operate with one another and in what order. A sequence diagram shows object
interactions arranged in time sequence. It depicts the objects and classes involved in the scenario and the sequence of messages exchanged between the
objects needed to carry out the functionality of the scenario. Sequence diagrams are typically associated with use case realizations in the Logical View
of the system under development [7,38].

Interface

In computer science, an interface is the point of interaction with software, or computer hardware. Some computer interfaces can send and receive data,
while others can only send data [7]. The types of access that interfaces provide between software components can include: constants, data types, types
of procedures, exception specifications and method signatures [7]. The interface of a software module is deliberately kept separate from the
implementation of that module. The latter contains the actual code of the procedures and methods described in the interface, as well as other "private"
variables, procedures, etc. [7].

Application
Programing
Interface
(API)

In computer programming, an application programming interface (API) specifies how some software components should interact with each other [7].
An API specification can take many forms, including an International Standard such as POSIX, vendor documentation such as the Microsoft Windows
API, the libraries of a programming language, e.g., Standard Template Library in C++ or Java API. Web APIs are also a vital component of today's
web fabric. An API differs from an application binary interface (ABI) in that an API is source code based while an ABI is a binary interface [7].

Middleware

In the computer industry, middleware is a general term for any programming that serves to "glue together" or mediate between two separate and often
already existing programs. A common application of middleware is to allow programs written for access to a particular database to access other
databases. Typically, middleware programs provide messaging services so that different applications can communicate. The systematic tying together
of disparate applications, often through the use of middleware, is known as enterprise application integration (EAI) [8].

Raw data

Raw data (also known as primary data) is a term for data collected from a source. Raw data has not been subjected to processing or any other
manipulation, and are also referred to as primary data. Raw data is a relative term (see data). Raw data can be input to a computer program or used in
manual procedures such as analyzing statistics from a survey. The term can refer to the binary data on electronic storage devices such as hard disk
drives (also referred to as low-level data) [7].

Metadata

Metadata is "data about data". Structural metadata is about the design and specification of data structures and is more properly called "data about the
containers of data"; descriptive metadata, on the other hand, is about individual instances of application data, the data content [7]. As information has
become increasingly digital, metadata are also used to describe digital data using metadata standards specific to a particular discipline. By describing
the contents and context of data files, the quality of the original data/files is greatly increased [7].

Context

Background, environment, framework, setting, or situation surrounding an event or occurrence [9].

In computer science, a task context (process, thread ...) is the minimal set of data used by this task that must be saved to allow a task interruption at a
given date, and a continuation of this task at the point it has been interrupted and at an arbitrary future date [7].

Analytical
Context

In this work the analytical context is a minimal set of data and metadata, needed to describe, define the analytical procedure (and if necessary
reproduce it).
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ABSTRACT

The industrial process for producing primary aluminium
metal is the reduction of powdered alumina in a Hall-
Héroult reduction cell. These cells operate at
temperatures above 940 °C with a highly corrosive
electrolyte making physical measurement of the process
difficult or nearly impossible. Computational models of
the electro-magnetic fields and heat transfer are widely
used in industry to design cells. Only recently (Feng et
al., 2010b, Witt et al., 2012) have detailed
computational models of the molten liquid-gas bath
become available. Alumina distribution within the cells
is important for cell efficiency and preventing anode
effects. Using the bath flow information and an
assumption of uniform reduction, a single scalar
transport equation has been used to track the time
variation of alumina within cells (Feng et al., 2011).

In this work the previous single species model is
extended to include six chemical species and four
chemical reactions. The reaction pathway developed for
the model is that solid alumina particles are fed to the
bath surface, where they mix and submerge into the
liquid bath, and then undergo dissolution from solid
particles to the liquid species Na,Al,O,F,. Within the
bath Na,Al,O,F, converts to Na,Al,OFg, which is
involved in an oxidation reaction with carbon to
produce carbon dioxide and AlF; at the anode surface.
At the metal pad a cathodic reaction occurs with AlF;
converting to aluminium metal. Species solubility rates
are based on the work of Solheim et al. (1995).

A CFD model of a single anode in a bubbly cryolite
bath was built based on a corner anode from an
industrial cell. Steady state bath flows were calculated
and used to transport the six chemical species in the new
bath chemistry model. Results were obtained for 20,000
seconds of real time for species distributions in the
anode to cathode distance (ACD), change in mass of
species in the bath with time, rates for the four reactions
at locations in the bath and change in the species mass

fraction with time at various locations during a feeding
cycle.

Keywords:  CFD, Process metallurgy, Alumina
reduction chemistry, Hall-Héroult aluminium cell,
Multiphase chemistry.

NOMENCLATURE

Symbols

Anoae Anode surface area, [m?].

Acatnoge  Cathode surface area, [m?].

F  Faradays constant = 96 485 [A s mol™]
Janoae Current density at anode, [A m™].
Jcathoae CuUrrent density at cathode, [A m™].
k, Reaction rate equation (1), [mol s™].

k, Reaction rate equation (2), [mol s™].

k; Reaction rate equation (3), [mol s™].

k, Reaction rate equation (4), [mol s™].

r  Cryolite ratio (molar ratio of NaF and AlF;)
x; Molar fraction of Na,Al,OF¢

x, Molar fraction of Na,Al,0,F,

Y; Mass fraction for species i.

Sub/superscripts

a Anode

¢ Cathode

i Indexi.
INTRODUCTION

The Hall-Héroult process is the dominant industrial
scale technology for reducing alumina powder to
primary aluminium metal. Reduction cell performance
is dependent on a mix of complex physical processes
that occur in the cell and includes electrochemical,
electro-magnetic, heat transfer and hydrodynamic
processes.

Alumina particles are periodically feed on to the top of
this molten cryolite bath; these particles then dissolve
into the bath. Electrical current is supplied to the cell
through anodes that are partially immersed into the top
of the bath. Through an electrochemical reaction this
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electrical current reduces alumina in the presence of
carbon anode to aluminium metal and carbon dioxide.
Evolved carbon dioxide gas forms bubbles under the
anodes where buoyancy forces cause these bubbles to
travel along the anode’s base, before they rise to the
surface beside the anode. A strong internal flow of
liquid bath is established by the bubble motion and this
acts to transport alumina and heat through the bath.
Aluminium metal, reduced by the reaction, forms a
layer of molten metal in the bottom of the cell.

Aluminium reduction cells operate in a harsh
environment as the bath is molten cryolite, known to
dissolve most engineering materials, and at a
temperature of approximately 940°C. Electrical
currents in the range of 100 to 450 kA are typical in
reduction cells. Such currents induce strong magnetic
fields, which act on conducting liquid metal and the
molten bath, inducing secondary flows by Lorentz
forces. These conditions along with restricted access
make measurements on operating cells very difficult
and greatly limit the amount of information that can be
obtained.

To develop new cells and to improve the economic and
environmental performance of existing cells, new tools
are needed. Moxnes et al. (2009) described how
optimised alumina feeding through experimentation can
improve performance. However, experimentation is
very costly and time consuming. Mathematical models
can provide a tool to understand and explore how
changes to cell geometry and operation affect
performance (Gusberti et al. 2012). Thus validated
mathematical models can provide a more efficient
means of achieving improved cell performance than
through experimentation.

The above description of the alumina reduction process
is vastly simplified but has been successfully used
previously to develop a computational fluid dynamics
(CFD) model of alumina distribution in these cells.
Feng et al. (2010a) and Feng et al. (2011) tracked an
alumina species using a predicted bath flow field and
assumed that uniform reduction occurred throughout the
anode to cathode distance (ACD) under the anodes.
Alumina distribution within the cell and feeding policies
were able to be investigated; such an investigation was
reported by Feng et al. (2010a).

In practice the bath consists of a number of ionic species
that undergo a series of complex reactions. Work such
as those by Gagnon et al. (2011), Kvande (1986)
Mandin et al. (2009) and Solheim (2012) among others
have proposed reaction models and bath species. All
have assumed species transport by diffusion or simple
hydrodynamic models.

In this work we extend the earlier alumina distribution
model of Feng et al. (2011) to include six chemical
species so as to more accurately represent the
underlying electro-chemistry occurring in Hall-Héroult
cells.

MODEL DESCRIPTION

The CFD modelling approach used in this work is to
solve a steady-state model for the bath and bubble flow
within a cell. Then by holding the bath flow fixed a
transient model of the alumina transport, feeding and
consumption is used to predict the time varying alumina
concentration in the cell.

Details of the CFD model physics, approach and
implementation in ANSYS/Fluent (ANSY'S, 2013) have
been previously documented in previous works Feng et
al. (2010a, 2010b, 2011) and Witt et al. (2012). For
brevity only an overview of the bath flow model is
presented here.

The bath flow model describes the steady state flow of
both gas and liquid phases based on a time averaged
method. Key features of the bath flow model are:

e Gas and liquid flow are modelled using the
Eulerian-Eulerian or two-fluid approach,

e Small-scale structures such as bubbles and
turbulent structures are averaged in time and space,

e Drag from the bubbles is modelled using the Ishii
and Zuber (1979) drag law,

e Turbulent effects are modelled using the k-¢
turbulence  model with  modifications  for
multiphase flow to include, turbulent dispersion
Lopez de Bertodano (1991), bubble induced
turbulence (Smith, 1998 and Olmos et al., 2003)
and enhanced turbulent viscosity.

e  Electro-magnetic effects are included through the
Lorentz force, which is calculated from magnetic
and electric fields for a typical pot line.

The alumina distribution model describes the transient
distribution of alumina and other chemical species
within the liquid bath. Transport of alumina and other
chemical species is based on the steady state bath flow
model.

The key stages in reduction of alumina to aluminium
metal are:

e Feeding of alumina to the bath surface, this can
occur at various times and at a number of locations,

e Initial breakup, mixing and submersion of particles
from the surface into the liquid bath, assumed to
occur over 10 seconds, this is used to set boundary
condition for the alumina such that the mass from a
feed event is averaged over a 10 second period,

e Dissolution of alumina particles into the bath
through the reaction:

k1
Al;Os50 + 3 NaF + AlF; = > Na,ALO,F, 1)
e Equilibrium bath reaction:
k2
Na,ALO,F, +2 NaF + 2 AlF; & 2 Na,ALOFs  (2)

e Anode boundary layer reaction:
k3
2 Na,AlLOFg+C=4e + 4 AlF; +4Na" +CO, (3)
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e Cathode or metal pad boundary layer reaction:
k4
AlF; +3 Na' +3e = Al + 3 NaF (4)
Reactions rates are required for equations (1) to (4).

The rate for alumina dissolution into the bath is based
on the work of Frovolov et al. (2007) who observed
alumina dissolution in both an industrial bath and a
modified bath with fast dissolution properties. By fitting
two straight lines to their data for the industrial cell, as
shown in Figure 1, the following rate equation can be
obtained:

0.35 0.164
ey = max (0,035 = 2= Vaip034is 0164 — T~ Yazozais) ~ (5)

To limit the reaction in areas of low undissolved
alumina the equation is modified to:

k, = (1.0 — e=500Y arzosuna)

0.35 0.164
max (0,035 = = Yaiz034iss 0164 = == Yazozais)  (6)

Where Y aposdis IS the mass fraction of dissolved alumina
in the bath and Y,;,03una the undissolved alumina in the
bath. In this work the dissolved alumina species are
Na,Al,O,F,; and Na,Al,OFs.
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Figure 1:  Dissolution rate of alumina in industrial

baths at temperature 960 °C from Frovolov et al. (2007)
—black line and the model of equation (5) — blue line.

For equation (2), data from Solheim and Sterten (1999)
was used to derive the equilibrium condition that was

Since the current density is not solved in the model, a
fixed value at the anode of 0.9 [A cm?] is used and
then, assuming conservation of charge, the cathode

oo _ Agnod
current denS|ty IS Jcathode = Janode ﬁ-

GEOMETRY AND BOUNDARY CONDITIONS

Geometry for the single anode model was based on a
Hydro Aluminium HAL300 cell and is shown in Figure
2. The full industrial cell has 30 anodes, to simplify the
model for this work a corner anode from the full cell
was built including a typical ledge profile and meshed
using ANSYS/ICEM to give 124,000 hexahedral cells.
The anode had two slots; the centreline of the full cell is
treated using a symmetry plane while the inter-anode
gap is considered to be a vertical wall.

Details of the physics and boundary conditions used are
as per the full cell model reported in Witt et al. (2012).
Gas enters the model through the anode base coloured
red in Figure 2. Gas leaves the domain through the free
surface coloured green via a degassing boundary
condition. Alumina feeding could be varied to different
positions in the cell and in this work was to the top of
the side channel of the cell through the purple region
shown in Figure 2. Each feed was chosen to be 0.15 kg
of alumina uniformly added over a 10 second period
and was added every 80 seconds.

Symmetry
Plane

Free Surface
Treated as a
degassing boundary

Alumina

reported in Solheim (2013) as:
Feed Area

2
i—: = 11.3e7%63" Q) Anode Base
where x; and x, are the molar fractions of Na,Al,OFg thfgjéﬂ'reé |
and Na,Al,O,F, respectively, and r is the molar ratio surfaces

(Cryolite Ratio) of NaF and AlF;. From the equilibrium
condition in equation (7), the reaction rate, k,, needed to
bring the two species into equilibrium in that time step
is determined.

Figure 2:  Single Anode Model Geometry.

Initial concentrations for the mass fractions are given in
Table 1, which gives a cryolite ratio of 2.2, from which
the equilibrium condition for Na,Al,OFs and
Na,Al,O,F, can be determined. The model was run for a
time of 20,000 seconds with 1 second time steps.

Reaction rates for the anode and cathode reactions
(equations (3) and (4)) are based on the current density

such that:
oo — Lanodedda 8 Table 1: Initial Species mass fraction in the Single
; 377 ur ®) Anode Model.
an
k, = lcathodedde ) ‘AIO ‘NaAIOF ‘NaAIOF| Na | NaF ‘ AlF ‘
4 — 3F 2V3 21221 4 2112 6 3
‘0.0251‘ 0.044 0.0842 | 0.070° | 0.420° ‘0.3822‘

where ] n04e 1S the current density at the anode, Jcathode
is the current density at the cathode, F is Faradays
constant and dA,.is surface area of the anode and
cathode.

! Mass fraction of total liquid phase
2 Mass fractions of dissolved species
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RESULTS

For the anode model the steady state bath flow model
was first run to calculate the bath flow field. Results for
the bath flow are shown by the streamlines plotted in
Figure 3, velocity vectors in the ACD plotted in Figure
4 and the gas volume fraction plotted on two vertical
slices near the centre of the anode in Figure 5. These
plots show that the model predicts a thin gas layer under
the anode that drives a strong bath flow under the anode
towards the centre channel. Liquid bath then flows to
the end channel, along the end channel and back to the
side channel.

Using PIV measurements the bath flow model
formulation used in this work was validated for a three
anode water model by Feng et al. (2010b), thus we
expect that the current model should also predict
reasonable results. Geometry used by Feng et al.
(2010b) differs from the current geometry in a number
of keys areas: a single anode rather than three anodes, a
narrower centre channel, shaped external cell walls due
to ledge formation rather than vertical walls, slotted
rather than unslotted anodes and an anode slope of
nearly 2° upward at the centre channel compared to the
flat anodes in the earlier work. These changes prevent
direct comparison and have an effect on the flow field.
Measurements reported by Feng et al. (2010b) show the
velocity in the ACD can exceed 0.12 m s* with a
complex flow field. Due to the sloping base of the
current anode, which will create stronger and more
directional buoyancy forces, flow is directed along the
anode length to the centre channel and velocity in the
ACD is higher with predicated values up to 0.2 ms™.

Analysis of streamlines indicates that the travel time for
the bath from the side channel under the anode to the
centre channel and back along the end channel is
approximately 50 seconds.

Figure 3:  Streamlines showing the bath flow in the
Single Anode Model.

Figure 4:  Liquid velocity vectors on a plane
through the ACD showing the bath flow in the Single
Anode Model.

Figure5: Gas volume fraction on two vertical
planes in the Single Anode Model.

Mass fractions for the undissolved and dissolved
alumina species considered in the single anode model
are plotted on two vertical planes in Figures 6 to 8 after
20,000 seconds (5 hrs 33 minutes). This time instant
was selected as it is just before a feed of alumina is
about to occur and thus is likely to be close to the point
of minimum alumina concentration under the anode.
Low alumina concentration in the ACD is one potential
cause of anode effects. As alumina is fed to the top of
the side channel, undissolved alumina mass fraction is
highest in the side channel but lowest in the inter-anode
gap and centre channel. The dissolved alumina species
in Figures 7 and 8 have a similar concentration
distribution to the alumina but note that the plot range is
very narrow to highlight the distribution within the cell.

The reaction rate for the dissolution reaction is shown in
Figure 9 and indicates that the rate is constant through
the cell. The equilibrium reaction rate is plotted in
Figure 10 and shows that the reaction proceeds strongly
under the anode and reverses in parts of the side and end
channels. Figure 11 plots the reaction rate for the anode
reaction, and shows the reaction has a slightly lower rate
in the centre of the anode due to the gas holdup. The
cathode reaction rate is not shown as it is uniform across
the metal pad surface.
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Figure 6: Undissolved alumina mass fraction on
two vertical planes in the Single Anode Model at
20,000 [s].

Figure 7:  Na,Al,O,F, mass fraction on two vertical
planes in the Single Anode Model at 20,000 [s].

Figure 8: Na,Al,OF¢ mass fraction on two vertical
planes in the Single Anode Model at 20,000 [s].

Figure 9: Dissolution reaction rate on two vertical
planes in the Single Anode Model at 20,000 [s].

Figure 10: Equilibrium reaction rate on two
vertical planes in the Single Anode Model at 20,000

[s].

Figure 11: Anode reduction reaction rate on two
vertical planes in the Single Anode Model at 20,000

[s].

Figure 12 shows the variation in undissolved alumina on
a plane through the centre of the ACD at 20,000
seconds. The magnitude of the variation in species mass
fraction is not great but results indicate regions of
higher and lower concentrations. Figure 13 plots the
equilibrium reaction rate on a plane through the ACD.
The equilibrium reaction rate is the fastest under the
one-third of the anode near the inter-anode gap and the
reaction is predicted to reverse in the side and end
channels.

Figure 12: Undissolved alumina mass fraction on a
plane through the ACD in the Single Anode Model at
20,000 [s].
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which transports the alumina through the cell and results
in the increase in alumina concentration at points 2
and 8.

Mass [kg]

Alumina

Figure 13: Equilibrium reaction rate on a plane 02
through the ACD in the Single Anode Model at 0 : : : :
20’000 [S] 0 5000 T?r:(:o[(s)] 15000 20000
The total mass of th? che_mica_l species ip the' bath and Figure 14: Change in Undissolved Alumina Mass
how they ghange with time is plotted_ in .Flgures 14 with time for the Single Anode Model.
to 16. In Figure 14 the mass of alumina in the bath
varies due to periodic feeding, as shown by the inset; 20
this results in what appears as a wide band for the s
alumina mass at any time instant. The initial condition %
for this run was an undissolved alumina mass of 0.984 »
kg; this reduced rapidly to between 0.7 and 0.8 kg after e}
about 5,000 seconds. After this time the mass is 5
reducing slightly indicating the bath has not completely 15
. age - —==Na2AI202F4

reached a steady operating condition, but is close to a 10  NAORe
steady condition. Two other preliminary calculations 5 N
were run; one with a zero initial undissolved alumina 0 ‘ ‘ ‘ ‘
concentration and one with the initial mass set to 4 kg. ° 2000 Timels o 20000
Both of these showed significant changes in the mass of Figure 15: Change in species mass with time for the
alumina but would require significantly more than Single Anode Model.
20,000 seconds before reaching a steady condition.
From these preliminary calculations the initial value of 180
0.984 kg was identified as being close to the steady 160
condition. Mass of the other bath species are plotted in 140
Figures 15 and 16 and show slight changes in their mass 10
with time. 2100 —— A3

8 80 = NaF
Based on the above results it was concluded that the e
model was at close to stable operating species a0
concentrations and conditions at 20,000 seconds. To 20
assess the magnitude of the change in bath chemistry 0 ‘ ‘ ‘ )
between feed additions the results at 20,000 seconds ° %00 Time [ o 20000
were used to restart the model, from which time it was Figure 16: Change in AlF; and NaF mass with time
run for a further 100 seconds. During this short run for the Single Anode Model.
species mass fractions at nine monitoring points were ot e

I

stored at each time step. The locations of the points are
shown in Figure 17. Points 1 to 4 are located on the top
of the bath with point 1 being at the feed location. The
remaining 5 points are located in the ACD with point 6
being near the centre of the anode and the other four
located near the anode edge.

Figure 18 plots the change in undissolved alumina at

these locations. The mass fraction at the feeding SFOUOET NN N RN
location, Point 1, initially increases from 0.002 to 0.007 S AN Paint AN
during feeding and the initial 10 second immersion. PN a2y O
After feeding it drops rapidly back to the steady state AR B \Jﬂfff-f’ \
condition, indicating that convective transport rapidly N e o N/
disperses the alumina particles. Points 2 and 8 show ] &f*_’)
nearly a 50% rise in concentration approximately 20 N Point 7
seconds after feeding commences. The streamline in Figure 17: Location of monitoring points in the

Figure 3 and velocity vectors in Figure 4 show the bath Single Anode Model.

flows from the feed location towards the inter-anode
gap and then along the anode to the centre channel,
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Figure 18: Change in undissolved Alumina mass
fraction with time at various locations in the Single
Anode Model.

DISCUSSION

The complex reactions, high temperature and harsh
chemical environment make direct validation of the
single anode model extremely difficult. Based on our
past work (Feng et al., 2010a, 2010b and Witt et al.
2012) we have a reasonable level of confidence in the
bath flow and alumina distribution predictions. Further
work using a water model with tracers could be used to
improve confidence in the model. Moxnes et al. (2009)
have used AlF; addition to change bath conductivity and
measure changes in anode currents. In future work it
may be possible to apply this approach to validate the
model on a full cell.

For simplicity at the present stage of model
development we assume a uniform current distribution
across the anode base. This leads to uniform gas
generation rate and uniform anode and cathode reaction
rates. Clearly this is a simplification as current
distribution is non-uniform and a function of gas
generated through the anodic reaction. Our plan in
future work is to include current distribution in the
model and to link the anode and cathode reactions to the
local current density. A further complication is our
present use of a steady-state bath flow. We propose to
iterate between the bath flow and transient chemical
reaction models to couple the effects of anode reaction,
gas generation, bubble flow and species distribution to
overcome limitations in the present approach.

CONCLUSION

We have proposed a new alumina reduction model for
the Hall-Héroult process that consists of six chemical
species and four reactions. The reaction pathway
developed for the model is that solid alumina particles
are feed to the bath surface; they take a short time to
mix and submerge into the liquid bath, where they
undergo dissolution from solid particles to the liquid
species Na,Al,O,F;. Within the bath a reaction reduces
Na,Al,O,F, to Na,Al,OFg, which is further reduced to
carbon dioxide and AlF; at the anode surface. At the
metal pad a cathodic reaction reacts AlF; to form
aluminium metal.

A previously published CFD model is used to transport
chemical species within the bath based on bubble and
MHD driven flow. Reaction for the new bath chemistry
model were included in the CFD and tested on the
geometry for a single anode that was run for 20,000
seconds of real time.

Key findings from the model are:

e  Preliminary calculations show that if the initial
undissolved alumina mass fraction is
significantly  different from the steady
operating state then real times of over 20,000
seconds maybe be required to reach steady
conditions.

e Alumina was fed to the top of the side channel
and because of this the highest concentration of
undissolved alumina was found in the side
channel. This location was also where the
undissolved alumina mass fraction increased
from 0.002 to 0.007 during feeding.

e At a location near the inter-anode gap and
midway along the anode the undissolved
alumina  mass fraction increased by
approximately 50% about 20 seconds after
feeding commenced.

e  Other species showed only a small variation in
mass fraction both across the cell and with
time.

e Reaction rate for the dissolution reaction was
found to be reasonably constant throughout the
cell.

e The equilibrium reaction rate was high in the
ACD under the anode and highest for the part
of the anode near the inter-anode gap. In some
parts of the side and end channels the
equilibrium reaction was predicted to go in the
reverse direction.
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ABSTRACT

In the separation process of an emulsion, smaller droplets grow in
size due to binary coalescence and simultaneously sediment/cream
due to gravity. Finally, droplets coalesce at a homogeneous inter-
face due to interfacial coalescence. Even the above simplified de-
scription of separation introduces several requirements for the mod-
elling of such processes:

e Relative motion between phases of different properties.

o Free settling of droplets, with possibility of stratification ow-
ing to different sedimentation velocities.

e Formation and behavior of a dense packed layer (DPL), ulti-
mately leading to the release of water.

e Droplet-droplet interactions (e.g. coalescence) within the free
settling zone and DPL.

e Influence and interaction of surfactants on the above phenom-
ena.

This paper presents recent advancement in the development of a
simulation framework for separation processes, aiming to aid the
community increase their knowledge of relevant phenomena (bi-
nary and interfacial coalescence, surfactants, phase inversion etc.)
and to allow for use of this knowledge to improve engineering tools,
in particular CFD simulations of gravity separation. The proposed
framework is based on the Eulerian framework for multiphase flows
with population balance modelling in order to capture the dynami-
cal evolution of the droplets by coalescence. Separation is enabled
through phase inversion, allowing free water to be formed from the
emulsion. In addition, the current framework allows for the treat-
ment of surfactants and thus opens for detailed simulations of for
instance batch separation.

Keywords: Pragmatic industrial modelling, Oil & Gas process-
ing, Oil/water separation, Surfactants and interfaces .

NOMENCLATURE

Greek Symbols

0y Volume fraction of phase k, [—]

Pr  Mass density of phase k, [kg/m)

T, Stress acting on phase k, [Pa]

I'  Surface concentration, [kg/m?]

[, Critical surface concentration, [kg/m?]
I'..  Surface excess concentration, [kg/m?]
¥  Water release rate, [7/s]

¢ General custom field, [-/-]

Latin Symbols

p  Pressure, [Pa).

w;,  Velocity of phase k, [7/s].

g Gravitational acceleration, [/s?].

fi;  Momentum exchange term, [k8/m?s?].
Number density of droplets, [#/m3].

Mean diameter of droplet in bin i , [m].
Sauter mean diameter, [m)].

Droplet area density, [1/m].

Intrinsic volumetric concentration, [kg/m?].
Extensive volumetric concentration, [ks/m?].
Surfactant source term, [kg/ms).

Diffusion coefficient of surfactants, [m*/s].
Partitioning constant, [’ /kg].

Mass, [kg].

Momentum exchange coefficient, [kg/m3s].
Hindrance factor, [—].

3
g

R

=xE X

Sub/superscripts

k Phase index.

i PBM bin index.

kd  Dispersed phase index.
w Water.

0 Oil.

surf Droplet surface.

bulk Continous bulk.

tot  Total.

inv  Inversion.

DPL Dense packed layer.
PBM Population balance model.
int  Interface.

INTRODUCTION

Although separation processes are used in many industrial
applications, the approach to separator design is still of-
ten based on phenomenological models. Phenomenological
models can only be considered to simulate bulk water re-
moval in cases dominated by coalescence effects and not by
hydrodynamic effects. Such models are obviously of inter-
est to avoid the overflow of the dense packed layer (DPL)
past the weir. They do however not tell much about the fate
of the smaller droplets that do not sediment during the res-
idence time in the gravity separator nor about the influence
of the inlet geometry (plate, vane, cyclonic, etc.). Moreover,
coalescence and separation are much impacted by the pres-
ence of surfactants, both stabilizers (such as asphaltenes) and
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demulsifiers. Emulsions are of particular importance to the
Oil and Gas industry, where oil and water typically are pro-
duced together and thus need to be separated. This is primar-
ily achieved by means of gravity separators. Optimization of
such processes is critical for offshore developments in par-
ticular when subsea separation is considered. With that re-
spect CFD should play a major role as it is by nature the tool
for capturing the complex flow within such vessels (effect of
inlet geometry, effect of flow rates, sedimentation profiles,
coalescence etc.). On the other hand CFD simulations tradi-
tionally do not account explicitly for the effect of surfactants
on coalescence events. Furthermore, CFD doesn’t account
explicitly for the detailed sedimentation profiles as a func-
tion of the flow conditions, water release rate and height of
the DPL.

Let us consider a consolidated DPL, i.e. the maximum com-
paction reached at any vertical position. When a droplet co-
alesces towards the continuous water; the volume fraction
of dispersed phase decreases locally. This has two con-
sequences. First, the driving force for water release (the
water release rate depends on the diameter of droplets and
dispersed water volume fraction) decreases and following
droplet-homophase coalescence events are delayed. Second,
a downward osmotic pressure gradient appears throughout
the DPL and causes the downward motion of a droplet from
the inside of the DPL to the free water surface (Princen and
Kiss (1989), Princen (1986)). Consequently the macroscopic
water release rate can be seen as a dynamic combination of
coalescence kinetics and motion kinetics. Phenomenological
models such as those proposed by Hartland and Vohra (1978)
and Jeelani and Hartland (1985) do however not account for
motion kinetics. As a consequence, these models do not pro-
vide fundamental insight on separator design.

One solution to the problem is to develop a model for water
release rate and DPL height which can be easily coupled with
CFD, as CFD inherently calculates the velocity of droplets at
any location of the separator from classical equations (mass
and momentum conservation). Accurate prediction of the
water release rate then requires the accurate calculation of
the sum of the motion and coalescence times. Ideally this
should be based upon explicit description of both motion
(from compressive settling equation) and coalescence (from
film drainage equations) in the DPL. For compressive set-
tling of stable emulsions, data and models are scarce (Wat-
son et al., 2005). For film drainage, multiple and evolving
contacts between droplets make simulations extremely com-
plex and mostly qualitative so far (Lobo et al., 1993). It is
therefore unlikely that the coupling of those two complex
phenomena is implemented into a generic CFD code in the
foreseeable future.

Optionally, the problem can be reversed and have the motion
of droplets in the DPL control the water release rate. The
present research work is mainly oriented towards this option,
where the velocity of the droplet is controlled in sedimenta-
tion and DPL zone through an ad-hoc hindrance factor, thus
predicting the evolution of the volume fraction of the dis-
persed phase at any axial position and time in the separator,
from mass and momentum conservation laws.

With respect to surfactants, the most that is done so far is
to account for interfacial mobility in coalescence kernels (cf.
for instance (Chesters, 1991), (Liao and Lucas, 2010)). Such
kernels are however very qualitative (mobile, immobile, par-
tially mobile interfaces) and although such an approach is
viable for a steady state situation in which you can select an
appropriate mobility type, it cannot account for several im-

portant features due to surfactants. For example, as coales-
cence occurs in a separator the distribution/partition of sur-
factant changes which could lead to a change in interfacial
mobility, thus rendering such simulations hazardous. Fur-
thermore coalescence times, e.g. droplet stability in an emul-
sion, seem to depend strongly on coverage of water droplets
by surfactants, as indicated by the pioneering work of Fis-
cher and Harkins (1932). To the extreme coalescence seems
even to be blocked above a certain critical surface coverage,
as observed for particles (Pawar et al., 2011), asphaltenes
(Yarranton et al. (2007), Pauchard and Roy (2014))) and pro-
teins (Wierenga et al. (2006), Tcholakova et al. (2003)).
When considering advection of droplets in an emulsion (Fig-
ure 1a), it is evident that this can result in an accumulation of
surfactants close to the free water surface (Figure 1b). The
surfactants present in the proximity of the free water surface
will rely upon diffusion for redistribution (Figure 1c), which
necessarily results in elevated separation times, as observed
by Grimes et al. (2010).

c Surfactant transport by
convection in organic
phase

b Surfactant transport by

Initial emulsion X
droplet advection

Gravity
Accumulation of freed surfactants

Coalescence is re-enabled

Water accumulation

Droplet with surfactant

Figure 1: Evolution of emulsion with surfactants. Gravity
drives droplets (with surfactants) towards bottom of system
(a) where coalescence and separation free surfactants (due
to reduced specific area) resulting in surfactant accumulation
and temporary blockage of further coalescence (b). Accumu-
lated surfactants redistribute in the bulk and allow for coales-
cence and separation to continue (c).

The need for process optimization/intensification not only re-
quires adapted physical sub-models but also a CFD frame-
work able to account for both detailed flow and surfactant
simulations. The aim of the current activities has been to
work out such a preliminary CFD framework, which can
treat:

e Dynamic dispersed phases by means of population bal-
ance modelling, with possibilities for both homoge-
neous and inhomogeneous droplet populations.

e Coupled adsorption/desorption of surfactants on droplet
interfaces.

e Anisotropic convection of surfactants.
e Surfactant dependent coalescence kinetics.
e Formation of free water by means of phase inversion.

e Controlling the motion of droplets inside the DPL and
free sedimentation zone through a hindrance factor.

To start with the necessary developments some simplifica-
tions must be made. The current work will focus mainly on
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the equilibrium size and surfactant concentrations of droplets
within a population which initially is unstable (i.e. initial sur-
face coverage below the critical value). Kinetics will not be
considered, in particular related to adsorption and desorption,
implying that surface coverage will be in instantaneous equi-
librium with surrounding solution. In a real situation des-
orption (if any) will take some time, thus transiently limiting
coalescence but not altering the final state. Moreover, details
regarding coalescence will not be considered. Instead, a hy-
pothetical coalescence kernel which fully blocks coalescence
above the critical coverage will be used.

Experiments (with asphaltenes as surfactants) corresponding
to the above simplifications exist as of Pauchard and Roy
(2014) and Yarranton et al. (2007) in which droplet sizes
were measured in stirred emulsions. Upon a decrease in ag-
itation, droplets coalesce until a critical coverage is reached.
The value of this coverage is independent from history (ad-
sorption time, initial droplet size). For very aliphatic mix-
tures, asphaltenes are almost irreversibly adsorbed and sur-
face coverage is inversely proportional to diameter, leading
to a proportional dependency of equilibrium droplet size over
the ratio mass of water to mass of asphaltenes (equation
of limited coalescence in Pickering emulsions). The sim-
plifying assumption of an irreversible adsorption does not
hold anymore with more aromatic solvents (like a crude oil).
Upon coalescence, partial desorption has to occur in order
to restore the equilibrium between surface coverage and bulk
concentration. Nevertheless, the limited coalescence equa-
tions can be coupled to an adsorption isotherm to account for
partitioning.

Given the overall objective to generate engineering tools, de-
tailed simulations at individual droplet scales are beyond the
current scope. Instead, activities have focused on a global
treatment of the droplets, i.e. a population balance model
approach.

MODEL DESCRIPTION
General fluid flow

Consider an N-phase Eulerian model coupled with the dis-
crete population balance model for treatment of the dispersed
phases. The discrete population balance is chosen over the
other available models (Standard Method of Moments and
Quadrature Method of Moments) as it allows for a direct
computation of the droplet size distribution. The Eulerian
model is adopted due to the (mainly) dispersed nature of the
flow.

In the Eulerian framework, transport equations are solved for
each phase. In the current context, assuming isothermal con-
ditions without phase transition, the relevant transport equa-
tions for each of the k phases are conservation of mass:

0
E(akpk)+v'(akpkuk) =0 (1

where o is the volume fraction of the phase with density py
moving with velocity u; and conservation of momentum:

% (o prug) +V - (ogprupuy) = =4 Vp+ V-1 + apprg + 1y

@)
where f}; is a momentum exchange term between phases &
and j, i.e. drag, lift and virtual mass forces, typically taken
to be a function of the Sauter diameter of the dispersed phase.
It should be noted that the Eulerian formulation is limited
by fact that interaction between phases is, by default, only

through the momentum exchange term, meaning that for in-
stance observed increased pressure losses in horizontal flow
must be treated by means of additional force terms or by
adopting adequate formulations for a mixture viscosity.
The discrete population balance model (PBM) deals with the
evolution of the number density n;q(¢;,) of droplets be-
longing to (dispersed) phase kd, where ¢; is a set of inter-
nal variables representing a prescribed class of droplets. For
instance, if the internal variable is the droplet volume, all
droplets with volume v; on the interval Av; would belong to
the i-th droplet bin. The droplet volume in a neighbouring
bin is in the discrete PBM given by a discretization factor g,
ie.

vipr = 2%, 3)

The population evolves as

0
o (nixa) + V- (Wanixa) = Bi — D, 4)

where uy, is the velocity of the k-th dispersed phase and B;
and D, respectively represent birth and death rates of the i-th
particle bin, typically due to coalescence and breakup, where
applicable.

Two different formulations are possible for a discrete PBM,
denoted the homogeneous and inhomogeneous formulations.
In the homogeneous formulation, the entire population be-
longs to a single dispersed phase and all droplets are conse-
quently advected with a velocity determined by the (local)
Sauter diameter, meaning that local segregation due to dif-
ferent particle sizes is not possible with this formulation. In
the inhomogeneous formulation, however, the droplet popu-
lation is allowed to span several phases (within the same ma-
terial). The benefit of this formulation is obvious, as poly-
dispersity can be treated in a far more realistic manner, as
indicated in Figure 2. The schematic of the droplet motion
for both homogeneous and inhomogeneous formulation in-
side the CFD cell is shown in Figure 2. In the homogeneous
formulation all the droplets are assumed to be moving with
a same velocity in the CFD cell (see Figure 2a). But in real-
ity the droplets of different sizes will have different velocity
and to capture this phenomena inhomogeneous formulation
is required (see Figure 2b). The drawback, however, is that
the simulations become significantly more CPU-intensive, as
mass and momentum conservation equations must be solved
for each of the additional phases introduced. As polydisper-
sity is believed to be of essence for several separation-related
applications, the current framework is developed based on
this formulation, as the homogeneous case is easily obtained
as a special case of the general formulation.

a, homogeneous PBM b, inhomogeneous PBM

—_— u,=u(d ‘)<u

— um—u(d 2) > uy

Figure 2: Homogeneous (a) and inhomogeneous (b) formu-
lations of PBM.

The number density of droplets, together with the (mean)
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droplet diameter, d;, of the corresponding bin is used to de-
termine two important properties in the current framework:
the total Sauter mean diameter

3
_ Yid Yicka"ikad;
Ya Yicka Nikad?

and the area density of droplets

a= JIZ Z ni,kddiz = Zﬁkd (6)

kd ickd kd

d3 (5)

In the above two definitions, the inner sum is taken over all
bins present in dispersed phase kd, while the outer sum is
taken over all dispersed phases. Evidently, in the case of a
homogeneous formulation, the outer is not present, and the
standard form of the Sauter-diameter is obtained.

It should be stressed that in the inhomogeneous formulation,
the velocities of the dispersed phases are determined from
the Sauter-diameter of that particular phase, i.e.

3
Yicka Mikadd;

2 Yiek n; kad?
and that
d #Y.d55. (8)
kd
Surfactants

As indicated in the introduction, surfactants are present in
two states in the system, namely in the bulk fluid and on
the surface of droplets. Consequently, surfactants present in
each state can move relatively to each other and redistribute
according to the global fluid flow. For surfactants adhering
to droplets, the redistribution of the volumetric concentration
of surfactants adhering to the droplet surface in the k-th dis-

persed phase, c’s‘fr e is governed by

dckd ;

sur, kd Y\ _ ckd kd

ot +V- (ukdcsurf) = Ssurf - Sbulk’ )
with wuz,; being the velocity of the k-th dispersed phase,
that is, surface adhering surfactants are advected with the
dispersed phase and source terms S{f. . and Sy7, respec-
tively representing sources due to adsorption and desorp-
tion, inherently linked to adsorption kinetics and local
breakup/coalescence dynamics of the droplet population.
The volumetric concentration of surface adhering surfactants
is determined by the area density of droplets and the surface
concentration of surfactants, I';,:

k= aala- (10)

Correspondingly, the extensive bulk concentration Cpyx =
Mpr/AV, AV being the volume of a computational cell
containing a mass my,;; of surfactants, is governed by the
advection-diffusion equation

9Chuik
ot

+ V- (WCputt = DseVCpar) = Y (Sﬁ‘bflk - ls‘ff,f) ,

kd

(11)
where Dy, the diffusion coefficient of the surfactants in the
(continuous) bulk and wu, is the velocity of the continuous
phase. The extensive bulk concentration is related to the in-
trinsic bulk concentration, which will be used for actual cal-
culations, by Cpyx = QcCpux, Where o is the volume frac-
tion of the continuous phase. It should be noted that volume
fraction effects are treated implicitly for the surface concen-
trations, as dyg < Og.

Assumptions

Two important assumptions are made with respect to surfac-
tants at the current stage:

e Surfactant distributions are homogeneous within a com-
putational cell.

e Local equilibrium between surface coverage and surfac-
tant concentration in the bulk is instantaneous.

The first assumption (homogeneity within a computational
cell) is a limitation arising from the current finite volume-
PBM formulation in which only a single concentration (the
average) is known in each computational cell. Although
droplets with different adsorption history in principle could
be treated by means of a multidimensional population bal-
ance (cf. Ali et al. (2012)), such an approach is not yet de-
veloped in the current framework.

The second assumption (immediate adsorption) is only true
up to a certain surface coverage (i.e. the diffusion limited ad-
sorption kinetics in pendant droplet experiments). In many
cases, however, the primary objective is to simulate equilib-
rium droplet sizes, in which case this simplification should
not impact the results. It should be noted that the lack of a
multidimensional PBM formulation also implies that surfac-
tants adhering to droplets belonging to different phases k are
in equilibrium with each other, in addition to being in equi-
librium with the bulk.

In addition to the above simplifications, a hypothetical coa-
lescence kernel of the form

%ij = QijFfs (1) (12)

is adopted, where Q;; is the collision frequency (based on
some applicable model, such as for instance inertial subrange
turbulence (cf. Luo (1993) ) or Stokes flow in combination
with Brownian motion as proposed by Grimes (2012)), P is
the corresponding coalescence probability and f; (') is func-
tion depending upon surface concentration, defined as

fs(r) = I_H(F_Fcrit)v (13)

Where H (I'—T,,) is a Heaviside step function which en-
sures that coalescence does not occur if I > I';,, i.e. if the
surface coverage is greater than the critical value, in accor-
dance with experiments (Pauchard and Roy (2014)).

It should be noted that the choice of collision frequency and
coalescence probability in the current formulation does not
influence the equilibrium state of droplets, only the time re-
quired to reach it.

Modelling of surfactants: Adsorption equilibrium

Assuming immediate adsorption, the surface coverage can
be calculated at any time as the value in equilibrium with
the surrounding solution (so-called sub-surface layer). As-
suming a Langmuir type equation of state (as shown by Rane
et al. (2012)), an adsorption isotherm of the same type is cho-
sen to describe equilibrium adsorption:

Kcls

== 14
11K’ (14)

where I'. is the surface excess coverage, K is a partition-
ing constant (depending upon chemical potential of surfac-
tant in the bulk solution and hence related to solubility), I’
is the total surface concentration and c is the concentration
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of surfactants in the sub-surface layer. Assuming homoge-
nous distribution of surfactants in each computational cell,
the concentration in sub-surface layer is equal to the concen-
tration in the cell, i.e. ¢ = cpyk, Which is the only information
known to the CFD code with the current modelling approach.
For a single droplet in a large volume of surfactant solu-
tion, adsorption at the interface only marginally decreases
the initial bulk concentration. Upon completion of adsorp-
tion, equilibrium surface coverage will then be solely a func-
tion of the initial bulk concentration in the system (cgu ) and
the adsorption isotherm. For an emulsion, the ratio of the
interfacial area to the available amount of surfactant is high.
Adsorption progressively leads to depletion of the surfactant
solution and stops when surface coverage is in equilibrium
with the depleted concentration. This requires coupling the
adsorption isotherm to a surfactant mass conservation equa-
tion:

Mputk + Msyr f = Mror (15)

where the individual terms respectively represent the bulk,
surface and total mass of surfactants and holds for the total
volume of fluids. In the case of a homogenous volume of flu-
ids (no mass exchange between phases), the above equation
can be written as a local balance in concentrations:

OcCpyi +al” = Qecior, (16)

where ¢, is the volume fraction of the continious phase. Sub-
stituting the surface concentration in the above equation with
that given by the adsorption isotherm leads to a second order
equation for the equilibrium bulk concentration, for which
only the positive root is physical. The solution is:

— 0t — KT o + cror K + B
20.K ’

Chulk = )

where

B = \/ (Keror +1)% 02 — 2Kal oo 0t (Ko — 1) 4 @2K2T2,
(18)

which upon substitution in the adsorption isotherm yields the
(local) equilibrium surface coverage.
Evidently, the above set of equations yields a coverage de-
pending upon the partitioning constant K, and the droplet
size at which coalescence blockage occurs will depend upon
the choice of this parameter.
The formalism is necessarily simplified in the case of insol-
uble surfactants, as the equilibrium concentration in the bulk
equals to zero. The surface concentration can in this case be
obtained directly from equation 16, with ¢;o; = cgulk, i.e. the
initial concentration of surfactants (prior to adsorption).
The above set of equations yields the (local) total sur-
face concentration. However, as seen from equation 9, the
phase specific surface concentration should be the trans-
ported property. Owing to the equilibrium assumption be-
tween droplets belonging to different phases, one can write

(0771 a
=c——7— (19)
Ykd Okd kd
which fulfils the requirements
ar =Y awalia (20)
kd
and
lim Ty =0. (21)

(Xkd—>0

Modelling of dispersed phase motion and release

The system at hand consists of four distinct zones, as shown
schematically in Figure 3; The aforementioned dense packed
layer (DPL) governs the water release rate, forming a free
water layer upon which the DPL rests. Above the DPL a
sedimentation zone is present, feeding droplets to the DPL.
Finally, above the sedimentation zone, pure oil is present.

Pure oil a=1,a =0

Sedimentation o<1, o <a
o] w DPL

zone
DPL o<1,

Opp < 0 <1

Pure water a =00 =1

Figure 3: Zones of interest in a separator, defined by pure
phase volume fractions ¢, assuming water (w) and oil (o)
phases. The DPL is defined as the region with oppr, < o, < 1

Evidently, a predictive modelling framework for separation
must, in addition to the treatment of surfactants, correctly
describe the formation of free water, the flux of droplets ar-
riving at the top of the DPL and the motion within the DPL
itself, i.e. all the zones indicated in Figure 3 must be consis-
tently coupled by adequate closure laws. While the sedimen-
tation zone can be adequately described by existing closure
laws for such flows, the DPL and inherent coupling to free
water formation is somewhat more challenging. In the cur-
rent framework, this will be realized by means of a hindrance
factor coupled with an inversion type conversion of dispersed
water into bulk water. The required elements of such a mod-
elling approach are described in the following.

Phase inversion

With the phase inversion concept, the release of the dispersed
phase is intermittent: Dispersed water is immediately con-
verted into continuous water when the volume fraction of dis-
persed water in oil exceeds a predefined value (¢t,g > Ony)-
Qiny 1s @ model constant supplied by the user, but needs to be
higher than the mean volume fraction in the DPL appy .

Since the droplet velocity is finite, the corresponding time
required for a computational cell to fill up to the inversion
point must be also, resulting in an average water release rate

Vinv
AAtiy,

= Uy Oy, (22)

where V™ is the volume of inverted water, AA is cross sec-
tion of the computational cell though which a volume frac-
tion o,y of dispersed water passes with velocity u,,4 and t;,,
is the time required to reach the inversion criteria.
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Modelling the sedimentation zone

A model for hindrance factor in the free sedimentation zone
is required, in order to obtain physically reasonable sedimen-
tation velocities for the droplets. In the current formulation,
the hindrance factor enters through the momentum exchange
term between phases k and j, f;;. Assuming that the only
source of momentum exhange is drag, this term can be writ-

ten as .
Ky (ug—uy)

£ = ———. (23)
where # is the hindrance factor and
w  oaipiF (Re
Kkj = ]rk() (24)

is the momentum exhange coefficient, depending upon the
droplet diameter through the Reynolds number (entering the
friction factor F(Re)) and the particle relaxation time 7.
Many correlations for the hindrance factor as a function of
the volume fraction of dispersed phase are reported in the
literature. The most widely used is the Richardson-Zaki cor-
relation (Richardson and Zaki, 1954):

h(oga) = (1 —oga)™, (25)

with m values ranging from -2.5 to -5. However, this corre-
lation tends to over-predict the hindrance factor for droplets.
The problem is particularly critical for the simulation of sep-
aration since the volume fraction of the dispersed phase is
to increase continuously at the bottom of the separator (up
to values close to packing, for which shear thinning is ex-
pected). Frising er al. (2008) performed two experimen-
tal studies; the first experiment was meant to achieve pure
sedimentation without coalescence and the objective of the
second experiment was to obtain sedimentation and coales-
cence. The sedimentation velocities from both the experi-
ments were compared with the Richardson-Zaki correlation.
The sedimentation velocity was reasonably predicted with
the Richardson-Zaki correlation in the pure sedimentation
case, but measurements were poorly reproduced for com-
bined sedimentation and coalescence cases, owing to grow-
ing droplets.

Modelling the DPL

In the dense packed layer (the DPL), the motion of droplet is
very restricted and generally, a free sedimentation drag law
will not be applicable. Unfortunately no correlation could
be found in the literature that accounts explicitly for the de-
formability of droplets through their size, interfacial tension,
buoyancy etc.

Movement of droplets inside the DPL is due to binary coa-
lescence, interfacial coalescence and gravitational forces. In
the present study a model which implicitly depends on these
phenomena is proposed, explicitly dependent on a predefined
water release rate, for instance a Hartland type model. The
sought hindrance factor is derived from the 1D version of the
two phase conservation of mass (dispersed water in oil and
continiuous oil) in the DPL.:

Oyattyg + (1 — &ya)uo =0 (26)

and momentum, assuming that all terms except gravity and
drag are negligible,
vovod,o

Y (U — tya) + OagAp = 0. 27

Combining the above two equations, the velocity of the dis-
persed phase is given as

Ohvd (1 - chd)gAp
K ’

wd,0

Uyg =h (28)

Substitution with the water release rate, equation 22, yields

WK
h= e (29)
awd (1 - awd)gAp

for the hindrance factor in the DPL. The water release rate
can be a function of any type, for instance depending upon
droplet size, osmotic pressure etc. As an example, the ¥ can
be described by a Hartland-type function:

Ahppr \"
dp ’

¥ = oppLCppL < (30)
where oppy, is the mean volume fraction of the dispersed
phase with diameter dj in the DPL with instantaneous height
Ahppr, with Cppy, and n as model constants determined from
experiments.

For inhomogeneous population balance modelling, the above
formulation must be altered in order to take into account
the different dispersed phases present. Assuming that all
droplets move with the same velocity in the DPL, i.e.

Uyd k = Uwd (3D

the corresponding oil velocity in the DPL can be determined
from the mass conservation equation:

o wd YLk Owd k (32)
1 =34 Ohak
Correspondingly, the water release rate is written as
W= thyq Y k- (33)
k

In the inhomogenous formulation, separate momentum equa-

tions are dolved for each dispersed phase. Consequently, a

separate hindrance factor is needed for each of these phases.

Following the above analysis, the phase specific hindrance

factor is given as

_ lPK;)VOa',U (3 4)
O Lk O e (1 — Lk O ) AP

hy

The homogeneous formulation (equation 29) can be obtained
from the above hindrance factor by noting that

Qg = Z Qhd k 35)
k

in this case.

Water release and surfactants

The formation of free water is due to interfacial coalescence
between droplets in the lower region of the DPL and the free
water interface. Corresponding to the binary coalescence
present in the sedimentation zone and DPL, interfacial co-
alescence events can be blocked due to the presence of sur-
factants. In order to simulate such events, the water release
is written as

W= W, (Do), (36)

where f (I, ) is the function introduced in equation 12 and
I, is the surface concentration of surfactants on the free wa-
ter interface.
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Proposed solution procedure

The proposed set of extensions to a traditional CFD code
will rely upon adequate customization of the code, for in-
stance through custom field functions, ¢, representing sur-
factant concentrations. In order to ensure stability and con-
sistency, a time-splitting strategy is proposed for future CFD
simulations of separation processes, as shown schematically
in Figure 4.

Variables at time
step m-1

% - Solve flow, turbulence and PBM based

OE) on [u™, o™,..,n™"] to obtain [u™, o"..., nml

2 - Perform phase inversion to obtain [ o™

g - Resolve custom fields to obtain [ "].

$ - Calculate new local equilibrium concentrations,
£ surface coverage etc. based on [} 7, a™,..., n"lto
= obtain [¢,"]

- Calculate source terms based on [¢,", u™, a™,...,n"]

Variables at time
stepm

Figure 4: Proposed solution strategy for separation pro-
cesses. Red variables denote state at previous time step,
orange denotes variables which are re-initialized and green
variables denote an updated state which is passed to the next
time step.

DISCUSSION AND CONCLUSIONS

A generic modelling framework intended for CFD simula-
tions of separation processes has been presented, showing
how essential parts of such processes can be treated. Ap-
plying the proposed framework to CFD tool can in principle
allow for treatment of:

e Dynamic dispersed phases by means of population bal-
ance modelling, with possibilities for both homoge-
neous and inhomogeneous droplet populations.

e Coupled adsorption/desorption of surfactants on droplet
interfaces.

e Anisotropic convection of surfactants.
e Surfactant dependent coalescence kinetics.
e Formation of free water by means of phase inversion.

e Droplet motion control inside the DPL and free sedi-
mentation zone through a hindrance factor.

Owing to the lack of generic closure laws, for instance re-
lated to coalescence kernels in the DPL, the framework as
presented here cannot by itself be used as a general predic-
tive tool at the current time. However, it does allow for pin-
pointing which elements are required for future predictive
simulations, for instance coalescence rates within the DPL,
water release models, adsorption/desorption kinetics of sur-
factants etc. Moreover, the proposed framework allows for
testing and development of new closure laws within a cou-
pled environment, thus allowing users to for instance study
the influence of flow features in the sedimentation zone upon
the water release rate. This feature is necessarily also useful
when designing experiments.
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ABSTRACT

Flighted rotary dryers are large industrial devices
which are commonly used to dry mineral ores and
mineral concentrates, as well as other valuable
commodity products. They are high capital cost units
as well as large consumers of energy. Solids
movement and energy exchanges within these
devices occurs via a range of complex mechanisms
that involve rolling and bouncing in a dense bed of
solids, as well as the falling through a cross-flowing
gas stream in lean particle curtains. Although a
fundamental approach is attractive, full CFD
simulations of such devices would be prohibitively
expensive. The complexity of such a model would
preclude its use for design and control applications,
which are the most prevalent concerns to industry.
Pseudo-physical compartment modelling is a
powerful alternative technique that can be used to
reproduce, in a physically meaningful way, the
important characteristics of dryers such as residence
time distributions and loading states. This scalable
modelling approach also provides a convenient multi-
scale structure that facilitates the representation of a
system (in this case a flighted rotary dryer) as a series
of smaller, distinctive, interacting phases. It is these
smaller phase structures, such as the air-borne phase,
that are suitable for modelling with either CFD or
DEM type approaches. In this paper CFD modelling
of single particle curtains and multiple side-by-side
particle curtains is presented, with particular
emphasis on quantifying gas induced drag and gas
penetration into the curtain phase. The results are
discussed in terms of their suitability to integrate
CFD derived phase information within the broad
process model. The simulations described in this
paper provide valuable insights into the dryer design
considerations such as flight serrations and axial
flight staggering. The methodology presented in this
paper provides an example that could be adapted to
enable the evaporation, convection and radiation heat
transfer in curtains to be accounted for.

Keywords: CFD, compartment model, particle
curtain, drag, multi-scale, dryers

INTRODUCTION

Flighted rotary dryers (FRD's) are used extensively in
a range of industries for control of the temperature
and moisture content of free flowing, particulate
solids, such as grains, sugar, and mineral ores as
shown in Fig.1. FRDs range from small bench scale
apparatus in pharmaceutical manufacturing, to 30m
long, 6m diameter, industrial ore dryers. FRDs offer
simplicity, low operating costs, and handle a wide
range of throughputs and feed-stocks. Due to their
size, rotary dryers often represent a significant capital
expense. Thus it is necessary to have a good
understanding of dryer operations and design features
to ensure that the unit meets desired operational
requirements.

Many different types of flighted rotary dryers exist,
including multi-pass units and units with centre fills.
However the simplest and most common flighted
rotary dryers consist of a rotating, inclined drum with
lifters or flights fitted to the internal walls. Moist
solids are fed into the dryer at one end where they are
collected in the flights. The flights carry the solids
into the upper half of the drum, where they are
released in a series of continuous curtains across the
width of the dryer (see Figure 1). These particles fall
under the influence of gravity and return to the floor
of the dryer where they are collected once again by
the flights. Axial transport of solids within the dryer
is caused by the slope of the drum and occurs via
both the cascading off flights and rolling/kilning
motion. Drying gasses, commonly air or combustion
gasses, are fed through the dryer either co- or
counter-currently. These interact with the falling
curtains of solids, removing heat and moisture and
creating drag forces that will influence the curtains of
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falling particles, causing dispersion of the solids
within the dryer. The rolling solids also interact with
the drying gasses, but to a lesser extent.

Whilst flighted rotary dryers are widely used and
have been widely studied, their complex solids
transport behaviour and the difficulty in integrating
solids transport and heat and mass transfer
phenomena have proved to be significant stumbling
blocks. As a rotary dryer and the behaviour of its
contents are three-dimensional, a comprehensive
model of a dryer would need to be three-dimensional
in order to capture the full detail of the solids
transport. Furthermore, both granular flow (flight and
kilning solids) and pneumatic flow (curtaining solids)
occur within these devices and particle numbers in a
full scale unit are enormous. Clearly, a rigorous fluid
dynamic or discrete element model of the entire dryer
is not feasible. Unfortunately, simple empirical
models have been shown to be unable to predict the
full behaviour of the system (Cao and Langrish
(1999), Lee et al. (2009)).

Active

Y

Passive

Active Phase

Passive Phase

Figure 1. Cross section of an operating flighted rotary
dryer (below) and the corresponding pseudo-physical
compartment model (above). The light-shaded solids are
the airborne solids (curtains) and the patterned solids are
the flight and drum borne solids.

Early semi-empirical applications of compartment
modelling of FRD's by both Matchett and Baker
(1987) and Duchesne et al (1996) led to the
development of more realistic representations of
dryers. The model structures were capable of
reproducing typical dryer experimental observations
such as residence time distributions. The important
model features developed in these works were the use
of a twin tanks in series model structure, where one
tank represented the flight and drum borne solids and

the other tank represented the airborne solids (see
Figure 1). Sheehan et al. (2005) and Britton et al.
(2006) extended this work by developing a multi-
scale flighted rotary dryer model, integrating
physically-derived model parameters into the
compartment model structure, in an approach they
called pseudo-physical compartment modelling
(PPCM). In this approach, scalable dynamic models
were derived and the effects of internal geometry,
operating conditions and solids flow properties on
dryer performance could be accurately predicted.
Each well-mixed tank was defined by its
corresponding  dynamic mass and  energy
conservation equations, as well as geometric capacity
constraints. A separate unloading flight geometry
model was used to generate model parameters
controlling the flows in and out of each tank or phase.
The PPCM is an adaptable model framework, and it
has been successfully used to model a full-scale zinc
concentrate dryer with both flighted and unflighted
sections (Ajayi, 2011) and a fluidised drum
granulator (Rojas et al., 2010).

In the discussion that follows, we describe aspects of
the process model in sufficient detail as to make
obvious the potential to utilise CFD simulation to
generate model parameters within the PPCM. In
particular, we emphasise model parameters (such as
the airborne solids residence time) that are
responsible for moderating the flow and quantity of
solids that enter the airborne phase.

The movement of solids between different phases is
primarily due to the action of the flights lifting and
discharging solids within the dryer. Cascading solids
will be transported axially to the neighbouring dryer
elements (i.e. tank) due to dryer inclination as well as
gas-drag. Solids also roll or kiln along the drum base
due to dryer inclination. Lee and Sheehan (2010)
showed that for a free flowing material which
discharges continuously from the flights, the
discharging behaviour of a flight as it travels around
the circumference of the dryer can be calculated
solely from the geometry of the flight and drum, the
amount of solids present in the flight, and the solids
dynamic angle of repose. Thus, an unloading profile
of the flight (mass flow versus time) can be
calculated.

In previous examples of the PPCM, the geometric
unloading profile was linked to a single particle
model (SPM), which is used as an approximation for
bulk curtain behaviour. Using the trajectory of an
average particle, Newtons equations of motion are
solved to obtain average properties that are then used
to approximate the curtain behaviour. In particular,
approximate air-borne and flight-borne residence
times are used directly as the inter-phase transport
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coefficients. For example, the solids flow rates out of
each compartment in the model are calculated using

the form F, =m, /T, where F, is the flow rate of

I 1
solids leaving compartment iand m; and t are the

solids holdup and residence time in compartment i,
respectively. We propose that CFD simulation of
particle curtains could be used instead of the SPM to

determine more realistic values for t . Additionally,

the SPM is used to calculate the axial advance for the
average particle experiencing drag from cross
flowing gas. Which is used within the PPCM to
constrain tank lengths and to apportion flows to the
surrounding tanks (Britton et al., 2006). CFD could
be utilised in this context as well. Referring back to
the broad PPCM framework, because smaller
distinctive zones are defined within the larger unit
model, it facilitates the integration of more
sophisticated modelling (using CFD or DEM for
example) of the individual phases.

In this paper we use the case study of a flighted
rotary dryer as context for describing new CFD
modelling of drag within particle curtains. We
describe the CFD modelling of a single cascading
curtain as well as multiple cascading curtains and
also discuss the potential for embedding CFD derived
information within multi-scale process compartment
models.

CFD curtain modelling

A number of researchers have studied the effects of
the gas-solids interactions in the active phase on the
solids transport operations within a rotary dryer.
Obviously, the moving stream of drying gasses will
result in a displacement of the falling solids due to
drag effects. Previous research has demonstrated that
the gas-solids interactions within a rotary dryer are
complicated. Simplifications of the system, such as
the extremes of assuming isolated spherical particles
(maximum drag) or flat-plate behaviour (minimum
drag) (Baker, 1992), are generally insufficient.
However, modelling the gas-solids interactions
within a single curtain of falling solids is well within
the capabilities of current CFD packages.

In order to model the gas-solids interactions
influencing the active phase, a multi-phase CFD
approach was implemented in Ansys CFX® 5.7.1.
Due to the large number of solid particles present a
Lagrangian method was not feasible, whilst the solid
curtain was not considered dense enough to warrant
the use of a granular model for the solids. Thus an
Eulerian-Eulerian approach was used with a full
buoyancy model and a k-¢ model for turbulence.
Although the k-¢ model remains the industry
standard, and has been widely used to model gas-

solid systems (Du et al. (2006) for example), it's
accuracy has been noted to depend on the use of
sufficiently fine mesh and time step (Fletcher et al.
(2006)). Uncertainty in the choice of turbulence
modelling  emphasizes the  importance  of
experimental data to validate model predictions. In
this work we draw confidence in our model choices
and the resulting simulation results, from prior
studies comparing experimental (isothermal) curtain
profiles to the simulated curtain profiles that were
determined using the same model approach, but for a
scaled-down system. In those wind tunnel studies
(Wardjiman et al. (2008, 2009)), both free falling
curtains in still air and free falling curtains exposed to
cross flowing gas were examined. Good agreement
between the experimental and simulated results was
obtained under both scenarios. Wardjiman et al.
(2008, 2009) found that a cutoff solids volume
fraction of 5.6x10™ corresponded well with the
experimentally observed curtain boundaries, and a
similar threshold of 4.3x10™ has been used in this
work. However, to ensure complete confidence in the
results presented in this paper, a comprehensive set of
experimental data for curtain profiles would be
required.

Gas-solids interactions occurring within a full rotary
dryer are complex, with multiple flights unloading
solids at different locations. Each of these individual
curtains will have different mass flow rates, particle
velocities and solids volume fractions, and the
presence of the curtains will affect the flow of gas
through the dryer. In this work, two series of
simulations were conducted. The first studied a single
curtain of solids falling perpendicular to a moving
gas stream (i.e. a single curtain in isolation) and the
second examined multiple parallel curtains to
determine whether the presence of multiple curtains
affected the displacement of solids and extent of gas
penetration.

Single Curtain Studies

In order to achieve meaningful results from the single
curtain simulations, it was necessary to determine a
set of initial conditions that would represent the
average gas-solids interactions for the falling curtain
in a typical industrial dryer. The curtain conditions
for the average fall path of a particle were used,
based on the predictions of the geometric unloading
model of Lee and Sheehan (2010) and experimental
observations (Lee, 2008). These gave an initial
curtain width of 18 mm with an initial vertical
particle velocity of 1 m/s and a mass flow rate per
metre of flight length of 5.18 kg/m-s. The single
curtain studies were simulated in a tunnel 0.8 m long,
0.52 m wide and 2 m tall. Solids were introduced
through an 18 mm wide variable length inlet along
the centreline of the tunnel, allowing a 0.1m entry
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zone for the gas stream. Turbulence was modelled
using the k-¢ model and a full buoyancy model was
used. Drag forces were modelled using the Schiller-
Naumann (Schiller and Naumann, 1935) equation
assuming a particle size of 850 um.

The numerical domain was discretised with a 9 mm
tetrahedral mesh applied to the region occupied by
the particle curtain and extended for a minimum of
50 mm beyond the expected curtain boundaries. The
remainder of the tunnel was discretised using a
maximum mesh size of 35mm, resulting in a total
mesh of 136,000 nodes. The system was solved using
the inbuilt Automatic Timescale calculator in CFX
5.7.1 (Ansys CFX (2006)) until all residuals were
less than 10™, or 100 iterations had been performed.
The gas velocity at the inlet to the duct was specified
at the experimental conditions and at the solids inlet,
the mass flow rate, velocity and initial solids volume
fraction were specified. The inlet solids volume

fraction of solids, r,, , was calculated based on

experimental data using the following equation

Moo = —P  where M . is the mass flow rate of

P U A
solids entering the system, Uq is the initial velocity of
the solids entering the duct, and A is the cross-
sectional area of the solids inlet. At the downstream
end of the duct, the boundary was defined as an outlet
boundary, such that material can only exit the system

Leading

A/Edge

through this boundary. In the absence of
experimental data, the gas and solids inlets were
given a turbulence intensity of 5% (Ansys CFX
(2006)). The remaining boundary conditions were
governed by the no-slip condition.

In order to test the influence of gas velocity on the
curtain displacement, simulations were conducted
with a curtain length of 0.5m, and gas velocities of
0.5 m/s (slow), 1 m/s (normal gas velocity for rotary
dryers) and 2 m/s (fast). Although not presented here,
simulations were also conducted with 5 different
curtain lengths (i.e. axial distances) to study how far
the moving gas stream penetrated the falling curtain,
and how solids displacement varied with curtain
length.

Figure shows the simulated results for the curtain
profile measured at the centreline of the tunnel, for a
0.5 m long curtain at different gas velocities. It can
be clearly seen that the gas velocity has a significant
effect on the leading edge of the curtain, with
increasing gas  velocities  causing  greater
displacement of the solids. At the trailing edge
however, the profile is very similar at both 0.5 m/s
and 1 m/s, with the solids falling almost vertically
under these conditions. It is only with a gas velocity
of 2 m/s that the gas is able to fully penetrate and the
trailing edge of the curtain is displaced.

Trailing
Edge

Figure 2. Solids curtain profile at different gas velocities (0.5 - 2m/s).

Figure shows a colour map of the horizontal
component of the gas velocity for the 1 m/s
simulation. These measurements were taken in the

horizontal plane at a height of 1 m above the tunnel
floor (arbitrarily chosen to illustrate the behaviour of
the system), with the gas being introduced from the
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bottom of the figure. The black line indicates the
edge of the particle curtain (defined as a solids
volume fraction of 0.43x10°®). Figure clearly shows
the gas being channelled around the solids curtain,
with increases of up to 25% in the gas velocity being
observed around the curtain. It can also be seen that
the moving gas only penetrates a short distance into
the solid curtain, producing an area of negligible
horizontal velocity throughout large portions of the
curtain. Figure shows the same measurement as
Figure for an initial gas velocity of 2 m/s, and again
gas velocities up to 25% greater than the initial
velocity can be observed. Clearly, the increased gas
velocity has a significant impact on the leading edge
of the curtain, causing appreciable curtain
displacement and compression. It can also be seen
that the moving gas penetrates deeper into the curtain
than in the 1 m/s simulation, however there is still an
area of negligible horizontal gas velocity throughout
large portions of the curtain. Given that flights are
often staggered to maximise gas-solid interactions,
these results provide useful guides to appropriate
spacing. In industry flights are typically staggered at
around 1-2 m intervals, yet this study suggests that
staggering of between 10 and 20 cm would be more
effective in promoting gas penetration.

Gas
Flow

Figure 3. Horizontal gas velocity colour map at 1 m above
tunnel floor (1 m/s initial gas velocity, 0.5 minlet, 5.18
kg/m.s solids flow rate). Units are m/s.

Gas
Flow

Figure 4. Horizontal gas velocity colour map at 1 m above
tunnel floor (2 m/s initial gas velocity, 0.5 minlet, 5.18
kg/m.s solids flow rate). Units are m/s.

From the results of these simulations, it is possible to
assess curtain displacement resulting from changes in
gas velocity. Figure shows the trend in the
displacement of the curtains leading edge over a fall
of 2 metres at the gas velocities studied. The curtain
displacement is well represented by a second order
polynomial, which reconciles with fact that drag is
proportional to velocity squared.

Simulations such as this provide an example whereby
CFD can be used to generate correlations to use in
up-scaled process models such as an industrial FRD,
modelled using the PPCM framework. In this case,
PPCM parameters (e.g. curtain displacement) could
be derived as functions of operating variables such as
gas velocity. Extensions would include the effects of
variations in solids flow rates and particle size into
these CFD derived correlations. Furthermore, using
averaged CFD curtain properties such as the fall time
(i.e. mean residence times in the active phase), can be
used to replace SPM predictions. This would be
advantageous because it is well known that drag in
curtains is different to that experienced by isolated
single particles (Hurby et al. (1988)).

The predicted displacement of the solids due to gas-
solids interactions appears small in comparison to
those reported by Baker (1992), which is likely due
to and different initial conditions of the curtain. In
these simulations, the initial conditions were taken
using experimental data from a flight unloading
apparatus with an un-serrated flight (Lee and
Sheehan, 2010). However, most industrial dryer use
serrated flights, which create a broader, less dense
curtain. This reduced density allows greater gas-
solids interaction and thus greater displacement of
solids. Another possible factor affecting the results is
the interactions between curtains. In a system with
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multiple curtains there will not be as much space
available for channelling around the curtains, which

may cause greater interactions between the gas and
solids.

Figure 5. Simulated single curtain displacement over 2 metres at different gas velocities.

Multiple Curtain Studies

The phenomenon of channelling of the gas flow
around the falling curtains in a rotary dryer was first
considered by Baker (1992) as part of his studies into
the gas-solids interactions. In a system with multiple
curtains, the gas flow should channel between
curtains, resulting in channels of high gas velocity
that may influence solid particles at the curtain edges.
In order to understand channelling behaviour, a series
of simulations were conducted using multiple
curtains with different spacing between curtains.

CFD simulations were conducted using the average
particle curtain properties used for the single curtain
simulations for all curtains, which is a reasonable
approximation for the middle of the unloading profile
where the unloading rate is reasonably constant. The
simulations were conducted using a tunnel 500 mm
high, 340 mm across and 800 mm long. A smaller
system geometry (compared to the single curtain
simulations) was used due to the greater mesh
requirements to resolve the gas-solids interactions for
the multiple curtains. Solids were introduced along
the top of the tunnel starting 100 mm from the gas
inlet, and allowing 200 mm between the end of the
inlet and the end of the tunnel. The tunnel was
discretised with an 8.4 mm tetrahedral mesh across
the entire tunnel, resulting in 368,780 nodes. Four
simulations were run with curtain spacing varying
between 50 mm and 80mm. Curtains were equally
spaced across the tunnel, with the two outermost
curtains extended to reach the wall to prevent gas for
being channelled along the wall without affecting the
curtain. Due to the fixed size of the tunnel, the

constant curtain spacing meant that the number of
curtains present in the simulations also varied with
curtain spacing, making extrapolations based on total
curtain numbers difficult.

Figures 6 to 7 show the simulated solids volume
fraction at a horizontal cross-section 0.25 m above
the floor of the tunnel (halfway through the fall) for
the different curtain spacing, with gas entering from
the right hand side at 1m/s. The black boxes show the
location of the solid inlets. As can be seen, with a
curtain spacing of 50 mm, the curtains have merged
to form a single broad curtain, but as the curtain
spacing increases to 80mm, individual curtains begin
to become apparent. This agrees well with the results
reported by Wardjiman et al. (2009). In these
experiments, it was observed that falling curtains of
solids with high solids volume fractions tended to
expand until a stable state was reached. They
proposed that this was due to the difference in
pressure inside the curtain compared to outside,
causing the curtain to expand until the pressures
equalised. This explains the expansion of the curtains
observed in the multiple curtain simulations, resulting
in the merging of the curtains into a uniform phase
when the curtain spacing is small enough.
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Figure 6. Solids volume fraction colour map at 0.25 m
above tunnel floor with 50 mm curtain spacing.

Figure 7. Solids volume fraction colour map at 0.25 m
above tunnel floor with 80 mm curtain spacing.

This means that at low curtain spacing, where the
curtains have merged into a single uniform phase, the
gas flow through the curtain should also be uniform,
as there are no regions of reduced solids volume
fraction through which the gas will channel. As the
curtain spacing increases, and individual curtains
become distinct, and the regions of lower solids
volume fraction between the curtains will allow for
the gas to be channelled. This effect is seen in
Figures 8 and 9, which show the gas velocity profile
through the same cross-section of the tunnel. The
thick black line indicates the contour of a solids
volume fraction of 4.3x107,

Figure 8. Horizontal gas velocity colour map at 0.25 m
above tunnel floor with 50 mm curtain spacing. Units are
m/s and the inlet gas velocity is 1m/s.

Figure 9. Horizontal gas velocity colour map at 0.25
m above tunnel floor with 80 mm curtain spacing.
Units are m/s and the inlet gas velocity is 1m/s.

As can be seen, the channelling of gas flow between
the curtains increases with increasing curtain spacing.
At a curtain spacing of 50 mm and a fall height of
0.25 m, the gas velocity through the combined
curtains is close to uniform, whilst at a curtain
spacing of 80 mm significant channelling of the gas
flow can be seen. Larger velocity differences
between the cross-flowing gas and falling solids
within the curtains would lead to enhanced heat and
mass transfer. Clearly CFD simulations involving
heat and/or mass transfer would be an important step
defining these potential enhancements and would
have significant repercussions for flight design.
Particularly selecting the appropriate number of
flights/curtains. In these simulations, it can be seen
that there is significant gas wvelocity within the
curtains, unlike the single curtain experiments where
the gas velocity within the curtain could be
considered negligible in comparison. This increased
gas velocity within the falling curtain of solids would
result in an increased displacement of the solids
compared to the single curtain simulations, as was
shown in Figure 10. Figure 10 shows the profile of
the falling curtain, defined by a solids volume
fraction of 4.3x10°, for the different simulations
compared to the single curtain simulation with the
same initial conditions. The curtain profile was
measured along the centreline of one of the solid
inlets.



A. Lee, M. Sheehan, P. Schneider

Leading

&« Edge

Trailing —»
Edge

Figure 10. Curtain profiles for different curtain spacing and cross flowing gas at 1m/s.

It can be clearly seen that the single curtain
simulation predicts less displacement of the solids
curtain, due to the channelling of the gas around the
curtain. It can be seen that the effects of the gas-
solids interactions occur primarily at the leading edge
of the curtain, with a significant displacement of
solids being observed.

CONCLUSIONS

The pseudo-physical compartment model is presented
as a convenient structure to reduce the size and scale
of modelled phenomena whist maintaining physical
realism. In this case, a flighted rotary dryer is
modelled in such a way that the behaviour of falling
curtains of particles is isolated and emphasised.
Eularian-Eularian CFD simulations of gas induced
drag on the curtain phase within a flighted rotary
dryer are described. Both single curtain simulations
and multiple curtain simulations are presented.
Examples illustrating the use of CFD results to
develop correlations suitable for use within the
PPCM are described.

Single curtain  simulations show  substantial
channelling of gas around the sides of the particle
curtain, leading to reduced particle drag (except at the
leading edge) and low levels of gas penetration
(20cm or less at 2m/s gas velocity). However,
simulation of multiple curtains lead to more
significant gas penetration that is dependent on the
curtain to curtain spacing distances. In terms of
particle drag, the displacements of solids in the single
curtain simulations with 850 pum particles are less
than expected. The simulations conducted in this

study used data measured from unserrated flights,
resulting in thinner, denser curtains, that potentially
under-predict solids displacement that would be
observed when using serrated flights. An
experimental study of the unloading behaviour of
serrated flights is necessary in order to develop a
better model for the gas-solids interactions in flighted
rotary dryers.
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ABSTRACT

CFD is used to study liquid spreading in gas-liquid co-current Latin Symbols

trickle-bed reactors using two-fluid approach. In order to
propose a model that describes exhaustively all interaction
forces acting on each fluid phase as well as dispersion
mechanisms, a discussion of closure laws available in
literature is proposed. Liquid dispersion is recognized to result
from two main mechanisms: capillary and mechanical. The
proposed model is then implemented in two trickle-bed
configurations matching with two experimental set ups (Boyer
et al.,, 2005 and Marcandelli et al.,, 2000). In the first
configuration, simulations on a 2D axisymmetric geometry are
considered and the model is validated upon a new set of
experimental data. Liquid distribution obtained frompray
tomography is provided for different geometrical
operating conditions.

In the second configuration, a 3D simulation is considered and
the model is validated upon experimental liquid flux patterns
at the bed outlet. A sensitivity analysis of liquid spreading to
bed geometrical characteristics in terms of particles diameter
as well as to gas and liquid flow rates is proposed. The model
is shown to be in good agreement with experimental data and
to predict, accurately, tendencies of liquid spreading for
various geometrical bed characteristics and phases flow-rates.

and

Keywords: trickle-bed reactors, liquid spreading, capillary
dispersion, mechanical dispersion, CFD, two-fluid model.

NOMENCLATURE
Greek Symbols
ay = Vi Saturation of phase K [-]
Vi

k=l,9
£ Vi Volume fraction of phase k [-]
£ Bed void-fraction [-]
m Dynamic viscosity of phase k, [kg/m.s]
oK Density of phase k, [kgfin
g Surface tension, [N/m]

Inertial resistance tensor [t

Ck

Ek Viscous resistance tensor fin

dy Particle diameter, [m]

E, E Ergun constants, [-].

'Egs 'EI Gas-solid and liquid-solid interaction forces, [N

s

'Elk Gas-liquid interaction force, [NA).

E . Total dispersion force exerted on phase k, film
D,

F Dmechk Mechanical dispersion force exerted on phase k, {Nm

mecHh)

F Capillary dispersion force exerted on liquid phase,
Dcap,| [N m-3]

g Gravity vector, [m/§

Mg Maldistribution index, [-]

N Number of liquid collectors, [-]

p Pressure in gas phase, [Pa]

Pe Capillary pressure, [Pa]

Q Liquid flow rate on collector of index i, [fs]

Qmean Mean liquid flow rate, [rfs]

Qs Gas flow-rate, [rifs]

Q Liquid flow-rate, [ri/s]

Riet Liquid jet width [m]

Sm Spread factor [m]

Uk Velocity vector of phase k, [m/s]

Up,k Drift velocity vector of phase Kk, [m/s]

Vi Volume of phase k [fh

= Superficial liquid velocity, [m/s]

Vse Superficial gas velocity, [m/s]

\Y Elementary volume [

Swb/superscripts

k=g, | Gas and Liquid.
i collector index
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INTRODUCTION

Trickle-bed reactors are widely used in refining
industry, particularly in hydro-treatment processes, and
continue to mobilize R&D efforts, especially with the
growing constraints on sulphur level in diesel and
gasoline (Boyer et al., 2005; Martinez et al., 2012). In

these reactors catalyst particles are packed to form a

fixed bed where, most commonly, liquid and gas
reactants flow downwards in cocurrent mode of
operation (Wang et al., 2013).

Liquid distribution in trickle bed reactors is a key
hydrodynamic criterion for the reactor performance. A
poor liquid distribution can basically result in poor
utilization or precocious deactivation of the catalyst and
may induce local hot spots and low reactor efficiency
(Atta et al., 2007; Martinez et al., 2012). It is therefore
crucial to investigate liquid spreading in trickle-bed
reactors and, ideally, develop predictive models to solve
for liquid distribution based on fundamental
understanding of hydrodynamic phenomena in such
systems. Since pilot-scale experiments are usually time-
consuming and costly, their deployment could not cover
large range of operating, geometrical and physical
conditions (Lappalainen et al., 2011). Numerical
modelling has then a growing attractiveness in studying
hydrodynamics in trickle-bed reactors and should help
assess proper design of such systems.

distribution obtained from literature (Marcandelli et al.,
2000 and Boyer et al., 2005). Moreover, a new
extensive set of data regarding different bed geometries
and operating conditions is presented basedy-ay
tomography technique already validated in Boyer et al.,
(2005).

In light of the simulations, a discussion of predominant
dispersion mechanisms depending on bed geometrical
characteristics as well as operating flow rates is
proposed. Therefore, the ability of the model presented
in this work to assess accurate prediction of liquid
spreading in trickle-bed reactors is highlighted.

TWO-FLUID MODEL DESCRIPTION

In order to solve for hydrodynamics at the macro-scale
of a gas-liquid trickle-bed reactor, a two-fluid approach
has been retained. Derivation of conservation equations
at macro-scale results from averaging pore-scale Navier-
Stokes equations over representative volumes that
contain significant number of pores but remain small
when compared to trickle-bed size. Derivation of the
generic two-fluid model equations for porous media
using averaging procedure has been described in several
works (Whitaker, 1986; Whitaker, 1999).

Averaging procedure gives rise to several terms
containing pore-scale information such as local pressure
and velocity deviations. These terms require closure
laws in order to solve for the macro-scale problem
(Whitaker, 1986; Mewes et al., 1999; Liu, 1999;

Many numerical approaches have been considered so farLappalainen et al., 2008).

to solve for the two-phase gas-liquid flow in trickle-bed Mass and momentum balances are written considering
reactors. Wang et al. (2013) made a literature survey of the following average quantities for each phase denoted
trickle-bed reactors modelling and pointed out two main k (k refers to gas or liquid) over a representative volume

methods based on Eulerian description, where gas andV:

liquid are treated as interpenetrating continua: volume of
fluid method and two-fluid (or Euler-Euler) method. In

the first, a surface tracking technique is used to solve for
gas-liquid interface requiring an adapted refined mesh
which makes the method applicable for relatively small
bed scales (Raynal et al., 2007; Augier et al., 2010;

Haroun et al., 2014). The second is based on averaging

method of local mass and momentum conservation
equations where the trickle-bed is represented through
an ‘“effective porous medium” (Wang et al., 2013).
Since these models do not simulate directly the flow
over the real physical geometry, one should deal with a
closure problem where interactions with the solid
surface of particles, as well as fluid-fluid interactions
should be accounted for through specific closure laws.
In this work, CFD is used to investigate liquid spreading
in gas-liquid flow in trickle-bed reactors using two-fluid
approach. Closure laws as regards fluid-solid
interactions, gas-liquid interaction, and exhaustive

dispersion mechanisms are discussed based on literature -
survey. The retained models were then implemented as E(sgpgﬁg% 0.(e goglglg) =
body source terms in momentum conservation equations

within ANSYS Fluent 14.5 environment.

Simulations were carried out for different bed
geometrical characteristics in terms of particle diameter
and void-fraction. The impact of gas and liquid flow-
rates has been investigated as well. Simulation results
are then validated upon experimental data of liquid

k

Volume fraction of phase q:g, :VV where \{ is

the volume of phase k within the representative
volume which results in the following geometric
relation: Zsk =¢

k=g,

Average k:

is the interstitial pore-

Intrinsic velocity of phase

Uy =ij UgdV where G
Vi
\
scale velocity of phase k.
The continuity equation for phase k writes:

%(fkpk)J’i-(fkﬂkUk):O (1)

The macro-scale momentum balances for gas and liquid
phases resulting from averaging procedure over pore-
scale Navier-Stokes could be written as follows (Boyer
et al., 2005; Lappalainen et al., 2009-a, b; Fourati et al.,
2013) :

pk

)

. - - -
—EgDp+£/jd] ug+sgpgg—FgS+F” +FD,g

3, N -
Z +0(§ A GG) =
at(MM) 5040 -
~§0p+ey 0?4 +6AG-Fg +Fy +Fp



Liquid spreading in trickle-bed reactors, CFD 2014

In equations (2) and (3),5gs and IfIS refer respectively

to gas-solid and liquid-solid interaction forces due to
porous resistances (Fourati et al., 2013). Gas-liquid

interactions are accounted for using the shear t§fm
analogous to drag force in dispersed gas-liquid
flows.Fp, , and Ry, are dispersion forces in the porous

medium that apply, respectively, to gas and liquid and
include capillary as well as mechanical contributions
(Lappalainen, 2009 a, b).

Finally, the momentum balance at gas-liquid interface

writes:F, +F, =0.

* Porousresistances and gas-liquid interaction
Proposals to model gas-solid and liquid-solid
interactions in porous media are mostly inspired from
Darcy-Forchheimer formalism (Whitaker, 1996) that
allows modeling the resistance induced by the medium
geometry in a given phase. With respect to this
formalism, gas-solid and liquid-solid interactions
include viscous and inertial forces that could be written
for the three flow directions owing to viscous and

inertial resistance tensorsﬁk and Ek (Fourati et al.,
2013).

= = _ 1 o= -
Fks :_(ﬂk Dx Ty +§pkHukHCkukj

(4)

where k accounts for gas or liquid.
Attou et al. (1999) built a phenomenological

(1-¢)

£|d‘2)

2 1-£.

Kis =ai’'| Ext *Eam Ji )
P

In closure laws expressed in equations (6) and (7),
viscous and inertial Ergun constantsaad E are taken
equal to 150 and 1.75. These have been validated upon
pressure drop measurements in single-phase upward
liquid flow on 5 different liquid-solid systems (Boyer et
al., 2007).
Gas-liquid interaction force contains viscous and inertial
contributions as well and writes as follows:

Rg = Kgl(ag _GI) (8)
Where Ky is a gas-liquid interaction coefficient that
writes as follows:

Kg|:
2 1
(1—5 )2 1-¢ )3 1-g4( 1-¢ 3.
Bk ggdgg [1—;] 2P dpg [1—;] [t -
9)

e Capillary dispersion force

The Euler-Euler model described in equations (2) and
(3) allows solving for a single averaged pressure field
that equals gas pressure. Therefore a capillary pressure
model is needed to account for the pressure jugp, p

p, across gas-liquid interface due to local film
curvature. The gradient of capillary pressure induces
“capillary dispersion” that applies for the liquid by
choosing gas-phase pressure as the dependent pressure

hydrodynamic model in trickle-bed reactors based on \ariaple in the model formulation (Lappalainen et al.,
the balance of forces exerted on both phases at a particleoggg: Fourati et al. 2013).

scale. Within this formalism, the suggested porous agoy and Ferschneider (2000) phenomenological
resistance that applies to liquid is weighted by the moqel, validated upon a large range of experimental

medium tortuosity itself estimated as the reciprocal of gata, has been retained in this work to account for
the liquid saturation. Boyer et al. (2007) conjectured capillary dispersion.

that tortuosity in liquid phase depends, via liquid film

curvature (and thus surface tension), on gas inertia.
Based on experimental data for aqueous and organic
liquids, the authors suggested tortuosity to write as

a,"where a, =¢x ¢ is the liquid saturation and n values

are respectively -0.53 and -0.02.

The hydrodynamic model of Boyer et al. (2007) is
examined in this work. In addition to porous resistances,
the latter model includes gas liquid interaction force
based on a mechanistic approach. The resulting
macroscopic model allows prediction of liquid
saturations and over-all pressure drop with relative
errors as low as 8% and 16%, respectively. It has been

thus retained to model porous resistances as well as gas-

liquid interactions in the present study. By viewing
trickle-bed reactors as isotropic media, porous

resistances described in equation (4) on both phases

write as follows (Boyer et al., 2007F,5 = -K,st,  (5)

Where Ks write respectively for gas and liquid as
follow:

1
3 (6)
e

1—£g
dp

1-¢
1-&4

+ EZpg

Dcap)| :‘9|x|ij:
4
_g[sji+ 1 Fp_g( 1-¢ Jsx@m
3\l-e)dy dmin o \1-e+ea
(10)

In equation (10) the characteristic diametgy, ds
defined as the minimum equivalent diameter of the area
delimited between three contacting spheres and is
expressed as follows:

EL

dmin =

2

e Mechanical dispersion force

Mechanical dispersion is a phenomenon that occurs in
packed bed reactors in general due to the particular
geometry of the porous medium in which the fluids are
allowed to evolve. A few closure laws for mechanical

dispersion are suggested in the literature (Mewes et al.,
1999; Liu and Long, 2000; Lappalainen et al., 2008).

Lappalainen et al. (2009-b) introduced a closure law for
mechanical dispersion based on analogy with diffusion
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of passive tracers. Authors suggested that mechanical
dispersion is essential to predict liquid spreading and
has increasing effect as particle size goes up. Fourati et
al. (2013) discussed the mechanistic origin as well as the
theoretical foundation of mechanical dispersion forces in
packed beds. These authors interpreted dispersion as a
phenomenon due to local spatial fluctuations of liquid
velocity at pore scale. It is indeed the macroscopic
velocity deviation from the volume-averaged velocity
which per se causes dispersion.

Mechanical dispersion forces in liquid and gas write
respectively as follows (Lappalainen et al.,, 2009-b,
Lappalainen et al., 2011, Fourati et al., 2013):

'ED,mecm =0 Kslp +£ Ky (GD,I _UD,g) (10)

F Dmechg =a gKgsGD,g +& Kg| (GD,g _UD Y|) (11)
In these equations, ([K(k=g,l) and K, are respectively
momentum exchange coefficients and gas-liquid

Figure 1: Boyer et al. (2005) experimental apparatus

interaction coefficients previously expressed in Table 1: experimental conditions of simulated cases
equations (6), (7) and (9).
Drift velocities for liquid and gas are functions of fluid | Case Bl BZ 3 4 5 6

. . . . oyer oyer
saturation qrad|ent and write as follows (Lappalainen et ot all et all New New | New | New
al., 2009-b): (2005) | (2005)
I - S (. - e ) o do (mm) | 1.99 1.99 1.99 6 6 6
Yok =% [ Oary — (G DUU/k)m (k=gl)  (12) £ (%) 37 37 37 41| a1 41

Q. (10°

In equation (13), $is a spread factor that represents a m3/S)3 356 356 158 3%§ 3% 1258
characteristic length of liquid dispersion in a given Q;?f/ls(; 125 o5 125 | 125 25 125

trickle-bed geometry. For a given particles diametgr, S
is given by correlation of Baldi and Specchia (1976)
validated upon experimental data of tracer dispersion
over particles of different shapes and sizes (Lappalainen

y-ray tomography was used to build liquid saturation
profiles at different column sections located respectively
at 60, 280 and 780 mm from liquid inlet (Figure This

etal., 2009-b):S; = ODISXE (13) technique as well as the reconstruction algorithm used to
acquire liquid saturation maps have been extensively
SIMULATION CASES described and validated in Boyer and Fanget (2002).
The uncertainty on liquid saturation has been shown to

1- Liquid spreading from a source point : Boyer et be less than + 3%.
al. (2005) In order to simulate liquid spreading experiments

described in this section, a two-dimensional
Boyer et al. (2005) measured liquid distribution in a 0.4 axisymmetric computational grid has been considered.
m diameter and 1.8 m high packed-bed filled with Bed void-fractions are assumed constant across the
spherical glass beads usipgay tomography technique. trickle-bed for both considered particles sizes, namely,
They considered an air/water system and a diameter of 1.99 mm and 6 mm (Tably. The corresponding void-
particles of 1.99 mm. Liquid was fed from a central fractions used in the simulations are respectively, 37%
nozzle located at top of the column at a volumetric flow and 41%.
rate of 35.6E-6 fis. Gas was injected from a lateral
nozzle for two volumetric flow rates: 12.5E-3 and 25E-3 2- Liquid spreading from off-center inlet
m3/s. The experimental apparatus used by authors is distribution : Marcandelli et al. (2000)
described on Figure 1.
In addition to these measurements, a new set of data Marcandelli et al. (2000) investigated liquid distribution
based on Boyer et al. (2005) experiments is added in a 0.3 diameter and 1.3 high column packed with 2
including various particles diameters as well as liquid mm glass beads and using air/water system. These
and gas flow-rates (see Table 1). authors considered different liquid and gas feeding
configurations and measured liquid flow rate using 9
collectors of constant surface at the bottom of the
column. In this study, we chose only off-center liquid
feeding configuration where gas was fed through four 25
mm ID chimneys while liquid is injected through two
2.5mm ID orifices as illustrated in Figure 2 in the co-
current mode.
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Figure 2:a/ feeding geometry at top of the bed ; b/ collectors
geometry at bottom of the bed from Marcandelli et al. (2000).

In order to quantify liquid distribution at the bed outlet,
Marcandelli et al. (2000) defined a “maldistribution
index” ranging from 0 to 1 and calculated as follows:

Mf:

2
1 Ql =~ Qmean
where N accounts
N(N_l)z[ Qmean ]

1
for the number of collectors (9 in this case),f@ the
liquid flow rate through a given collector referenced by i
and Q.canfor the mean flow rate defined as an arithmetic
average of flow rates (equal area sampling domains)
collected at bottom of the packed bed.

Experimental data have been provided in terms of liquid
distribution profiles by means of percentage of total
liquid flow rate in each -collector as well as
maldistribution index. These authors indicated relative
errors on measured liquid flow rates in collectors
ranging from 8 to 10%.

Simulations have been carried out considering 3D grid
that represents half of the column. Void-fraction is set
equal to 39% (Llamas, 2009).

RESULTS AND DISCUSSION

Simulations were carried out within Ansys 14.5 CFD
environment. The basic Euler-Euler formalism available
within this software has been extended with User
defined Functions to account for the specific closure
laws described abov&imulations have been carried out
usng unsteady solver with implicit temporal

discretization scheme of order 2. Upwind scheme of
order 2 has been considered for spatial discretization.

1- Liquid spreading from a sour ce point

In Figure 3, liquid saturation fields as well as liquid jet
widths in simulation and experimental cases described in
Table 1 are reported at different longitudinal distances
from liquid inlet: respectively at 60, 280 and 780 mm as
defined in Boyer et al. (2005).

Liquid jet width (Re) is defined as the radial coordinate

r that indicates liquid flow extent.

Experimentally, liquid jet width is determined via the
reconstruction algorithm described in Boyer et al.
(2005). The liquid jet extent is supposed to be reached

when a sharp density gradient is detected in the radial

direction, indicating the interface between a liquid-rich
and a gas-rich region.

Numerically, determination of the extent of liquid jet for
given conditions requires a criterion on liquid saturation

or derivative thereof. In the first case, a threshold of
saturation at the liquid jet limit is to be considered
making liquid jet contours dependent on that specific
value. In this study, liquid jet width is defined as the
radial coordinate r at which a discontinuity is observed
on liquid saturation gradient in the radial direction:
a%. This criterion is deemed more objective than the
first one.

Different criteria for determination of liquid jet extent
may induce artificial discrepancies between
experimental and numerical data in terms of liquid
spreading for the same conditions. Therefore, one
should keep this in mind and focus on order of
magnitude of the results when comparing liquid jet
widths obtained experimentally and numerically.

On Figure 3, liquid jet contours obtained from CFD are
compared to experimental data. The results show that
the model allows predicting accurately the order of
magnitude of liquid jet width for all simulated cases.
Relatively highest discrepancies are obtained for
particles of diameter 1.99 mm as will be discussed
further.

Figure 3: Liquid saturation fields and liquid jet contours in
simulation cases described in Table 1, continuous curve:
simulations, discrete points: experiments

« Effect of particles diameter on liquid spreading

Experimental data in terms of.RFigure 3) show more
important liquid jet spreading for particles of diameter
6mm as compared to 1.99 mm ones at intermediate and
lower longitudinal positions (z=280mm and z=780mm).
However, for upper longitudinal position (z=60mmy; R
remains globally slimmer for 6 mm particles than for
1.99 mm ones. As far as simulations are concerned,
globally less subsequent liquid jet spreading across the
bed is predicted for 6mm particlekiquid spreading
shortage for coarser particles is essentially due to the
decrease of capillary dispersion forces with particle
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diameter. On the other hand, mechanical dispersion
forces become more important when particle diameter
increases as pointed out in Eqg.13However such
increase is insufficient to compensate for the loss due to
capillary forces thus generating less jet spreading for 6
mm particles.

Moreover Figure 3 shows very good agreement between
experimental and predicted profiles of liquid jet for
larger particle diameter. Relatively higher relative errors
are observed for smaller particle. This implies, in all
likelihood, that mechanical dispersion, though more
accurately described in the present model, is not
sufficient considering that current capillary dispersion
force tends to inflate liquid spreading for particles of
small diameter.

More experimental studies are still needed to confirm
liquid dispersion dependence on particle sizes. From a
numerical point of view, accuracy of the two-fluid
model for a large range of particle diameters should be
enhanced. Future modeling work should address both
dispersion mechanisms, namely, capillary and
mechanical. The two latter mechanisms are in
competition but both keep having significant order of
magnitude over the tested range of particles diameter.

« Effect of liquid flow-rate on liquid spreading

Experimental data show that an increase in liquid flow-
rate leads liquid jet to widen at upper and intermediate
elevations of the trickle-bed (~35% wider) then to
tighten for lower longitudinal positions (~12% tighter).

~7%. More important liquid jet confinement is obtained
in experiments.

Figure 4: Liquid iso-saturation contours fop=l.99 mm,
discontinuous line: g}lZ.SE-OSrﬁ/s, continuous line:
Q,=25E-03ni/s

2- Liquid spreading from off-center inlet

distribution

Figure 5 shows liquid saturation contours in the
simulated trickle-bed in the particular configuration of
two liquid injection points (Figure 2-a) considered in
Marcandelli et al. (2000) experiments. One could notice
liquid spreading along the column. Dissymmetry of

Such observations are persistent for both particle sizes llquid patterns is kept but still attenuated at lower

examined in this work.

Simulations predict basically liquid jet widening at top
of the trickle-bed (~18% wider) when liquid flow rate

increases but liquid jet extent remains almost

unchangeable at deeper downstream bed locations.

Increase of liquid jet width near the trickle-bed top for
higher liquid flow rates is explained by important liquid

velocity at the bed entrance in single-point injection
conditions. This results in higher mechanical dispersion
force (Eqg. 11, 12 and 13) and consequently wider liquid
jet at top of trickle-bed.

For lower positions, experimental impact on liquid jet
extent is more moderate. Discrepancy with numerical
results at this position could be partly attributed to the
difference between the CFD and experimental criteria
used for determination of liquid jet extent as explained
earlier.

« Effect of gas flow-rate on liquid spreading

Experimentally, increasing gas flow rate does not
influence liquid spreading near the bed inlet but causes
jet confinement for downstream positions (~15% tighter
liquid jet). This is basically observed for both particle
sizes examined in this work. Figure 4 presents evolution
of constant liquid saturation lines obtained from
simulations in cases 1 and 2 (Table 1). Liquid jet
confinement is well reproduced by simulations since
constant liquid saturation lines are translated towards
smaller radial coordinates when gas flow rate increases.
Based on Figure 4, liquid jet width reduction is only

positions of the trickle-bed.

In order to characterize liquid distribution at the bed
outlet, ratio of liquid flow rate in each virtual collector
(Figure 2-b) to total liquid flow rate is calculated. Figure
6 shows good agreement between experimental and
numerical data bearing in mind relative errors on
measured liquid flow rates that range between 8 and
10% (Marcandelli et al., 2000).

Moreover simulation predicts a global maldistribution
factor of 27% which is quite close to this reported by
Marcandelli et al. (2000): 23%.

Atta et al. (2007) attempted to simulate Marcandelli et
al. (2000) experiments as well. The model proposed by
the authors predicts well liquid distribution in
homogeneous inlet conditions but failed in predicting
the flow in the case of decentred liquid injection. This is
in all likelihood due to the absence of dispersion forces
in the k-fluid model considered by the authors. In fact,
simulations carried out in this study without taking into
account capillary and mechanical dispersion forces
showed negligible spreading of liquid in the trickle-bed.
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Figure5: contours of liquid saturation obtained by simulation
in the case of Marcandelli et al., (2000) experiment. a/ on the
entire domain, b/ on the symmetry plane

Figure 6: liquid distribution at bottom of the trickle-bed in
terms if % of total liquid flow rate. a/ experimental results
(Marcandelli et al., 2000), b/simulation results

CONCLUSION

In this work, a two-fluid model is proposed and
validated to simulate hydrodynamics in trickle-bed
reactors in terms of liquid spreading. Closure laws are
discussed in order to account for fluid-solid interactions,
fluid-fluid interactions as well as dispersion forces
induced by the medium geometry and phasic inertia. The
model includes exhaustive description of dispersion
mechanisms that contribute to liquid dispersion, namely,
capillary (Attou and Ferschneider, 2000) and
mechanical (lappalainen et al., 2009-b). In order to
validate the model, simulations have been conducted in
experimental conditions described in the studies of
Boyer et al. (2005) and Marcandelli et al. (2000). In the
first configuration, liquid is injected in the trickle bed
from a centered single feeding point located at top of the
bed. The second configuration corresponds to an off-
center injection resulting in 3D flow patterns.
Calculations in the first feeding conditions show
satisfactory agreement with experimental data in terms
of liquid jet extent at different bed positions. A
sensitivity analysis to bed geometry in terms of void-

fraction and particle sizes has been assessed. It has beeRy yje-bed viay-

shown that mechanical dispersion is predominant over
capillary dispersion for growing particle diameter.

Accuracy of k-fluid model has been pointed out based
on a good concordance with experimental data, mainly
for big particles for which mechanical dispersion

mechanism is predominant. Gas and Liquid flow rates
impact on liquid spreading has been also investigated.
Liquid flow rate is shown to enhance liquid spreading

near the bed inlet but not to engender subsequent over-
all spreading across the bed. Gas flow rate increase is
shown to engender a moderate liquid jet confinement
across the trickle-bed. Simulation data inherent in this
liquid feeding configuration are compared to data of
Boyer et al. (2005) as well as to a new set of data based
on the same method. Finally, a simulation is made in the
off-center liquid injection conditions described in
Marcandelli et al. (2000). The developed 3D model
allows predicting accurately liquid flow patterns in this
case.

Provided it is used in conjunction with pilot-scale
experimental studies, CFD is shown to be a powerful
and complementary asset to predict flow-structure
hydrodynamic phenomena in trickle-bed reactors. In
order to enhance the model prediction for different
geometrical and operating conditions, extensive
experimental data are still required in order to confirm
liquid spreading tendencies for significant range of
particles diameter and phases flow rates. Improvement
of capillary and mechanical dispersion models for
trickle-bed reactors at different operating regimes is also
required.
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ABSTRACT

In lab-scale fixed bed reactors, void fraction is dependent on
the solid loading procedure. In this work we are interested in
determining whether void fraction has an impact of the reactor
apparent performance using direct numerical simulation of the
reactive flow in structured (periodic) arrays of spheres (simple
cubic, body centred cubic and face centred cubic). The
apparent conversion has been simulated varying the following
parameters: fluid velocity, kinetic constant, molecular
diffusion, lattice spacing has been performed.

Reactor apparent conversion in structured periodic arrays of

spheres depends mostly on sphere arrangement and to a lower

extent on sphere spacing. In structured periodic arrays, void
fraction is not a good predictor of overall reactor performance.

Sensitivity to void fraction increases in presence of mass
transfer limitations.

Tortuosity, that is the amount of interaction between flow

channels, favours transverse dispersion and thus lowers mass

transfer limitations (or equivalently favours higher
conversions). We therefore expect better transverse dispersion
and mass transfer coefficient in random packed-beds than in
structured ones.

For all packing, effect of void fraction can be significant when

the ratio u/k is lower than 0.1: is when reaction is relatively

fast compared to convection. This is coherent with the

classical knowledge that mass transfer coefficients increase
with velocity. When operating at constant contact time, this

favours design of unstructured, long and narrow reactors.

Keywords: Chemical Reactors, Packed beds, Multiphase
mass transfer.

NOMENCLATURE

Greek Symbols

0 Mass density, [kg/fh

u Dynamic viscosity, [kg/m.s]
Latin Symbols

bcc body centred cubic structure
c concentration [mol/fh

d, particle diameter [m]

fcc face centred cubic structure
k surface kinetic constant [m/s]
sC simple cubic structure

u inlet velocity [m/s]

z vertical coordinate [m]

Dnm molecular diffusion [rfis]
L lattice expansion factor compared to compact
case
Lo lattice expansion used as referenggs 1.01
RD, Relative Difference to the L=¢lcase
RD _ Cout,L - Cout,L0
L=
Cout,L0

Dimensionless numbers

B Biot Bi =~
0 | =
i i D,
R k
Da Damkohler Da=a
u.dp
Pe Peclet Pe= 5

INTRODUCTION

In lab-scale fixed bed reactors, void fraction is

dependent on the solid loading procedure. Despite all
precautions, it can never be exactly equal when
repeating loading. The only practical criteria available

to ensure that a reactor is correctly loaded is the
repeatability of the packed bed height, and hence is
based on the average void fraction. To our knowledge,
no experimental results support this approach and we
are interested in investigating the effect of void fraction

on reactor overall reaction rate.

Direct numerical simulation of flow in fixed bed
reactors for single phase flow has been performed for
many years with various computations methods such as
Finite Volume (Wachs, 2010), lattice-Boltzmann
(Maier, 1998) in structured or random packed beds.
Recent trends are about improving numerical methods,
dealing with packing of complex shaped objects (non-
convex), or larger systems (parallel computing). Freund
(2003) demonstrated simulating reactive transport in a
random packing. Gunjal (2005) simulated heat transfer
as function of Reynolds number in structured array of
spheres and not as function of void fraction. Recently
Rong (2013) simulated the effect of void fraction on
pressure drop. So far, the link between void fraction and
reactivity has not been studied.
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In this work, we will use DNS to simulate laminar flow
and reactive transport in regular structures. We use
Comsol Multiphysics, a commercial software package
based on finite elements. We take for granted that it has
been validated on the basic fluid dynamics problems
that are laminar single phase flow and scalar transport.
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MODEL DESCRIPTION

Geometry 0.30 0.40 0.50 0.60

Three structured packing of identical spheres have been Void fraction
studied (Figure 1, Figure 2): simple cubic (sc), body Figure 3: Specific liquid solid contact area for all 3
centred cubic (bcc), and face centred cubic (fcc). geometries x 5 lattice spacing.
Spherical particle diameter is set to 3 mm. CED

model

Navier-Stokes equations (Re < 60) for a single phase
fluid are solved to compute the velocity field in
described geometries. Boundary conditions are uniform
a a a pressure at outlet, uniform velocity at inlet, no-slip
conditions at the spheres surface. On the sides, we use
natural symmetry of each structure to reduce the size of
the problem.

o

o
N
(=1

a a a
sc bec fce

Figure 1: Structures of (sc), (bcc) and (fcc) lattices, (from
http://nano-physics.pbworks.cgm Reactor chemical performance is computed by solving
) ) the convection — diffusion equation with a source term

An empty space of at least one particle diameter has representing reaction of the particles surface. Boundary

been inserted before and after the spheres so as to levelongitions are: uniform concentration c=1 at inlet, first

out any side effects induced by the inlet and outlet orqger surface reaction at spheres surface and convective

boundary conditions (Figure 2). flow at the outlet. The surface reaction rate is expressed
as ‘— k.c’ where k is a kinetic constant with the unit of a
velocity. It is assumed that the concentration variations
have no effect on the physical properties of the fluid,
allowing solving separately and sequentially the flow
and the concentration solution.

Figure 2: Close-ups of geometry for (sc), (bcc) and (fcc)
cases.

To study the effect of void fraction, the lattice size was
varied from 1.01 to 1.05 times the compact lattice size
while keeping the spheres diameter constant.
Consequently, there is no contact point between the
spheres.

Figure 4: Examples of concentration field in (fcc) case (left)
and (bcc) case (right). Flow is upward.

Results presented hereafter are the mixing cup
concentration integrated over the outlet surface, and
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called “outlet concentration”. @ Examples  of

concentration solutions are presented in Figure 4.

Parametric study

Physical properties and parameters required to run the
model are density, viscosity, molecular diffusion, inlet
velocity and surface kinetic constant. In all simulations,
density is set to 800 kgfvand viscosity to 4.1H Pa.s
which would correspond to a light hydrocarbon liquid
such as heptane.

A parametric study has been performed on molecular
diffusion (D 10° to 10° m%s), inlet velocity (u: 10

to 102 m/s) and surface kinetic constant (k:*10 10°
m/s). One should not forget at this stage that the lattice
spacing parameter L is also varied from 1.01 to 1.05 to
vary the void fraction.

Grid independence

In Comsol Multiphysics, meshing is an automated
process based on the physics involved. The meshing
was performed using hexahedral elements to capture
boundary layers and tetrahedral elements in the fluid
bulk. Grid dependence was assessed using 3 levels of
mesh refinement (Coarse, Normal and Fine) that
correspond in a (sc) structure with 20 periodic cells to
160, 300 and 650 thousands unknown variables to be
solved.

As can be observed in Figure 5, mesh independence is
not reached with the selected mesh refinement for the
convection - reaction problem. Our analysis of the
results (not presented here) tends to show that the grid
dependence is due to significant numerical diffusion
induced by the numerical schemes. There is little that
can be done about it. For this reason, we are unsure that
further grid refinement would lead to grid convergence.

Effect of lattice spacing are however grid independent
with a normal of fine meshing strategy. As we are

interested in investigating the effect of lattice spacing,

we conducted all simulations with the “normal” mesh

refinement. Our results should not be used as “stand
alone” nor be considered as predictive.
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Figure5 : Effect of mesh refinement (Coarse, Normal, Fine)
on outlet concentration for the (sc) structure (20 periodic
cells).
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RESULTS

Effect of lattice spacing for a given structure

In this part, all periodic structures are made of 20
periodic cells, meaning that bed height and number of
catalyst particles depend on the lattice structures (sc,
bcc and fcc). Therefore, in this part, results are not
comparable between structures.

Data analysis

In all structures (sc, bcc, fcc), the general trend is that
increasing the lattice spacing leads to a lower overall
conversion: increasing the average flow path diameter
slows the transverse transport from the main flow line to
the catalyst surface. Thus results are best presented in
comparison to the most compact cases, the L=1.01case
(Figure §. For this purpose we introduce the relative
difference RD defined as the relative difference of
sdution with lattice spacing L to the solution with
lattice spacing b = 1.01 for identical physical
paameters and structure:

C C

out,L

C

out, Ly

L
out, L

RD, is a measure of the effect of void fraction for a
given structure. It is maximum for high conversion (low
outlet concentration), and decreases in an exponential
manner to O for very low conversion cases.

Simple cubic for various lattice spacing
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RD.
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Figure 6: Rdative Difference RP for the simple cubic (sc)
structure for L = 1.02 to 1.05, all results represented.

Results

For all structures, the magnitude of the effect of void
fraction on outlet concentration is strongly dependant on
the relative values of parameters (u, k,) Dt appears
that the most influential parameter is the ratio of the
inlet velocity to kinetic constant u/k (inverse of the
Damkoéhler number). Seligure 7 For ratio u/k larger
than 16, the spacing, hence void fraction, has negligible
effect (less than 1% difference on mean outlet
concentration). On the other hand, mean outlet
concentration could differ by up to 30 - 50% (log RD >
-0.5) for u/k ratio smaller than a threshold that depends
on the parameters and is always larger than 0.1 (in the
case of the parameters presented Figure 7 the
threshold is 10). This corresponds to “fast” reactions.
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Figure 7: RD, gsas a function of u/k for the simple cubic (sc)
structure and a constant Pe.

In the simple cubic lattice, a Peclet number (Pe) in the
range 10 to 1¢ maximizes the effect of void fraction
(Figure 8). At very low Pe, diffusion is fast and
concentration uniform transverse to the flow regardless
of the geometry. At very high Pe, convection is fastest
and the reaction is mass transfer limited. In the simple
cubic lattice, effect of void spacing is maximal when
diffusion and convection are competing.

Simple cubic for various log (u/k)
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Figure 8: RDy g5 as a function of Pe for (sc) structure and
various values of log(u/k).

In the other lattices (bcc and fcc), the effect of local
Peclet number was not significant. As the (sc) lattice is
the least tortuous, we propose that flow meandering
improves effective cross-flow dispersion and limits the
effect of flow path diameter increase.

Comparison between packing structure

The comparison between packing structures is only
meaningful if it is done with a similar flow-rate to
catalyst particle number ratio. In this part, the catalyst

particle number is set to 20 spheres. This translates into

a different height depending on the structure (fcc
packing are shorter). All simulations are run with the

same flow rate so as to keep the ratio flow to catalyst

mass constant. As the horizontal lattice period differs
according to the lattice structure, the superficial velocity

depends on the structure and lattice spacing. Table 1

summarizes the geometrical information.

Table 1: Geometric parameters when comparing at same ratio
of flow-rate to catalyst amount (20 spheres).

Simple Body Face
P centered centered
cubic . .
cubic cubic
Horizontal 2.L.
Period (a) LR % \/E LR
Packing 40L.
ot 40 LR B | 1020k

Computation are presented for 2 sets of parameters
(Table 2 corresponding to medium (~ 0.35) and high
conversion (~ 0.8) level. For each set of parameters,
simulations have been run all 3 structures and 5 values
of void fraction corresponding to lattice parameter L
ranging from 1.01 to 1.05. Results are presented in term
of reactor conversion, based on the mixing cup outlet
concentration.

Table 2: Physical parameters for medium and high conversion
cases.
Conversion’ - vedium | High
evel
u (m/s) 10 10°
Dy, (M?/s) 10° 10°
k (m/s) 10° 10°
Pe 30 300
Bi 0.3 30

In the medium and high conversion cases (Figure 9 and
Figure 10), lattice structure has a much larger impact
than void fraction on reactor performance. As fcc and
bcc void fraction overlap, we conclude that void
fraction is not a predictor of packing performance.
Structures are ranked in the same order as their
tortuosity.

A larger lattice spacing improves conversion. Keeping
the ratio of flow-rate to catalyst mass constant results in
a velocity that depends on void fraction. So the results
are not in contradiction with the previous section where
comparison was performed at constant velocity.

In the medium conversion case, conversion remains in a
narrow range (0.43 - 0.5) and is therefore weakly
dependent on the lattice structure and spacing.

DISCUSSION

Link between effects of structure with mass transfer
limitations?

A closer look at the concentration fields (Figure 11)
makes it possible to offer a physical explanation for
effect of structure. In the high conversion case,
concentration is very low (actually near 0) near the
spheres, whereas fluid with high concentration of tracer
flows in the largest spaces between spheres. This high
conversion case is clearly marked with mass transfer
limitations. In the middle conversion case, concentration
is much more uniform in cross-flow planes. Mass
transfer limitations are weak. We conclude that effect of
structure and void fraction is higher in presence of mass
transfer limitations. We reached a similar conclusion
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when studying the reactive flow around 8 cylindrical
caalyst pellets (Rolland, 2013).

Medium conversion
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Figure 9: Medium conversion case: effect of void fraction and
structure.
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Figure 10: High conversion case: effect of void fraction and
structure.

Figure 11: Concentration field in the bcc structure (L=1.01)
for medium (left) and high (right) conversion. (Scale is
different in each case. Dark red = 1 = inlet)

In the mass transfer limitation regime, conversion is
limited by the ability to bring reactant to the catalyst
surface. Effect of lattice structure can be explained by
the “tortuosity” that forces parallel flow channels to
interact (fcc and bcc cases), whereas, in sc lattice, flow
channels are straight and parallel and do not interact
with each other. This implies that a significant part of
transverse dispersion is due to interaction between flow
channels. We therefore expect better transverse
dispersion and thus overall performance in random
packed beds than in structured ones.

Correlating the results?

As aforementioned, outlet concentration is not

independent of mesh refinement. For this reason, we do
not present any correlations aiming at predicting either
mass transfer coefficient or apparent conversion.
Although not accurate, we believe the curve presenting
the average outlet concentration as a function of (u/k)
and Pe (Figure 12) is worth presenting as it shows a
quite a complex shape.

Figure 12 : 3D plot of outlet concentration vs. Pe and u/k for
(sc) structure.

CONCLUSION

Reactor apparent conversion in structured periodic
arrays of spheres depends mostly on sphere arrangement
and to a lower extent on sphere spacing. In structured
periodic arrays, void fraction is not a good predictor of
overall reactor performance.

Sensitivity to void fraction increases in presence of
mass transfer limitations.

Tortuosity, that is the amount of interaction between
flow channels, favours transverse dispersion and thus
lowers mass transfer limitations (or equivalently favours
higher conversions). We therefore expect better
transverse dispersion and mass transfer coefficient in
random packed beds than in structured ones.

For all packing, effect of void fraction can be significant
when the ratio u/k is lower than 0.1: when reaction is
relatively fast compared to convection. This is coherent
with the classical knowledge that mass transfer
coefficients increase with velocity. When operating at
constant contact time, this favours design of
unstructured, long and narrow reactors.

Perspective of the work is to continue this study in large
random packed beds, using more accurate numerical
solvers, which requires massively parallel simulation
tools.
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ABSTRACT 4, Central moment of order n, [s"]

In fixed bed operations as catalytic reactors or . Turbulent dynamic viscosity, [Pa.s]
adsorption columns, any deviation from the perfect plug p Density [kg/m?]

flow may impact the conversion or the separation '
performances. In the case of interest of the Simulated o’ Variance, [’]

Moving Bed (SMB), multiple dispersive agents are o, k-ge model parameter, [-]
present, such as macroscale obstacles within the porous

media, the porous media itself and free media chambers 0, k- model parameter, [-]

between the beds. In order to dissociate the dispersion 7 Residence time, [s]
induced by the different agents, it is needed to simulate

hydrodynamics of the bed taking into account the free Latin Symbols

media chambers between beds where the flow is C Concentration, [mol/m?]
turbulent. C,, k- model parameter, [-]

In this work, a specific geometry, representative of the
SMB hydrodynamics, is investigated. A pseudo-2D
experimental mock-up comprising a packed bed of glass C,, k-e model parameter, [-]
sph_eres between two turpulent _flow regions is used to D,, Molecular diffusion [m?s]
validate a CFD model involving the k-e turbulence hanical di . 2
model for free liquid volumes and the Brinkmann- D, Mechanical dispersion, [m°/s]
Forchheimer formulation for the porous media. d, Particle diameter, [m]
Hydrodynamics modelllr)g is cc_)upled with transport of D, Turbulent diffusivity, [m?/s]
moments of the age distribution, a recent approach

C,, k-e model parameter, [-]

developed by Liu (2012) to characterize the degree of E  Exitage, [1/s]

mixing. The quality of the CFD simulations and results J  Degree of mixing, [-]

concerning the degree of mixing are discussed and K Bed permeability, [m’]

compared with the classic Dispersive Plug Flow (DPF) k  Turbulent kinetic energy, [m%/s’]

or Cascade of Continuous Stirred-tank Reactors L Outlet length, [m]

(nCSTR) hydrodynamics models. m, Raw moment of order n, [s"]

Keywords: fixed bed, hydrodynamics, age distribution, n Order of the moment, [-]

separation. Nesrr  Number of CSTR, [-]
NOMENCLATURE p Pressure, [Pa]

Greek Symbols Pe,, V.dy/Da: Granular axial Peclet number, [-]
B Non-Darcy coefficient, [m™] Pe,, V.y/Drg: Granular radial Peclet number, [-]

& Bed porosity, [-]

& Turbulent kinetic energy dissipation rate, [m?/s’]
4 Dynamic viscosity, [Pa.s]

u, Effective dynamic viscosity, [Pa.s]

P, k-ge model parameter, [-]
Re, dp.u.p/u: particular Reynolds number, [-]

Sc, ur/p.Dy: Turbulent Schmidt number, [-]
t Time, [s]
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u Fluid superficial velocity, [m/s]
v Fluid interstitial velocity, [m/s]

Sub/superscripts
e Exit
V' Volume average

INTRODUCTION

Inside industrial fixed beds, as adsorption columns or
catalytic reactors, the flow can deviate from the desired
plug flow for different reasons. Depending on the
operation units, flow discrepancies can be induced by
macro scale objects within the packing such as pipes or
beams, the packing itself or non-ideal injection and
collecting devices. For instance, Simulated Moving Bed
(SMB) adsorption processes cumulate the difficulties
listed above as their performances are very sensitive to
axial dispersion, and their complex geometry perturbs
the streamlines, resulting in strong deviations from ideal
plug flow. The classic approach for chemical engineers
consists in characterizing the Residence Time
Distribution (RTD) and to estimate the global axial
dispersion resulting from internal flow patterns. The
axial dispersion may then be used in a Dispersive Plug
Flow (DPF) model to take into account the effect of
hydrodynamics on the simulations of reaction or
separation operations (Minceva and Rodrigues, 2002).
This approach may be useful when the effect of
hydrodynamics does not play a major role on the
operation performance. However if its impact is of first
relevance, DPF models are not sufficiently accurate and
a faithful description of real hydrodynamics is required.
For that, the degree of mixing is known as an important
parameter (Danckwerts, 1958 and Zwietering, 1959), in
addition to RTD characterization. Still, until recent
developments it was not possible to calculate it
accurately.

By measuring the resulting variance, Augier et al.
(2008) estimated the impact of obstacles within porous
media on the dispersion of concentration fronts.

The objective of this study is to evaluate how relevant
the use of CFD is to characterize the degree of mixing
inside porous media as fixed bed reactors or adsorption
columns. For this purpose, the transport of the moments
of the age distribution of molecules, a new calculation
method recently developed by Liu and Tilton (2010)
and Liu (2012), has been applied to characterize a
simple fixed bed device and to illustrate this promising
numerical approach. In this work, the dispersive effect
of different sources was studied through tracer tests in
an experimental setup representative of a slice of a bed
of the SMB and compared to the results obtained
through CFD simulations. The experimental setup
comprises a packed bed of glass spheres with a free
media chamber above the bed and another one below it
(see Fig. 1).

The study is divided in three steps:

e Residence Time Distribution (RTD) experiments in
a given porous media geometry of an adsorption
SMB process

e CFD calculations, simulation of RTD and
comparison with experiments

e Calculation with CFD of the different moments of
the age distribution and of the degree of mixing. A
discussion is also proposed on the results and the
observed deviation from a perfect plug flow.

MODEL DESCRIPTION

Free media hydrodynamics

In the free media volumes surrounding the porous
media, the flow is described using the standard k-
turbulence model for a steady and incompressible fluid
(Wilcox, 1998) where the turbulent dynamic viscosity is
modelled by:

Turbulent dynamic viscosity equation
kZ
=P C/l - (1)

&r

The turbulent kinetic energy k and its dissipation rate
& are transported according to:

Turbulent kinetic energy (TKE) equation

p-ﬂ-Vk=V~uy+ﬁJ-VkJ+Pk—p~gT (2)
o

k

TKE dissipation rate equation

2

p~U-V8T=V‘L£,u+g7J~V€TJ+CU1%PK—CL.Z~/J% (3)

&

C. Ok Ce Cg and C, are k-e model constants
determined from experimental data (Wilcox, 1998).
The production term Py is calculated by:

Production term equation

P =i (VU:(VU+(VU)T)—§~(V-U)2J—§p-kv~ﬁ (4)

In order to describe the mixing of a scalar due to eddy
motion, a turbulent diffusivity coefficient must be
calculated through the turbulent viscosity and by
imposing a constant turbulent Schmidt number. Such
diffusivity coefficient must be added to the molecular
diffusion, in the free media volumes, to describe
appropriately the mixing in the turbulent regions.
Koeltzsch  (2000) reviewed several experimental
investigations and concluded that most authors use a
constant turbulent Schmidt number that ranges between
0.5 and 0.9 for wind tunnel experiments. Flesch et al.
(2002) stated turbulent Schmidt numbers ranging
between 0.18 and 1.34 in field observations under
different atmospheric stability and wind conditions. For
this work, the turbulent Schmidt number is firstly
assumed as 0.7 which is the average of the values stated
above.

This model relies on several assumptions. The most
important is that the Reynolds number is sufficiently
high. Otherwise the accuracy of the solution given by
the model is dubious.
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The tracer molecules are transported by diffusion and
convection, and the transport equation in the free media
is:

Free media transport equation
C _
%:v-[(oM +D; )-VC —UC] (5)

The global dispersion coefficient results from the sum
of the molecular diffusion (D,,) and the turbulent

diffusivity ( D; ), both isotropic.

Porous media hydrodynamics

The model developed describes hydrodynamics and
scalar transport at a scale larger than the packing
particles but much smaller than the experimental setup.
This is acceptable due to the high ratio between the bed
dimensions and the particle diameter. The contact
between the fluid and the particles is not simulated in
the CFD model, but modelled through a diffusive term
in the momentum and transport balance equations. To
do this, the Brinkman-Forchheimer model (Vafai and
Tien, 1982) is used:

Brinkman-Forchheimer model equation
p(V-VV)szpf\7%+ye-Vzvfp-ﬂ-M-V (6)

Here v is the interstitial velocity vector, i.e. the
superficial velocity ¢ divided by the bed porosity. This
model results from a modification of the laminar
Navier-Stokes equations and takes into account the
diffusion of the momentum due to viscosity effects
through the Brinkman term (,, .v%) and the inertial

effects caused by friction between the fluid and the
particles with the use of the Forchheimer term (
p.ﬂ.‘v‘.v). The wvalidity of this model has been

discussed by Nield (1991), Vafai and Kim (1995) and
Augier et al. (2008) and it has been rather successfully
compared to experimental results by Benyahia (2004)
and Chan et al. (2000), although its applicability to
interfaces between turbulent and porous media regions
was not verified. The effective dynamic viscosity ,, has
been widely discussed. Some authors propose its
calculation as the turbulent dynamic viscosity as a
function of the particle Reynolds number,
Mo = fUr (Rep), (Guo et al., 2006) while others defend

that for low particle Reynolds numbers it can be
assumed equal to the molecular viscosity, p, =u,
(Chan et al., 2000).

For a fixed bed of spheres, the bed permeability K and

the non-Darcy coefficient S can be calculated through
Ergun’s law (1952):

Ergun’s law
gd} .
150(1— &)’

l-¢
p =175 3 (8)
p

This law was developed for one-dimensional flows
within isotropic media, but Zeng and Grigg (2006)
showed that its application is acceptable when the
permeability term of equation 6 is more important than
the Forchheimer term, which is fulfilled in this case.
The tracer molecules are transported throughout the
inter-particle void volume:

Porous media transport equation

g%:v.[g(DM +D,)-VC - &iC]| 9)

Within the porous media the global dispersion
coefficient results from the sum of the molecular
diffusion and the mechanical dispersion (D). While

the molecular diffusion is isotropic, the mechanical
dispersion is described by a diagonal tensor comprising
the radial (D,,,) and axial dispersion (D,,)

coefficients, relatively to the flow direction. These two
coefficients are calculated by imposing two constant
granular Peclet numbers, one radial and one axial, that
quantify the ratio between convective and diffusive
transport. The radial and axial Peclet numbers are firstly
assumed to be 11 and 2 respectively, following the
results obtained by Foumeny et al. (1992). Delgado
(2006) showed that these values are considered to be
asymptotic for liquid flows with particular Reynolds
numbers greater than 20.

FLOW CHARACTERIZATION

Residence Time Distribution

The RTD is widely used to describe the macromixing
and hydrodynamics of industrial equipment (Nauman,
2008). This method consists in the measurement of the
outlet concentration over time, after a tracer injection.
The exit age distribution can be obtained through the
velocity weighted concentration in the outlet of the
vessel:

Exit age distribution

JL.Ce (x,t)-u, (x)dx

E(t)=

(10)

ueJL‘_TCe(x,t)dtdx
00

where the subscript “e” indicates that the concentration
and the fluid velocity are measured in the exit, and L is
the outlet length. This function gives the probability of a
particle to leave the vessel, at a given time. Its integral
is equal to unity. The average fluid velocity in the exit is
given by:

Average exit fluid velocity

u, :i'!ue(x)dx (11)
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To perform a quantitative analysis of probability density
functions (PDF), it is usual to rely on the moments of
these functions. The raw and the central moments can
be calculated according to:

Raw moment of order n of a PDF

m, = Tt” -E(t)dt (12)
0

Central moment of order n of a PDF

0

py = [ (t=m,)" - E(t)dt (13)

0

The first moment is the mean of the distribution, which
is equal to the average residence time of a vessel, given
by the ratio between the volume of the vessel and the
inlet volumetric flow.

The second central moment is the variance (c?) and its
positive square root is the standard deviation. In the case
of an ideal plug flow, o2 is equal to 0. All the molecules
that entered together in the vessel will all exit at the
same time.

The third central moment is the skewness. It measures
the asymmetry of a PDF.

By measuring the first two moments of the
concentration curves it is possible to obtain the mean
age and the dispersion in the outlet of the studied vessel.
This is sufficient to fit a simple flow model as DPF or
nCSTR.

Degree of Mixing

The RTD is useful to characterize the macromixing of a
given system, although the system internal information
remains inaccessible. If we consider a system of two
consecutive reactors, for example one Continuous
Stirred-Tank Reactor (CSTR) and one Plug Flow
Reactor (PFR), the resulting RTD is the same regardless
the order that the two reactors are placed. However, in
the presence of non-linear phenomena, as a second
order kinetics, the two systems (CSTR+PFR and
PFR+CSTR) will produce different results. To explain
this Danckwerts (1958) and Zwietering (1959)
formulated a criterion: the degree of mixing that
quantifies the quality of the mixing of a given vessel.
The degree of mixing can vary between 0 (perfectly
mixed system, such as a perfect CSTR) and 1
(completely segregated system, PFR). The degree of
mixing is defined as the variance of the mean age of the
molecules averaged over all the points of a vessel,
divided by the variance of the ages of all the molecules
within a vessel. For about 50 years the degree of mixing
couldn’t be quantified, but Liu (2012) showed that it can
be calculated through the volume average of the first
two raw moments:

Degree of mixing (Liu, 2012)

2 =2
m;, —m
J — v v (14)

— =2
mz,v - ml,v

Liu and Tilton (2010) showed that the raw moments of
the age distribution were transported by diffusion and
convection and could be obtained through steady state
CFD simulations:

Transport equation of the raw moments of the age
distribution (Liu and Tilton, 2010)

vV-(D-vm,—-G-m,)=n-m,, (15)

The coefficient D comprises all the dispersive
phenomena present in the vessel (such as turbulent or
mechanical dispersion). The source term on the right-
hand side is the product between the order of the
moment (n) and the moment of order n—1 (m_ ), i.e.

the source term is equal to 1 when transporting the first
moment, and equal to 2m, when transporting the

second raw moment. With this, it is possible to obtain
the first two moments of the age distribution, in every
point of a vessel, through steady state simulations that
are much cheaper in terms of computation time than
dynamic simulations of tracer injections.

For a system that comprises an enchainment of CSTR
that share the same residence time, the degree of mixing
of the system can be obtained through the number of
enchained CSTR (appendix A):

Degree of mixing for an enchainment of CSTR

J= NCSTR -1 (16)
Nesrr +9

This criterion may be useful to develop simple
hydrodynamic models. A classic approach based on 2 or
3 first moments of RTD experiments may lead to
several candidate models. Among them, the closest
degree of mixing may be a guarantee of accurate
hydrodynamic representation, in the presence of non-
linear phenomena.

EXPERIMENTAL SETUP DESCRIPTION

The dispersion caused by the different factors
introduced above was studied using a cold mock-up
representative of a slice of a SMB bed, whose
dimensions are shown in Figure 1.

Figure 1: Schematic view of the experimental setup and
respective dimensions.
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The experimental setup comprises 1.175 m of a packed
bed of glass spheres with a diameter of 1 mm, between
two free media chambers: one above the bed with 0.015
m and one below it with 0.010 m. Tracer experiments
were performed by injecting a solution of salt in the
inlet water stream and by measuring the conductivity in
the inlet and in the outlet of the mock-up with the aid of
2 sensors (with a frequency of 8 Hz).

These tests were performed with a volumetric flow of 6
m?3/h which corresponds to a fluid superficial velocity of
0.0154 m/s, close to the SMB operating conditions.
Afterwards a square-shaped obstacle (250x250x180
mm) was introduced within the packed bed, and the
tests were repeated so that the dispersion provoked by
the obstacle could be measured. The experimental
results were then compared to those obtained through
CFD, in order to validate this software for the
simulation of hydrodynamics including turbulent and
porous media regions.

RESULTS

The RTD obtained experimentally exhibits long tails
and some residual noise associated to the conductivity
sensors, as shown in Figure 2.

Figure 2: RTD obtained experimentally in the absence
of obstacles within the porous media.

The signal noise in the tail of the RTD induces
considerable errors in the measurement of the moments
of order higher than one. Any signal post treatment or
arbitrary choice of final measuring time may strongly
influence high order moments. Thus, the validity of the
model will be studied through the visual comparison
between the experimental and CFD RTD curves, rather
than comparing its moments. For this reason, only
indicative ranges of experimental c* are reported.

The parameters used in the 2D CFD simulations are
shown in Table 1.

Table 1: Simulation parameters.

Parameter Value Units
0.357 -

u 0.001138 Pa.s

Du 1.00x10° | m?/s
d, 1.00x10°® m
Peax 2 -
Pe g 11 -
Scr 0.7 -

Uin 1.132 m/s

The normalized numbers used were chosen from the
bibliography described above, and no parameter fitting
was performed.

Through the transport of the raw moments of the age
distribution, it is possible to obtain a mapping of the
moments, as shown in Figure 3.

Figure 3: Ages of the particles obtained locally without
(left) or with (right) a square obstacle.

From the left figure, the front of ages (and consequently
the front of concentration, when simulating the tracer
injection) advances obliquely since the inlet is
positioned on the right side of the mock-up. This
explains the tails on the RTD curves. In the presence of
a square obstacle within the porous media, the front of
ages is severely disturbed. A delay region is created
below the obstacle. Also, the injected molecules arrive
quicker on the right-hand side of the obstacle (closer to
the inlet) creating a by-pass effect.

The mean age, the variance and the skewness obtained
at the outlet of the setup and the degree of mixing are
shown in Table 2. The experimental and numerical RTD
are compared in Figure 4. All the curves are centered on
their first moment.
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Table 2: Three first central moments and degree of
mixing for the two geometrical configurations.

w(s) | 6’6 [ ) | I0)
Exp. without obst. | 28.6 2-7 - -

CFD without obst. | 28.6 1.8 10.8 | 0.990

Exp with obst. 28.2 15-20 - -

CFD with obst. 28.2 18.8 127.2 | 0.978

The results show that the first moments are well
predicted by CFD and that the variances are in the range
of the experiments. Good agreement between the CFD
and experimental RTD curves is found for the chosen
conditions. The CFD model is capable of simulating the
dispersion and the skewness of the experimental setup
in the absence and in the presence of the square
obstacle.

From the CFD results it can be concluded that the
addition of the obstacle increases the variance by a
factor about ten, and the skewness by more than that.

0.3
0.25 ,;?‘5, o Exp. w/o obst.
b d‘
0.2 Foa —CFD w/o obst.
£0.15 g « Exp. w/ obst.
w
0.1 —CFD w/ obst.
0.05
0
-15 -10 -5 0 S 10 15

t-p, (s)

Figure 4: Experimental and CFD RTD curves obtained
in the absence (w/o obst.) and in the presence (w/ obst.)
of a square obstacle.

Good agreement between CFD and the experimental
values is also found when the RTD curves are centered
relatively to their mean values. As before, the CFD
model is capable of simulating the dispersion and the
skewness of the experimental setup in the absence and
in the presence of a square obstacle.

The values of the degree of mixing obtained for the two
configurations are close to an ideal PFR, despite all the
internal dispersion due to the free media chambers, the
obstacle and the packing. The degrees of mixing of an
enchainment of CSTR of equal residence time and
variance (Ncsrr=tu?/c?) in the absence and in the
presence of the obstacle, given by equation 16 are 0.987
and 0.872, respectively. In the absence of the square
obstacle, an enchainment of CSTR may be able to
reproduce the impact of hydrodynamics on non-linear
phenomena since both degrees of mixing are similar
(0.990 from CFD and 0.987 from equation 16), although
the skewness of such enchainment (},L3:2NCSTR‘53, where
T is the residence time of one CSTR) will be way
smaller than the one obtained from CFD (0.2 s* much
smaller than the 10.8 s° obtained through CFD). This
will result in a RTD close to perfect symmetry.
Regarding the case where the obstacle is placed within
the porous media, the degree of mixing obtained from
equation 16, 0.872, is much smaller than the one
obtained through CFD, 0.978. This can induce severe

discrepancies in the impact of hydrodynamics on non-
linear phenomena in each model. Also, the skewness of
the enchainment, 25.5 s°, remains smaller than the one
obtained through CFD, 127.2 s°, resulting in a smaller
tail leaning to the right.

A more refined method must be used when performing
the 1D modelling of the setup with the obstacle, such as
the multiple side exits DPF described by Zwietering
(1959).

CONCLUSIONS

The CFD model is capable of reproducing the RTD of
the experimental setup without any fitting of the
adimensional numbers (such as the Peclet or the
Schmidt number). The Brinkman-Forchheimer model
reproduces the hydrodynamics at the interfaces between
a turbulent region and the porous media, with a
satisfactory accuracy. The dispersion and skewness are
well reproduced when comparing the RTD obtained,
despite the discrepancies found between the RTD
moments obtained experimentally and through CFD.
These discrepancies are due to noise associated to the
conductivity sensors, resulting in long tails that induced
errors when integrating the RTD.

The degree of mixing can only be obtained through
CFD simulations, and shows that the flow is close to a
completely segregated system, despite the internal
dispersion of the experimental setup, due to the free
media chambers, the packing and the obstacle. The
impact of the setup hydrodynamics, which is
representative of an SMB bed, on non-linear phenomena
may not be fairly reproduced by a simple enchainment
of CSTR (equivalent to a DPF for high Ncstr). In the
absence of the obstacle, the discrepancies between the
enchainment of CSTR and the setup will be due to the
low skewness of the enchainment, while in the presence
of the obstacle, the skewness and the degree of mixing
will both induce errors in the coupling between
hydrodynamics and non-linear phenomena, such as
adsorption in the case of the SMB, or nonlinear kinetics
in the case of fixed bed reactors.
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APPENDIX A

Deduction of the degree of mixing of an enchainment of
CSTR

The mean and the variance of an enchainment of CSTR
can be obtained as a function of the residence time of
one CSTR, t, and the number of enchained CSTR
(Warnecke et al., 1985):

=7 Negrg (17)
o =7"Negrg (18)

Thus, through the definition of variance:

o’ =m,-m} .
) (19)
<om, =7 (NCSTR +1)NCSTR

With this it is possible to obtain the first two raw
moments in every enchained CSTR, by replacing Ncstr
by the position of the CSTR in the chain, in equations
17 and 19. The volume average of these two raw
moments is equal to their sum over all the reactors and
divided by Ncstr:

NCSTR
iT (20)
i— T
My =My, = N:STR _E(NCSTR 1)
i)
ii+1 5
_ = T 21
m,y = == 7(NCSTR +1)(NCSTR + 2) (21)
Nestr 3

The volume average of the squared first moment, can
equally be obtained:

z
3
%
=

(i T)z 2

(22)

_ & r
m12,v = Ilil :E(NCSTR—'_]')(ZNCSTR +l)
CSTR
Replacing equations 20, 21 and 22 in equation 14:
72 T 2
F(NCSTR +1)(2NCSTR +1)_ |:2(NCSTR +1):|
J =
7? T 2
?(NCSTR +l)(NCSTR + 2)_ |:2(NCSTR +1):| (23)
= J= NCSTR -1
NCSTR +5

For high Ncstr, the enchainment of CSTR behaves
similarly to a DPF with a Peclet number equal to 2Ncstr
(Villermaux, 1993), and the degree of a DPF is given

by:

J= Pe -2
Pe +10

(24)
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ABSTRACT

Proper selection of a catalyst shape (or a particle shape)
can improve the performance of a gas-solid packed bed reactor.
The particle shape affects the packing structure and the
transport phenomena within the packed bed. This information
is not available for many non-spherical particle shapes which
limit reactor design options. To enable catalyst and reactor
design, a validated 3D Computational Fluid Dynamics (CFD)-
Discrete Element Method (DEM) model has been developed to
resolve the flow around these particles and to obtain
information on the transport phenomena (pressure drop
correlation and heat/mass transfer coefficient). The DEM is
used to obtain realistic packing structures for different particle
shapes, and the CFD is conducted on these DEM generated
packing structure. However, the 3D CFD-DEM model cannot
be applied on the whole reactor as it is computationally
prohibitive. Hence, a multi-scale modelling approach is
developed, wherein correlations obtained by the 3D CFD-DEM
model from a representative 3D volume of the packed bed are
used as closures in a 1D model for reactor design. The
validations for all the models have been done. The multi-
domain 1D particle-reactor model developed here is a
combination of (1) a particle model for radial distribution of
chemical species and temperature within a catalyst particle and
(2) a 1D reactor model for mass and energy balance along the
reactor. This 1D model is able to account for both intra-particle
and inter-particle heat and mass transfer phenomena. The
proposed multi-scale modelling approach has been applied to
select an appropriate oxygen carrier shape for a Chemical
Looping Combustion (CLC) packed bed reactor. This work
compares the performance of different oxygen carrier shapes
(fluted ring shape, cylindrical pellet shape and spherical shape)
in terms of reactor operation. The simulations are used to
recommend a pellet shape that offers least pressure drop,
highest conversion and no early fuel slip for efficient CO,
capture.

Keywords: Chemical looping combustion, Catalyst design,
Packed bed reactor, Multi-scale modelling, CO, capture,
Discrete Element Modelling, CFD.

NOMENCLATURE

Latin

A Blake-Kozeny—-Carman constant [ ]

a Particle surface area per [m¥md]
volume of bed

B Burke-Plummer constant [1

C Concentration [kmol/m?]

Cp Heat capacity [J/kg.K]

Do Effective diffusivity [m?s]

d, Particle diameter [m]

Fn Flux of enthalpy [I/m?.s]

F Flux kmol/m?.s

S T= 0O

«

><;2<C"*—|;U;U'U

-Nsss<

()

8

Mass flux of gas

Heat transfer coefficient
Enthalpy

Mass transfer coefficient
Molecular Weight

Pressure

Particle radius

Gas constant

Temperature

Time

Internal energy

Mass fraction of species "k
Conversion of species j
Superficial gas velocity
Fluid mass flow rate
Weight fraction

Axial position

radial position
Concentration in bulk phase

Reaction rate of species "I"

Heat of reaction
Void fraction

Ratio of moles of gas to solid

needed for the reaction
Source term for species "k

Source term for enthalpy

Particle thermal conductivity
Effective bed
conductivity

Gas viscosity
Gas density
Oxygen carrier density

Oxygen carrier tortuosity

Sub/superscripts

Species "k"

Total

Gas phase

Solid particle

Number of Reactions

Gas species in gas phase
Gas species in particle pores
Active solid species j

thermal

[kg/m?.s]
[W/m?.K]
[J/kmol]
[mi/s]
[Kg/kmol]
[bar]

[m]
[J/kmol.K]
[K]

[kmol/Kgs]

[J/kmol]
[-]

[kmol/m3.s]
[J/m3.s]

[W/m.K]
[Wim.K]

[kg/m.s]
[kg/m3]
[kg/m3]

[
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INTRODUCTION

Significant performance improvements can be
obtained in a packed bed reactor by understanding the
role of the particle in influencing the intra-particle and
inter-particle transport phenomena. The particle can be a
catalyst or an oxygen carrier (as in CLC based
applications). The physical feature of a particle
influences the overall packing structure, pressure drop,
heat-transfer, mass-transfer and overall reaction rate in
the reactor. Hence, researchers experimentally study
different particle shapes (spheres, cylinder, fluted rings,
tri-lobe, quadrulobe, monoliths, wagon wheels, hollow
extrudates, discs, etc) to identify the most suitable
shape/size for a given process. Selecting a suitable
particle shape and size involves making compromises
between reactivity and pressure drop.

In this regard, development of an accurate
modelling approach for enabling catalyst (pellet) shape
selection and reactor design will be useful. The packed-
bed reactor offers an ideal platform to develop a multi-
scale model that can account for the multi-scale
phenomena in the packed bed, like: (a) at the pore level
within the particle, the reactant gas species diffuses and
reacts at the internal pore surface. For processes with
high intrapellet Damkohler number (like, for the CLC
process under study, it is two orders of magnitude high),
the diffusional resistances will play an important role as
the species diffusivity is low and intrinsic rate kinetics is
fast, (b) at the microscopic boundary layer level formed
at external surface of the particles may offer viscous
resistance to the flow, and offer external resistance to the
transport of gaseous species and heat from bulk gas
phase to the particle surface, (c) at the meso-scale
(interstitial regions between particles): the wakes behind
the particles results in additional form drag and will
influence the heat and mass transfer, (d) at the reactor
level, the movement of thermal and reaction fronts in the
entire bed needs to be captured. The influence of reactor
geometry on packing structure and the near wall effects
(which is dependent on ratio of particle diameter to
reactor diameter) needs to be accounted.

These multi-scale effects can be resolved by
accounting and simulating the actual particles in a 3D
simulation. But, simulating the whole reactor with
particles is prohibitive owing to high mesh grid
requirements and computational time. Few multi-scale
models have been proposed in literature to overcome this
difficulty. Ingram (2004) has showed how three different
multi-scale strategies (Multi-domain, Parallel and
Embedded) can be applied to simulate a packed bed
reactor. From application point of view, the use of
simultaneous multi-scale (CFD only) or Parallel multi-
scale approach (CFD+1D) are also prohibitive. Here, we
propose a novel multi-scale modelling approach that can
enable catalyst shape selection and reactor design in an
efficient and effective way using a validated 3D-CFD-
DEM modelling tool in-conjunction with a validated
multi-domain 1D  particle-reactor model.  The
methodology is explained in the next section.

MULTI-SCALE METHODOLOGY

A multi-domain 1D particle-reactor model is an
efficient tool for large industrial-scale reactor design, as

advanced modelling tools like 3D CFD-DEM will be
computationally prohibitive to apply on larger scales.
However, the 1D model will need accurate closure
information to arrive at precise results. The required
closure information involves information on packing
structure (porosity, particle surface area per unit reactor
volume) and information on transport phenomena
(pressure drop correlation, external heat transfer and
mass transfer correlation). For many non-spherical
particles, such closure information is not available.

In the proposed multi-scale methodology, 3D
CFD is applied on a representative volume of a DEM
generated packed-bed to obtain the closure information
for the 1D model. The use of a representative volume
makes the simulations computationally tractable. The
Discrete Element Method (DEM) is used to generate a
realistic packing structure for spherical/non-spherical
particles. In an earlier work (Tabib et. al., 2013), a
validated 3D CFD-DEM methodology has been
developed to select the dimensions (size) of the bed-
segment which can serve as a good representative for the
whole packed bed. The 1D model uses the accurate
closures derived by the 3D CFD-DEM model to design
the large-scale reactor and to study the effect of particle
shape/size on the reactor performance. Figure 1
illustrates this multi-scale concept. This form of multi-
scale modelling can be termed as a 'Serial by
Simplification' multi-scale approach.

Figure 1 shows schematic representation of Multi-scale
formalism. The 3D DEM generates a packed-bed structure, and
then 3D CFD is applied on the DEM generated bed-segment to
obtain closures for the multi-domain 1D Particle-Reactor
model. The 1D model comprises of Finite Volume method on
axially discretised reactor space and orthogonal collocation
technique on radially discretised particle model.

The devised multi-scale methodology can be described
step-wise as:

1. Model the shape of the non-spherical particle using
multiple spheres (called multi-sphere approach). For this
work, the Fluted ring shape and cylindrical pellet shapes
with Aspect ratio 1 (AR1), Aspect ratio 2 (AR2) pellet
and Aspect ratio 7 (AR7) pellet have been created.
Figure 2 shows the cylindrical pellet (AR7) and the
Fluted Ring particle. These shapes are selected to
evaluate them for application in a gas-solid non-catalytic
Chemical looping combustion unit for power generation
integrated with CO, capture.

2. Fill a volume (or reactor vessel) with the new
catalyst/oxygen carrier shape using Discrete Element
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Method. Figure 2 shows the packing structure generated
for different particle shapes.

3. Obtain information on bed voidage (or solid
porosity profile) and overall particle surface area per unit
reactor volume from the DEM generated packing
structure. Figure 3 shows the porosity profile obtained
for each DEM generated packing and Table 1 shows the
particle surface area per unit reactor volume. This
information is to be used as closure for the 1D model.

4. ldentify the minimum size of the DEM-generated
bed-segment that can be a representative of the whole
packed bed. The validated methodology to select the
cut-segment size is described in Tabib et. al. (2013). The
methodology relies on examining the sensitivity of CFD
results to varying sample volume size (or to varying
dimensions of the cut-segments).

5. The selected cut-segment size is used to simulate flow
for wide-range of Reynolds numbers using CFD. Figure
4 shows the 3D CFD-DEM applied on fluted ring and
cylindrical pellet. The pressure drop and particle heat
transfer coefficient results at different Reynolds number
are used to develop an engineering correlation for each
of the particle shape.

A B

Figure 2 shows (A) Fluted ring particle and (B) cylindrical
pellet with aspect ratio 7 generated using multi-sphere
approach and the DEM generated packing structure for (C)
spherical particle, (D) Aspect ratio 1 particle, (E) Aspect ratio 7
and (F) Fluted Ring.

6.  Use the transport phenomena and packing structure
information obtained for each packing as closure for the
1D model. The 1D model provides information on

conversion profiles, temperature profiles, fuel slip and
pressure drop for large scale industrial reactor.

7. Select the catalyst/oxygen carrier shape that provides
the lowest pressure and higher reactivity with no fuel
slip, and decide the reactor cycle time.

VALIDATION OF MODELS USED IN MULTI-
SCALE METHODOLOGY

The 3D DEM-CFD and 1D model developed to
implement the proposed multi-scale approach must be
validated. The section covers the validation of 3D
DEM-CFD madel for predicting accurate closures and
the validation of 1D model in accurately simulating a
CLC operation.

Validation of DEM generated packing and
porosity information

Bed voidage and totall particle surface area within
a reactor volume are important parameters that affect
reactivity, pressure drop and cycle-time. Hence, voidage
predicted by DEM has been validated with well-
established correlations and with the values reported in
literature. Figure 2C-2F shows the DEM generated
packing for a spherical packing, two cylindrical pellets
packing with pellets of aspect ratio 1 and 7, and a fluted
ring packing.

The DEM predicted radial variation of bed-voidage
(or porosity) for the spherical packing is similar to that
predicted by De Klerk (2003) correlation (as seen in
Figure 3). Both predict the voidage oscillations to exist
up-to a distance of 5 particle-diameters from the wall
(see Figure 3A), after which the oscillations settle down
to a constant uniform bulk voidage. The constant bulk
voidage (bulk porosity) of DEM generated spherical bed
packing is around 0.404, which is same as that predicted
by Dixon's correlation (1988) and by De Klerk
correlation (2003). The amplitude of oscillations
predicted by DEM is lower than the De-Klerk prediction.
However, the current 1D model requires the constant
bulk voidage as an input and not the radial profile. The
bulk voidage predictions in DEM are affected by the
particle-particle friction coefficient and particle-wall
friction coefficient parameters (value of 0.3 used in this
work). If the friction coefficient is high, then the particle
will get balanced on each other and counteract the
gravity. So, a higher friction coefficient would cause a
loose packing (leading to higher porosity). Since, the
bulk porosity prediction is accurate, so the current DEM
parameters can be considered for further studies. The
PFC3D software has been used to conduct these DEM
simulations and uses the Hertz-Mindlin model to
simulate particle collisions and motion.
Figure 3 shows the radial profiles of voidage (porosity)
for the spherical particle (Figure 3A), cylindrical pellets
with aspect ratio 1 (Figure 3B), aspect ratio 2 (Figure
3C) and aspect ratio 7 (Figure 3D). DEM predicts that
as the aspect ratio of pellet increases (or as the non-
sphericity increases), the amplitude and frequency of the
near-wall radial bed-voidage oscillations decreases and
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Figure 3 Porosity distribution obtained from DEM generated
packing for (A) sphere, (B) AR1, (C) AR2 and (D) AR7.

Figure 4 shows 3D CFD-DEM applied on (A) fluted ring and
(B) cylindrical pellet.

the wall effect is confined to lesser distance from wall
(Figure 3). As seen in Figure 3, there are more
oscillations in radial voidage profile for aspect ratio 1
pellet than for aspect ratio 2 pellet. The Aspect ratio 7
pellet shows the least oscillatory behaviour.
Comparatively, amongst the three pellets, the radial
voidage profile of aspect ratio pellet 1 packing is nearer
in behaviour to the spherical packing. The near wall
region in Aspect ratio 1 and spherical extends upto five
particle-diameters from wall, while for aspect ratio 7 and
aspect ratio 2, the near-wall region is limited to two
particle diameters from wall. These DEM predictions are
quite similar to the observations made by various
researchers regarding the variation of bed-voidage with
variation of non-sphericity (Roblee (1958), Bey and
Eigenberger (1997), Giese et. al. (1998), Caulkin et. al.
(2012)). The work done by Nemec and Levec (2005)
suggests that with increasing aspect ratio, the bed
voidage increases. DEM s also predicting a higher
voidage as the aspect ratio of the pellet increases. Thus,
DEM predictions for bulk porosity have been validated
with well-established correlations for spherical particle
and match the observed trends for non-spherical
particles.
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Validation of 3D CFD-DEM methodology for
obtaining closure information

The validation of CFD-DEM methodology to
determine the cut-segment size and to obtain the
correlations has been presented in Tabib et. al. (2013).
Tabib et. al. (2013) conducted CFD simulations on the
DEM generated packing segments for a wide particle
Reynolds number range (from laminar to turbulent
regime) for both the spherical and non-spherical
particles. For the spherical particles, the validation was
done by comparing the results with well-established
correlations, like: Ergun equation (1952) for pressure
drop, Wakao correlation (1979) and multi-particle Ranz-
Marshal correlation (1952) for particle heat transfer
coefficient and Dixon-Lubua (1985) and Colledge-
Paterson (1984) correlation for wall heat transfer
coefficient. For the non-spherical particles, the
correlations obtained for the long cylindrical pellet
(aspect ratio 7) packed bed has been compared with the
correlation provided by Nemec and Levec (2005) for
cylindrical pellet with aspect ratio of 5.77. These
comparisons had shown good agreements. This
validation gave us the confidence that the proposed
CFD-DEM methodology can be used for obtaining
useful information on transport phenomena within the
bed, which can be used for designing and comparison of
performance of large-scale packed bed reactor composed
of unique particle shapes. The correlations developed for
Aspect ratio 7 pellet and Fluted Ring using this
methodology has been used in this work. Table 1 cites
the input to be provided to 1D model as closure using the
results from 3D CFD — DEM approach.

Validation of 1D model for a chemical looping
combustion process (gas-solid non-catalytic
reactions)

The 1D model is validated with analytical results
for a packed-bed chemical looping combustion (CLC)
reactor, which involves cyclic gas-solid non-catalytic
reactions. The next section describes the 1D model.

1D model

A software application based on a 1D particle-
reactor model has been developed to simulate a packed
bed reactor operation. The developed 1D particle-reactor
model is a combination of (1) a particle model for
simulating radial distribution of chemical species and
temperature within a catalyst/oxygen carrier particle and
(2) a 1D reactor model for solving mass and energy
balance along the reactor. The model accounts for the
effect of intra-particle and inter-particle heat and mass
transfer on the reactor performance. The reactor model
and particle model are coupled together using mass and
heat source terms computed at the particle surface. The
1D particle-reactor model can simulate for several
different particle shapes (cylindrical pellet, slab and
sphere) and offers flexibility in choice of closures
(pressure drop correlations, heat-transfer/mass-transfer
correlations, voidage and total particle surface area per
unit reactor volume). The solution methodology involves
a Finite Volume discretization technique for solving gas-
phase equations along the reactor and an orthogonal
collocation technique for solving the reaction-diffusion

equations within the particle. This code is written in
Fortran-90, and is easy to use as Microsoft Excel
interface has been created. The fortan-90 code has been
compiled into a direct link library (dll) form and is
linked to the excel sheet using Visual Basic for
Application (VBA) programming language. The coded
1D model solves the following equations. All the
variables are explained in notation.

Ideal gas equation of state
P = CotRyT, 1

Ergun pressure drop equation

oP _ _i<1—eg) (A(l—eg)u + BG) 9

2z pdp \ €43 dp

Material balance for species "k" in gas phase

C,  OF,
970t T oz 'k

0Xg
0z

where, Fy = FiotXi — CiotDefsig

Energy balance for gas phase

U  9F,
TR P
where, F, = Fi,;H — Aax(;—z 4

Boundary conditions for gas phase
z=0: mass and energy inlet flux

7=L: acy _ aT _
oz dz
5
Source terms for gas phase mass- and energy balance

arising due to mass and heat transfer at the gas-particle
interface.

ro=k, a (C{-C,)
Iy=ha (T%-T)

for computing h , % = 2.0 + A.Re,*PrY

where, the heat transfer coefficient (h) is computed using
the Ranz-Marshall equation shown above and kg is the
mass transfer coefficient. The constant A, for fluted ring
and AR7 packed bed system has been obtained by fitting
the CFD-DEM heat transfer results to the above Ranz-
Marshall correlation (1952) (as described in Tabib. et.
al. (2013)).

Solid particle (oxygen carrier or catalyst) model

Mass balance for species "k" inside a catalyst particle
volume

_S _ €sDeffks VZCS +
& - T k PsTk 7
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Where, € is the porosity in the particle, m3po,e/
of gas species k.

Energy balance for a catalyst particle volume

oTS 2ms
pscpsg = AV T® + Ps erl (_Aer,l) 8
Boundary conditions for catalyst particles

Symmetry at r=0:

G =0 and ﬂ=0
or or 9

Catalyst surface, r=R:

_ &Dqry OC; K, (Cks’r:R _Ck)

T or
aTe .
—lﬁzh(T -T) o

For each particle configuration, the 3D
CFD-DEM and DEM helps to determine the values of

voidage (¢ ), the Blake—Kozeny—Carman constant (A)
and Burke—Plummer constant (B) in Ergun Equation (2)
, the heat transfer coefficient h and surface area per unit
reactor volume a in Equation 6 (see Table 1). The
current 1D model uses the reaction kinetics proposed by
Abad et. al. (2011) for ilmenite in all the simulations.
The 1D model is able to solve for this stiff reactions
scheme as it uses an implicit backward differentiation
formula for temporal discretization. The upwind scheme
is used for the convective terms. The next section
provides a brief description of the packed bed reactive
CLC process and the validation result.

Chemical looping combustion and validation
The chemical looping combustion packed bed

reactors involves cyclic gas-solid non-catalytic reactions,
wherein the fixed packing (made of metal/metal oxide
particles) is alternatively exposed to fuel gas stream
(reduction cycle) and air stream (oxidation cycle). When
exposed to the fuel gas stream (syngas), the metal oxide
reduces. This reduction cycle results in production of hot
stream of carbon dioxide and super-heated steam, which
can be used for energy generation. The CO, is isolated
by condensing steam. The reduced metal oxide bed is
then exposed to the air stream, which re-oxidizes it. This
exothermic oxidation cycle produces a stream of hot gas
that can also be used for energy production. The
reduction-oxidation cycle is then repeated continuously
leading to power generation and CO, capture. The
reaction system studied here is :

4FeO + 0, > 2Fe,03 (Oxidation with air)

Fe,03.CO > 2FeO + CO, (Reduction with syngas)

Fe,03.+H, > 2FeO + H,0 (Reduction with syngas)

In the present validation study, ilmenite (FeO-Fe,Os-
TiO,) is used as an oxygen carrier. Initially, it is in a
fully reduced state (i.e. only FeO-TiO, is present and no
Fe,O;3 is present). The system is fed with air at inlet
temperature of 650 C and the initial bed is considered to
be at the same temperature. As the oxygen is exposed to
the solid ilmenite particle, the exothermic oxidation

reaction takes place. The oxidation reaction continues till
the particle is completely oxidized. A reaction front
exists as a result of this process. These CLC processes
are characterized by the presence of both the reaction
front and the thermal front. Both these fronts are
identifiable by temperature profile and concentration
profile along the reactive bed. The movement of these
fronts and the maximum temperature rise predicted by
the 1D model is compared to that predicted by an
analytical model (Noorman et. al., 2010). The maximum
temperature that can be reached in the bed due to the
heat liberated by the reaction front and due to the cooling
down by incoming gas at the thermal front is obtained
using an energy balance, which results in Equation 11.
The analytical model provides equation 12 for
computing reaction front velocity and Equation 13 for
computing thermal front velocity.
—AHRxn,1

AT = c,fM_—cpgl,g 11
WX T W‘igT,lk

Pg Wy iVgMsi 12
SspsWs,ijMg,kf
PgVgCp.g 13
EspsCp,s

As per the analytical model, the reaction front
velocity is 1.12 x 10 m/s and the thermal front velocity
is 1.43 x 10 m/s. The reaction front moves about an
order of magnitude faster than the thermal front. Figure 5
shows that the 1D model is able to capture the movement
of the reaction front and the thermal front quite
accurately. The 1D model shows dispersion in reaction
and thermal front as compared to the steep front
predicted by analytical model. This dispersion is
expected owing to the finite heat transfer rate and finite
reaction rate in the actual operation (as is considered in
the 1D model). The analytical solution assumes infinite
reaction rate and infinite heat transfer rate, which is not a
realistic condition. Analytically, predicted maximum
temperature rise (equation 11) for the oxidation reaction
is about 470 °C. So, the maximum temperature that can
be reached in the reactor is about 1120 °C (Maximum
temperature = Inlet air temperature + Max. temperature
rise = 650 °C + 470 °C).
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Figure 5 compares 1D model prediction of thermal front
movement, reaction front movement and the maximum
temperature rise with the analytical result. The results for 1D
model are presented at several grid points (20,40,60,80 and
100) to check for grid independence.
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Figure 5 shows that the 1D model predicts a
maximum temperature of 1120 °C and the bed region
between the thermal and reaction front is at this
maximum temperature. Thus, the 1D model is able to
capture the movement of the thermal and reaction fronts
as well as the maximum temperature rise. This validates
the use of the 1D model for the non-catalytic gas-solid
operations like chemical looping combustion. The
validated models have now been used in conjunction to
implement the multi-scale approach for reactor design

APPLICATION OF MULTI-SCALE
METHODOLOGY FOR OXYGEN CARRIER
SELECTION AND CLC REACTOR DESIGN

Figure 6 and 7 compares the performance of
seven different particle shape/size configurations for a
500KW fixed bed CLC reactor operation (height 1.5m
and diameter 0.3 m) with air fed at 0.81 Kg/s for
oxidation and syn-gas fed at for 0.078 Kagls
(corresponding to 500KW inlet heat) for reduction cycle.
The comparisons are made for bed conversion, fuel-slip,
pressure drop and cycle-time. The closures obtained for
different particle configurations by 3D CFD-DEM has
been used (See Table 1) by the 1D model. All the 1D
simulations have been done using 80 grid points as the
solution becomes grid-independent (see Figure 5). The
packing configuration that can provide: (a) lower
pressure drop, (b) higher reactivity, (c) Zero or minimal
fuel- slip, and (c) lower cycle-time operation should be
selected for the chemical looping combustion operation.

Table 1 show that some of the particles being
studied have the same particle volume (same effective
diameter of 7.5mm) but different shapes (sphere-7.5mm,
cylindrical pellet with Aspect ratio (AR) of 1, pellet with
Aspect ratio of 2 and pellet with Aspect ratio of 7). This
will help to understand the effect of shape for a given
size.

Particle Shape | For  Ergun | For Voidage and

and size | Equation Ranz- Surface Area

(effective diameter, (constants A | Marshal | per unit

) and B in | for h in | Reactor

acwal  diameter | e 0. ation 2). | Eqn 6. Volume, m™

and height) A B A,

Sphere 0.4 voidage

(3mm,  5mm &

and 7.5mm) 1200 m™ (for

150 | 1.75 1.8 3mm), 780 m’

! (for 5mm)
and 486 m*
(for 7.5mm).

AR 1

et =7.5mm & 0.42

dactua|:6-4mmv 310 456 18 & 538 m-l

hacluaI: 6.4mm

AR 2

deff =7.5mm & 0.44

Qactuar=10.26mm, 180 2 1.8 & 545 I'Tfl

Nactar= 5.12mm

A 0.545

et =7.5mm & .

dacluaI:3-4mmx 210 25 165 & 577 I'Tf1

Nactuar= 23mm

Fluted Ring,

AR=14 0.53

der =14mm & | 253 | 2.21 1.68 & 560 m-t

dactuaI:12-4mmv

Nacrar= 17.3mm

Table 1. Closures for 1D model from DEM & 3D CFD-DEM.

We also study the effect of size by varying the size
for a given spherical shape (3mm, 5mm size and 7.5mm)
and a fluted ring with 14 mm effective diameter. All the
particles are composed of ilmenite and the reaction
kinetics proposed by Abad et. al. (2011) has been used in
all the cases. Some of these ilmenite based particle
shapes/sizes are being considered for the demonstration
scale chemical looping combustion operation at
Puertollano, Spain under the EU DemoCLOCK project.
This scenario offers an ideal platform for developing and
implementing the proposed multi-scale approach using
validated models. The results are described below.

For reduction cycle, Figure 6A compares the Fe,0O3
conversion profile along the length of bed after 60 s of
reduction cycle operation for 7 different packing, while
Figure 6B shows the overall Fe,O; conversion as a
function of time. The reaction front moves the fastest for
Aspect ratio 7 packing (Figure 6A) and the whole bed is
reduced within 74 s (as seen in Figure 6B). In terms of
fastest bed conversion (or fastest reaction front), Aspect
ratio 7 is followed by Aspect ratio 2, then the spherical
pellets, the Aspect ratio 1 pellet and the Fluted ring.
Similar trends are observed for oxidation cycle as well
(Figure 7A). These trends are because the voidage of the
packing structure increases as pellet aspect ratio
increases (as predicted by DEM). Higher voidage results
in lower amount of solid mass to be converted in the
reactor bed. Figure 3 and Table 1 shows that the DEM
predicted voidage for Aspect ratio 7 pellet packing is the
highest followed by Aspect ratio 2, followed by spherical
particles and Aspect ratio 1. The spherical particle and
Aspect ratio 1 pellet shape have more compact packing
(less voidage and more mass in the reactor) than the high
aspect ratio pellets as a result they need more reactor
operation time for complete bed conversion (as seen in
Figure 6B-7B and Figure 6A-7A for both the oxidation
and reduction). Figure 6A-7A shows that reaction fronts
of Aspect ratio 1 and spheres (3mm, 5mm and 7.5mm)
move with similar velocity, but have varied dispersions
along the similar 'mean’ front locations. The dispersion
in reaction front increases as the size of sphere increases.
The slower the effective reaction rate, higher is the
dispersion of the reaction front around the mean location.
The reason for this dispersion is the mass-transfer
limitations accounted by the particle model of 1D
particle-reactor model. As the diameter of sphere
increases from 3mm to 7.5mm, the mass-transfer
diffusional limitations increases and the effective overall
rate of reaction decreases, leading to a more dispersed
reaction front for higher diameter spheres. Similarly, the
Aspect ratio 1 pellet shows more dispersion in reaction
front than Aspect ratio 2 and Aspect ratio 7 pellet. This
is because for the same particle volume, the actual
diameter of pellets increases with decreasing aspect ratio
(diameterar; > diameterar, >diameterag;). Thus, the
Aspect ratio 1 offers higher mass-transfer diffusional
resistance to the reactant gaseous species than Aspect
ratio 2 and Aspect ratio 7 pellet.

Now, the Fluted Ring packing also has a higher
voidage and very less mass within the reactor (equivalent
to Aspect ratio 7 pellet), and even the total particle
surface area available is comparable to Aspect ratio 7,
so one would expect a quick complete bed conversion
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(similar to Aspect ratio 7 case). However, as Figures 6B
and 7B reveal that at any given time, the Fluted Ring bed
is the least converted amongst all and the bed is not
completely converted even after 150 s of reactor
operation (only 91% conversion). Figure 6A and 7A
reveals that Fluted Ring has the most diffused reaction
front amongst all the particles (suggesting a very slow
effective rate of reaction). The Fluted Ring has the
largest particle diameter amongst all the particles and the
mass transfer resistances encountered by the gaseous
species would reduce the overall effectiveness. The 1D
model is able to capture the mass-transfer limitation
within the particle. The mass-transfer limitation
dominates the faster intrinsic rate kinetics leading to
slower conversion of the fluted ring particle.

Thus, a study of conversion profiles reveal that the
Aspect ratio 7 pellet and 3 mm sphere particles offer
high reaction rates (owing to lower mass-transfer
limitations), while Aspect ratio 7 and Aspect ratio 2
packing results in a faster moving reaction front (owing
to higher voidages and lower mass). A study of fuel-slip
and pressure drop will enable us to make proper choice.

Figure 6C shows the fuel-slip time for the reduction
operation. An early fuel-slip of reactant CO and H, will
disallow any efficient isolation and capture of CO, from
the exit-gas stream, thus leading to an unsuccessful
operation. An early fuel-slip can occur owing to slower
effective reaction rate (i.e. diffused reaction front)
caused by mass-transfer limitations. The CO fuel-slip is
known to occur earlier than hydrogen fuel slip in all the
cases (owing to slow effective rate of reaction of CO).
Hence we analyze the CO-slip results to compare the
different packed beds. A good packing configuration is
where the onset of fuel-slip occurs when nearly most of
the bed is converted (i.e. when the reaction front reaches
the end). Figure 6C and 6B indicate that the onset time
of fuel-slip is better for 3mm sphere (75% bed reduced),
followed by Aspect ratio 7 (60% bed reduced), 5mm and
7.5mm spherical particles (nearly 60% reduced), Aspect
ratio 2 pellet (40% bed reduced) and Aspect ratio 1 pellet
(30% bed reduced). This is expected as the reaction rate
is higher for 3mm sphere and the Aspect ratio 7 pellet (as
indicated by the sharpness of reaction front) than others.
Their high reactivity can be explained on the basis of
low diffusional resistances (owing to lower particle
diameter) and high particle surface area per unit reactor
volume.

Amongst the particle of same volume (i.e. same
effective diameter of 7.4 mm but different shape, as
shown in Table 1), Aspect ratio 7 provides the highest
surface area per unit reactor volume (577 m™) and the
lowest diffusional resistance. For both 3mm sphere and
Aspect ratio 7 packed bed, by the time the CO exit gas
concentration reaches 5%, almost the entire bed is
converted.
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Figure 6 Particle selection for reduction phase:
comparison of seven different particle configurations : (A)
Conversion (Reaction front movement) after 60 s of reactor
operation, (B) Overall conversion at a given time, (C) Fuel-slip
at reactor exit and (D) Pressure drop and Cycle-time for each
particle shape.



A multi-scale model for oxygen carrier selection and reactor design applied to packed bed chemical looping combustion / CFD 2014

With regards to the process, the 14mm Fluted ring can be
safely rejected for this CLC application due to a
substantial early fuel-slip. This is owing to high mass-
transfer limitation that causes a highly diffused reaction
front.

Figure 6C and 6B shows that for fluted ring, the fuel
slip occurs within first 10 s of reactor start-up and the
outlet CO concentration suddenly reaches 10% even
though the overall bed is only 5% reduced. Thus, based
on the fuel-slip and bed-conversion (reactor bed-
utilization) criteria, the Aspect ratio 7 and spherical
pellets seem to be good possible choices. However, one
needs to look at the pressure drop as well. A higher
pressure drop can lower the reaction rate and increase the
operating cost. A pressure drop high enough to
overcome the weight of the bed can fluidize it or blow it.
So, pressure drop is an important criterion.

Figure 6D and 7D shows the pressure drop and
cycle-time for packing of each packing configuration for
reduction and oxidation, respectively. The figure reveals
that the pressure drop is highest for the 3mm sphere
followed by 5mm sphere, and is the lowest for the
Aspect ratio 7 pellet and fluted ring. The higher particle
surface area and lower voidage offered by the 3mm
sphere packing ensures that fluid experiences high
viscous or skin friction resistance, which results in a
higher pressure drop. The pressure drop reduces with
increasing sphere size, as is expected. Amongst the
particle of same volume, the high voidage in the Aspect
ratio 7 packing ensures a lower pressure drop. Though,
the pressure drop could have been higher for Aspect ratio
7 and Fluted Ring owing to their higher non-sphericity
(which results in higher values of Blake-Kozeny—
Carman constant value and the Burke—Plummer constant
in the modified Ergun equation, See Table 1) and a
higher surface area per unit volume (that can cause
higher viscous resistances), but the effect of loose
packing (higher voidage) offsets these factors.

From the results of both the oxidation and reduction
cycle, it seems that Aspect ratio 7 pellet packed bed can
be a good choice as it offers the least pressure drop, high
reactivity and a fast moving reaction front that ensures
lower cycle-time. The Aspect ratio 7 pellet performs
better than Aspect ratio 2, Aspect ratio 1 and spherical
particle of the same particle volume. The alternative can
be the 3mm sphere, for which the operating costs could
be higher owing to higher pressure drop and higher cycle
time (as more mass of catalyst fits in the reactor bed due
to low voidage) than the Aspect ratio 7 pellet. However,
before finalizing any particle, the ability of the particles
to withstand the thermal, chemical and mechanical stress
owing to a high temperature-high pressure cyclic
operation must be experimentally tested.

Thus, this work has demonstrated the use of a novel
multi-scale model in selecting an oxygen carrier for a
packed bed chemical looping combustion operation. This
methodology can also be applied to create a new catalyst
shape and analyze its performance for a catalytic gas-
solid reaction.
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Figure 7 Particle selection for oxidation phase: comparison of
seven different particle configurations : (A) Conversion
(Reaction front movement) after 60 s of reactor operation, (B)
Overall conversion at a given time, (C) Fuel-slip comparison
and (D) Pressure drop and Cycle-time for each particle shape.
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CONCLUSION

A multi-scale modelling approach is developed for
enabling oxygen carrier selection and reactor design. The
approach can potentially be used for catalyst design.
The multi-scale approach involves a 3D CFD-DEM
(Computational Fluid Dynamics and Discrete Element
Method) simulation in-combination with a multi-domain
1D particle-reactor model. In this multi-scale approach, a
representative segment of the packed bed (generated by
DEM) is simulated using CFD to obtain correlation for
pressure drop and heat transfer coefficient. These
correlations along with the information on packing
structure (i.e. porosity and surface area per unit reactor
volume obtained from the DEM generated packing) have
been used by the 1D particle-reactor model. The 1D
model, which includes the inter-particle and intra-
particle limitations, is used for simulating the large scale
packed bed reactor. The multi-scale approach provides a
faster and reasonably accurate means of comparing the
effect of oxygen carrier (or catalyst or pellet shape) on
reactor performance.

The multi-scale model has been applied to
compare performance of different particle configurations
(spherical, Aspect ratio 7 pellet, Aspect ratio 2 pellet,
Aspect ratio 1 pellet and fluted ring) for a gas-solid non-
catalytic chemical looping combustion packed bed
reactor. For particles of same equivalent diameter
(volume), the Aspect ratio 7 pellet filled reactor offers
the least pressure drop, highest reactivity and provides a
lower cycle-time operation as compared to spherical
pellets and other low aspect ratio cylindrical pellets. The
higher voidage created by the aspect ratio 7 packing is
the reason for the lower pressure drop. Further, the high
surface area per unit reactor volume and lower actual
pellet diameter (low diffusional resistance) of aspect
ratio 7 packing leads to high catalyst effectiveness, faster
reaction rates and avoids early fuel-slip. The 14mm
fluted ring offers higher diffusional limitations that
results in slower reaction rates and early CO fuel slip is
rejected as it will prohibit the isolation and capture of
CO..

Thus, the work has successfully demonstrated a
novel multi-scale modeling approach involving 3D-
DEM-CFD-1D model for selecting optimum size/shape
of pellets for a packed bed reactor operation. This
methodology can be applied to create new particle
shapes and analyze their performance (for catalyst
design) and for studying pre-existing shapes (like tri-lobe
quadrulobe, monoliths, wagon wheels, hollow
extrudates, discs etc.).
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ABSTRACT

For the prediction of steel desulphurization and
dephosphorization or the evolution of slag composition
at continuous casting mould, mass transfer between two
immiscible fluids in a turbulent situation should be
calculated.

For this purpose, two possibilities are offered for the
simulation. The first one consists in the calculation of
the local chemical equilibrium with the simultaneous
prediction of the species transport, but the cost is that
very fine mesh should be used. The second is based on
the assessment of the mass transfer coefficient from
hydrodynamic calculations and further wuse of
thermodynamic code fed with interface area and transfer
coefficients. On a computing time point of view, this
second method is more affordable for 3D configurations
than the first one, but it is less accurate. Literature
survey indicates that it is possible to obtain a realistic
evaluation of the mass transfer coefficient from
hydrodynamic calculations, under the condition of very
precise description of the flow near the interface.

The paper explains the reasons for the different
simplifications which were made to predict the mass
transfer between liquid steel and slag, gives indication
on interest and limitation of the coupling between fluid
dynamics and thermodynamics to get the local and time
dependent evolution of chemical composition in the two
phases. The modelling to predict the mass transfer
coefficient is also described and compared to correlation
proposed in the literature. Finally, a correlation is
proposed to get mass transfer coefficient up to Schmidt
number = 1000.

Keywords: CFD,  Pragmatic  industrial
Multiphase Heat and Mass transfer, Casting, Slag.

modelling,

NOMENCLATURE

Greek Symbols
A Integral length scale of turbulence, [m].
&, Thickness of species boundary layer, [m].

8n Thickness of momentum boundary layer, [m].
4 Dynamic viscosity, [kg/m.s].

B Mass transfer coefficient, [m/s].
Az Cell thickness near interface, [m].

Latin Symbols

C Non-dimensional concentration.

D Mass diffusivity, [m%/s].

H Half height of the channel, [m].

Sc  Schmidt number.

u* Friction velocity at interface, [m/s].
Upax Maximum velocity in the phase, [m/s].

Sub/superscripts

G Gas phase.

i Interface.

Is Liquid steel.

sl Slag.

oo Far from interface.

INTRODUCTION

All along the steel refining route and casting, the liquid
steel is rarely exposed to the ambient atmosphere. It is
often covered with a thermal insulation: the slag. This is
the case in a continuous casting mould, which is the
reactor largely used to solidify steel. Figure 1 gives a
schematic diagram of the operation and the various
phases present in a mould:

= the liquid steel, also carrying argon bubbles and micro-
particles coming from an endogenous precipitation in
the liquid steel, is introduced through a nozzle into the
mould ( typical section of 1800 * 220 mm” ), the value
of the Reynolds number at the outlet nozzle is in the
order of 70000, which produces a high degree of
turbulence in the mould and at the interface between
liquid metal-slag; the argon bubbles limit the clogging
phenomena inside the nozzle and strongly disturb the
liquid steel / slag interface when crossing.
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= the flux powder is deposited continuously on the upper
surface and at about 1000 °C, it liquefies over a
thickness of a few millimetres to form the liquid slag.

endogenous flux powder

inclusions argon
bubble

liquid slag

P
.\ e'?;‘..{"‘g:“!'u’.g%? 0 . (\
: P i .
- S~
it

liquid steel

solidifying shell

Figure 1: Different phases in a continuous casting mould,
Pericleous (2008).

In a mould, the liquid slag has another specific function:
it is entrained between the mould and the solidifying
skin and facilitates lubrication. In the latter case, it is
important to control the composition of the slag, to
guarantee its good viscosity and its ability to lubricate.
Another characteristic is that the slag should not be
fragmented; if slag droplets are suspended in the liquid
steel, they can be entrapped by the solidifying shell and
produce surface defects on the final product. It is
currently one of the major defects in our steel plants.

New steels grades (such as Advanced High-Strength
Steel) contain alloying elements that can affect the slag
behaviour; for example, depending on the aluminium
mass fraction inside the liquid steel, Al,O; content of the
slag can vary between 3-4 % and 30-35 %, which deeply
affects its viscosity (multiplied by 5), Shahbazian et al.
(2002), and its thermal conductivity, modifying the
extraction of the heat flux through the mould.
Robustness issues of the process are then encountered; if
the viscosity increases, the quality of the lubrication is
degraded, which leads to a rupture of the slag film and a
direct contact of the molten steel with the mould: if a
sticking takes place, it may be impossible to extract
continuously the steel from the mould and the process
should be stopped and the mould replaced.

Process control means that mass transfer should be
controlled to have insight into the chemical evolution of
the slag. In this context, we have to control the dynamic
behaviour of the interface between liquid steel and slag
and detect if interface fragmentation will occur or not,
since it will affect interfacial area for mass transfer and
steel quality if slag droplets are entrapped by the
solidifying shell. Several mechanisms are involved in
the fragmentation, which is already the subject of
dedicated studies, Hagemann (2013), Real-Ramirez
(2011). Figure 2 shows a typical interface behaviour
observed in a water model. Part of the flow coming from
the nozzle is deviated towards the interface and, above a
critical water velocity, the interface is strongly distorted
and can be fragmented. Another mechanism can be
observed: the creation of a drainage cone which can
produce small droplets of the upper phase in the lower
one when it breaks.

Macro-vortexing
Initial interface fragmentation

Figure 2: Typical behaviour of interface.

Mass transfer across a turbulent interface has already
been investigated. In the steelmaking community, KTH
teams have published some papers showing the
evolution of slag compositions interacting with the
liquid metal, Jonsson (1998), Andersson (2002),
Doostmohammadi (2010).

However, as soon as CFD and thermodynamics are
coupled, it is difficult to understand in details the
numerical procedure for the coupling and there is a too
brief discussion on different topics: dependence of the
result to the mesh size and treatment of the interfacial
turbulence (on the basis of RANS turbulence models).
Although the method is qualitatively interesting, further
investigations are necessary.

To get the mass transfer coefficient, different teams
proposed interesting papers based on CFD calculations.
In the case of a plane interface between water and liquid
Calmet (1998) has shown the relevance of using a LES
turbulence model to describe the interface with and
without shear stress, and to identify the coefficient of
mass transfer up to Schmidt number 200. More recently,
Figueroa-Espinoza (2010) extended the method to
predict the mass transfer between a bubble with a
variable shape, using a mesh conforming to the shape of
the bubble, for values of the Schmidt number up to 500.

Banerjee (2004) also took into account the deformation
of the interface and made calculations for Schmidt
numbers up to 10-20; he proposed the promising
“surface divergence” model for deriving the mass
transfer coefficient.

EVOLUTION OF CHEMICAL COMPOSITION

The objective is to get the time evolution of the steel and
slag compositions. We have to calculate the flow, the
local composition and advection/diffusion of the
different chemical species, but also the chemical
reactions between steel and slag. Ansys-Fluent™
predicts the flow of liquid steel and slag phases with the
Volume Of Fluid model, each phase being constituted of
a mix of several species. An in-house code is used for
the thermodynamics calculations. Because precipitation
and chemical compositions in liquid or solid steel are
very specific, ArcelorMittal R&D developed its own
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code, called CEQCSI, for Chemical EQuilibrium
Calculation for the Steel Industry. It allows the
calculation of local compositions and precipitations of
different oxides (S102 -Ti02 - Ti203 - Cr203 - A1203 -
Fe,03-CrO - FeO -MgO - MnO - CaO...) and slag-metal
reactions, Lehmann (2008).

By means of User Defined Functions that can be
addressed in Ansys-Fluent ™, we can detect the cells
where slag and steel are both present; mass fraction of
the different species at time t are sent to Ceqcsi which
makes the calculations for the new equilibrium
composition in each phase and then gives the resulting
source terms for each specie to Ansys-Fluent™.
Advection/diffusion takes place during At and new
composition is calculated in the entire domain at t+At by
Ceqcsi. With this iterative procedure, it is possible to
have the time evolution of the chemical composition in
each phase.

We initiated calculations in 2D. The geometry of the top
region is displayed on Figure 3. The height is 1500 mm
and width is 800 mm. Initial slag thickness is 50 mm.
The number of cells, for the initial calculations is 21600.
VOF-PLIC method is used to predict the interface and
realisable k-€¢ is selected for turbulence modelling.
Turbulence damping at interface is considered by means
of a source term in the € transport equation, Gardin
(2011). Because slag is consumed to lubricate the
mould, we impose slag inlet along the horizontal top line
(Velocity inlet (1)) and slag is extracted by the two
vertical segments (Velocity inlet (2)) with the
composition of adjacent cells and negative velocity to
get outlet conditions. Slag can be consumed or created
due to the composition adjustment calculated by Ceqcsi;
it means that slag volume, and by consequence steel
volume, can change with time according to the chemical
equilibrium with steel. The consequence is also that
thermodynamics should be coupled with fluid flow
calculations at each time step: unfortunately, freezing
the steel/slag interface for further thermodynamics
calculations is not possible and transient calculations
should be performed.

Figure 3: Top region of the calculation domain with boundary
conditions.

Figure 4 illustrates the 2D velocity field that we
obtained. The slag movement is mainly due to
momentum transfer from liquid steel to slag at interface.
The impact of slag injection by the top on slag
movement is very small.

Figure 4: Typical velocity field in steel and slag.

The coupling between Ansys-Fluent™ and Ceqcsi was
applied with the composition of steel and slag as it is
expressed in Table 1 at t=0 s.

Table 1: Initial steel and slag compositions.

species Steel %owt Slag %wt
Fe 98.8273

Al 0.031

Mn /

Si /

Ca /

S /

6] 0.0005

SiO, 38
AlL,Os 9
F6203 /
FeO /
MnO /
MgO /
CaO 27
Can /

As we can see on Figure 5, Al distribution in the mould
is heterogeneous after 113 s of calculation, especially
near the interface. Al is transported towards the interface
and there is a progressive Al consumption to form Al,O;
in the slag; in consequence, there is a progressive
decrease of Al concentration as the flow transports Al
along the interface towards the centre of the mould

3.10e+03
l 2.84e+03
2.70e+03

2.63e+03
2.48e+02
2.32e+03
2.17e+l3
2.01e+03

1.B6e+03

1.700+02

1.55e+03

1.382+03 A
1.24e+03

1.082+03

8.30s+02
7.75e+02

B.20e+02
4.658+02
3.10e+02
1.66e+02
0.00e+00

Figure 5: Mass fraction of Al (ppm) at t=113 s — time step for
CEQCSI call: 0.05 s.

The Al distribution in liquid steel should be related to
the alumina distribution in the slag (Figure 6) which also
displays important variations; it is observed low Al,O;
concentration in low velocity regions: mixing by
advection/diffusion is too slow with the consequence of
slag viscosity heterogeneously distributed.
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2.70e+01
I 2.86e+01
2.43e+01
2.30e+01
2.16e+01
2.02e+01
1.68e+01
1.75e+01
1.62e+01
1.48e+01
1.35e+01
1.21e+01
1.08e+01
84801
8.10e+00

B.79e+01
640801

4.09e+01
2.70e+01
1.26e+010
0.00e+00

Figure 6: Mass fraction of Al,O; (ppm) at t=113 s — time step
for CEQCSI call: 0.05 s.

Analysis of the influence of the mesh size near the
interface was realized. Initial mesh which was used for
the previous results is displayed on Figure 7. Then, cells
are successively divided by 2 and 4 in the region
containing the interface. Cell thickness is respectively 4,
2 and 1 mm.

Figure 7: Initial mesh — half geometry is considered

The time step between two successive Ceqcsi calls is
maintained constant to 0.05s and mean Al,O5 content in
the slag is drawn for the three cases. Figure 8 clearly
shows that results are strongly mesh dependant and that
stationary concentration is more rapidly obtained for
large mesh. If time step to call Ceqcsi is decreased,
other calculations show that Al,O; evolution is quicker
than with 0.05s. At this stage, we conclude that results
are mesh and time-step dependant.

9.30E+04

0. 25E+04 /\\N

o=

The main idea to determine the adequate Ceqcsi time
step call consists in adjusting it with the species renewal
time of the cell. If we keep in mind that the species
renewal in a cell is limited by the vertical diffusion, then
we should have:

(Az)*/At=D and At is the renewal time.

At can be identified to the Ceqcsi time step call. Table 2
gives the At values when diffusion length is imposed to
be the cell thickness.

Table 2: Adaptation of time step to call the thermodynamics

model.
Cell thickness (mm) 4 2 1
Diffusivity (m%/s) 410° | 210° | 107
Time step for Ceqcsi call (s) 0.4 0.2 0.1
Diffusion length (DA)® (mm) 4 2 1

—— Mommal resh

9. 20E+04 //
915E+04

Al203 ppm

9.10E+04 //
9.05E+04 V
9.00E+04 . . ;

0 10 b 30 40

Flow Time (s

Figure 8: Mean Al,O; content in slag — time step for CEQCSI
call: 0.05 s.

— Refind mesh
// —— Double refined mesh

Figure 9 shows that the superimposition of the curves is
much better than previously. But, if we consider a
realistic species diffusivity D ~ 3.0 10”m?s, the Ceqcsi
time step should be 1h30 when Az is 4 mm: it is not
possible to have calculations for such long time and the
numerical diffusions should overcome the molecular
one. If cell thickness is 100 um, then At is 3 s, which is
a realistic value on the CFD point of view, with the
insurmountable drawback of huge number of cells for an
industrial application.

— Morma besh
—— R efined Mesh
—Double Refined Mesh

Figure 9: Mean Al,O; content in slag - results independent of
mesh size.

At this moment, these calculations are possible on a
qualitative point of view, using much larger species
diffusivity than real ones, with cell thickness larger than
1 mm. Some trends will be obtained but the time
evolution will be much quicker than what it should be.
Nevertheless, the information we get is sufficient to
classify the mutual influence of steel grades and initial
slag composition on the slag viscosity. On an
engineering point of view, the coupling between CFD
and thermodynamics can be fruitfully used.

To get more realistic values of the time evolution of slag
composition, another method should be used, which will
be explained now.
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CAN WE USE CORRELATIONS BASED ON FLOW
AND FLUID PROPERTIES TO EXTRACT THE MASS
TRANSFER CEFFCIENT?

As it was already investigated by Calmet (1998) or
Banerjee (2004), CFD can provide some valuable
correlations to get the mass transfer coefficient £. For
instance, the following relation can be considered (valid
for Sc < 100):

BSc® Ju* ~0.108-0.158

T
u*=_[—- s the friction velocity 1)
\ o

du
where 7; = '[{a— is the interface shear stress
n).
1

or this one which was proposed by Banerjee, known as
“surface-divergence” correlation:
1/4

u )’
B =Sc™uRe;? (—”+—V] 2)
Jx dy '
where Re, = Au,./v (the integral length scale of
turbulence A is assimilated here to the height of liquid
steel phase H or slag when slag is considered) and (x, y)
plane is the interface plane.

When [ and the interfacial area are known, Ceqcsi can
calculate the time evolution of the slag composition.
Interfacial area can be determined by VOF-PLIC
method, see Figure 10, as soon as interface deformation
is not too complex.

Visualisation of the interface 3D calculations with Ansys-
shape Fluent

Figure 10: Schematic diagram of geometry.

But equation (1) or (2) cannot be used directly in our
case since species Sc is around 1000 (value depending
on species) and out of the validity range. A specific
study should be carried out to extend the correlation up
to Sc~1000-2000. The method consists in performing
two kinds of calculations:

1- a scalar value is imposed at the interface and scalar
profile is drawn at different positions and times; the
profile is then used to identify the mass transfer
coefficient, as it was explained by Haroun (2008).

2- based on a sufficient number of previous calculations,
scaling laws are built: for instance £, ~Sc™ or S ~u*™
(n=-1/2 and m=1 for equation (1)).

Preliminary calculations were realised with Ansys-
Fluent™ but, unfortunately, we did not manage to
respect the interfacial shear stress continuity across a flat
interface, even for very thin cells around 10 pm

thickness. It was the reason why we decided to switch to
another CFD code: Thetis.

Thetis is developed at Institut de Mécanique et
d'Ingénierie de Bordeaux, Trefle department. It is
devoted to the prediction of multiphase flow in laminar
or turbulent situation and special emphasis is given to
accurate description of interface tracking based on VOF
method, see Vincent (2010).

A first set of calculations was realised in the case of a
channel flow with two counter-current stratified fluids:
liquid in the bottom and gas at the top. The momentum
source is a pressure gradient in both fluids. Intensive
CFD work was already realised by Fulgosi (2003) and
Adjoua (2010): their work is considered as reference to
test Thetis reliability. In Thetis, mesh refinement in the
interface region is adapted to get at minimum 3 cells in
the viscous sub-region. Dynamic LES turbulence model
is used, without adaptation of the subgrid scale model at
the interface. A very good agreement with results
published by Adjoua was obtained (Figure 11) and
interface shear stress continuity was respected.

Figure 11: Dimensionless vertical coordinate according to
mean velocity - comparison between LES model of Thetis and
LES of Adjoua.

Since the good behaviour of Thetis was established, a
second configuration was studied. It is still a channel
flow but with liquid steel at the bottom and slag at the
top.

The momentum source is a pressure gradient in the
liquid steel phase and slag is entrained by the shear
stress exerted at the interface (as it is in a real mould).
The fluid properties are given in Table 3.

Table 3: Fluid properties.

Steel Slag
Density — kg/m’ 7000 2500
Viscosity — Pa.s 0.00539 0.0539
Interface tension 1.2 N/m
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The boundary conditions are periodic in the streamwise
and spanwise directions whereas symmetry conditions
are imposed in the direction normal to the interface. The
initial velocity guess is chosen as a fluctuating
instantaneous field coming from the simulations of
Adjoua after the turbulence was developed. The
maximum liquid steel velocity is selected to be 0.3 m/s
(close to what is measured in real continuous casting
mould near the interface) and the height of the channel
filled with liquid steel is 0.009576 m. Reynolds number
is then 3730.

The mesh in the interface region is depending on
Schmidt number, according to §,~ 3, S If Sc=1000,
species boundary layer is 10 times lower than
momentum one and much more cells are necessary to
describe the species behaviour.

It is important to control that we have shear stress
continuity across interface (see Table 4, transient
calculations), which makes possible the calculation of
the friction velocity on both sides of the interface.

Table 4: Shear stress and friction velocity at interface at
different times.

Ti,ls 7'-i,sl M;; M:l
(Pa) (Pa) (m/s) (m/s)
t=1.4s 0.46 0.48 0.0081 0.014
t=4s 0.23 0.26 0.0057 0.01
t=6s 0.22 0.22 0.0055 0.0092

Figure 11 displays the concentration field at time t=4 s,
when the concentration at the interface is imposed to be
1, and makes explicit the need to refine the mesh
depending on Schmidt number.

The interface is totally flat and aligned with the cells,
which is very important to have negligible numerical
diffusion. We checked that, in the case of laminar flow
with very large Sc (>107), the species diffusion in the
vertical direction is totally negligible.

0.05 0.1 015 02 0.25 0.3 035 04 045 05 055 06 065 0.7 0.75 0.8 085 09 0.85

P
|

Figure 11: Mean species concentration at t=4 s, for Sc=10
(top), 100 (middle), 1000 (bottom).

Vertical concentration profiles are extracted, Figure 12.
7Z=0 corresponds to interface position, z < 0 is steel and
z > 0 is slag. Due to the fluid properties, diffusion is not
symmetrical, with deeper diffusion when species
diffusivity is higher, as it is the case for slag compared
to steel.

Figure 12: Vertical concentration profile at t=4 s, for Sc=10
(red), Sc=100 (green), Sc=1000 (blue).

The curves can be used to get the mass transfer
coefficient, according to equation (3):

%)
0z );

P=tc,—c.)

(€))

Table 5 summarises the results. Higher mass transfer
coefficient is confirmed at the slag side. Those values
are referenced as “Steel-simulation” on Figure 13.

Table 5: Mass transfer coefficients, t=4 s.

Mass transfer Mass transfer
coefficient, steel | coefficient, slag
side (m.s™) side, (m.s™)
Sc=10 4.94E-05 4.23E-04
Sc=100 1.16E-05 1.33E-04
Sc=1000 1.37E-06 2.81E-05

Then, mass transfers obtained with species diffusion
were compared to the ones obtained using correlation,
for instance equation (2) proposed by Banerjee.

Mass transfer coefficients obtained with (2) are
referenced as “Steel-SD” in Figure 13.

Mass transfer coefficient (m/s)

———— Steel - simulation

n ——=e—— Steel -SD

Schmidt

Figure 13: Dependence of mass transfer on Schmidt number,
liquid steel side.

The main conclusions when we compare the two
methods are:
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=up to Sc 200-300, the two methods give similar results;
it is very encouraging to note that the species diffusion
method also provides the Sc™* scaling law.

=for large Sc (> 400), which is our situation for
steelmaking systems, we deviate from Sc™’? scaling law
and have Sc’m; this new result needs to be investigated
in more details to understand why the scaling law is
depending on Sc with a rupture around Sc=350; there
are significant effects on a practical point of view, since
low mass transfer coefficient is very detrimental for our
process productivity.

=standard correlations cannot be used but should be
adapted for high Sc number; the species diffusion
method proposed here is probably the good method to
enlarge the validity range of the correlations, since the
numerical diffusion is negligible; but we have to keep in
mind that LES results should be compared to DNS to
better assess the LES reliability near interface when
typical length scales for species diffusion are much
smaller than the viscous sublayer.

Further calculations were realised, with different
interface frictions and Schmidt numbers. Then, a fitting
function was built for both liquid steel and slag.

Comparison is drawn on Figure 14 (u; =0.0057 mV/s,

i, =0.0103 m/s).

—=— Simulation Steel
Fitting law Steel
—=&— Simulation Slag
Fitting law Slag

Mass transfer

| n L T S R R |

107
Schmidt

Figure 14: Dependence of mass transfer on Schmidt number,
liquid steel and slag sides.

Below are the expressions of the fitting functions:
IBIS = I/t;; (BISSC_I/2 + EISSC_3/ 2)

ﬂxl = I/tj[ (BXISC_”2 + EXISC_I)
With :
B, =0.0251, 35,

Ejy=813501000
By =0.131y 550

Eg=5I501000
To-350, I350-1000 are the characteristic Heavyside functions
being equal to 1 on the interval and O elsewhere.

In the near future, we will have to consolidate those
correlations and understand why they are slightly
different in liquid steel and slag.

When the correlations are applied in the case of
continuous casting mold, the shear stress between liquid
steel and slag can be approximated using the assumption
of flat free surface with no-slip boundary condition.
Then the shear stress is in the range 1-10 Pa and mass
transfer in the liquid steel side is approximately 10” m/s
(much smaller than in the slag side), which is coherent
with values taken by Chaubal (1992).

CONCLUSIONS

Coupling between fluid dynamics and thermodynamics
was realised to predict chemical composition of both
liquid steel and slag. To get rid of mesh size
dependence, it was proposed to align the time step call
to thermodynamic software with the typical diffusion
time across the cell near the interface. This coupling can
provide qualitative information on chemical evolution
but is not suitable for quantitative prediction.

Improvement of the modelling is based on the prediction
of the mass transfer coefficient S. Scalar diffusion
method was used to calculate S for different Schmidt
numbers. Classical dependence B / u* ~ Sc* was
predicted, but the scaling law was changed when Sc >
350. A correlation was proposed for both liquid steel
and slag, to be applied in the range 10 < Sc < 1000.
Further work will be necessary to test the correlations
but the order of magnitude is compatible with values
already published.
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ABSTRACT

It would be possible to produce a steel with a better surface
quality in the uphill teeming process if a much more stable flow
pattern could be obtained in the runners. Several technics have
been utilized in the industry to try to obtain a stable flow of
liquid steel. For instance, a swirl blade inserted in the horizontal
or vertical runners could generate a swirling flow in order to
make a lower hump height to avoid mold flux entrapment and
to improve the quality of the ingot products. In this research, a
new novel swirling flow generation component, TurboSwirl,
was introduced to improve the flow pattern. It has recently been
demonstrated that the TurboSwirl method could effectively
decrease the risk of mold flux entrapment, lower the maximum
wall shear stress, and decrease velocity fluctuations. The
TurboSwirl is built at the elbow of the runners as a connection
between the horizontal and vertical runners. It is located near
the mold and it generates a tangential flow that can be used with
an expanding nozzle in order to decrease the axial velocity of a
vertical flow. This would enable a stable flow before the fluid
enters the mold. However, high wall shear stresses appear on
the walls due to a fierce rotation in the TurboSwirl. In order to
gain a calmer flow and to protect the refractory wall, some
structural improvements were applied. It was found that by
changing the flaring angle of the outlet nozzle, it was possible
to get a lower axial velocity and wall shear stress. Moreover,
when the vertical runner was not placed on the centre of the
TurboSwirl, a much more beneficial flow pattern was obtained.
In addition, the swirling numbers of all the situations above
were calculated to ensure that the swirling flow was strong
enough to generate a swirling flow of the steel in the
TurboSwirl.

Keywords: ingot casting; TurboSwirl; swirling flow;
turbulence modeling; flaring angle.

NOMENCLATURE

A complete list of symbols used, with dimensions, is
required.

Greek Symbols

o Rotation angle, [].

Mass density, [kg/m?].

Dynamic viscosity, [Pa-s].

Dissipation rate of turbulence energy, [m?/s®].

™ x

Latin Symbols
Go Axial flux of the angular momentum, [m®/s?]

G; Axial flux of the axial momentum, [m?*/s?]
Turbulence intensity.

Turbulence length, [m].

turbulent kinetic energy, [m?/s?]
Pressure, [Pa]

enlarged radius, [mm].

Radius, [m].

Swirl number.

Inlet velocity, [m/s].

Axial velocity, [m/s].

Fluctuating velocity vector, [m/s].
Mean velocity vector, [m/s]
Tangential velocity, [m/s].

SSRCEVITOX T~

INTRODUCTION

Although the amount of steel production by ingot casting
is smaller compared with that cast by continuous casting,
it is still highly used by manufacturers of special steel,
such as forgings, low-alloyed steel. In addition, to
produce a final steel compared with a huge geometry up
to several hundred tons, ingot casting is suitable. Two
methods are widely used to pour the molten steel from
the ladle into the ingot mold, top pouring and bottom
pouring (Hurtuk, 2008). The choice of pouring method is
of great importance and serious which is determined by
final use of the steel ingots. Instead of pouring the molten
steel into the ingot directly by top pouring, the bottom
pouring (uphill teeming) could result in an ingot steel
with a better surface quality. More specifically, it is more
stably cast due to the lower turbulence in the pouring
process.

During the uphill teeming process, the flow pattern plays
a very important role, since an inappropriate flow pattern
may induce a high velocity of the liquid steel before
pouring into the mold where mold flux entrapment might
appear. Therefore, a large consideration of controlling
the flow pattern should be taken in advance. Several
improvements have been investigated by previous
researchers. First, a flaring angle was designed at the
entrance of mold, which could reduce the velocity of
liquid steel entering the mold and result in a more stable
surface to avoid mold flux entrapment (Eriksson et al.,
2004). Another way to control flow pattern was to
generate a swirling flow, which had been used in
numerical simulations and water modelling experiments
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of the continuous casting nozzle (Yokoya et al., 1998).
Moreover, a twist-tape swirl blade was placed in the SEN
to let the liquid steel rotate, which could reduce the
uneven flow in continuous casting mold. Then the swirl
blade was inserted into either the horizontal or the
vertical runner of the ingot casting system for
computational fluid analysis indicated that a much more
uniform flow pattern were obtained with a calmer filling
process (Hallgren et al., 2006, 2010; Tan, et al., 2012). A
swirl blade inserted in the runner has a potential risk to
be clogged, which may bring in new inclusion to the
liquid steel before solidification. Therefore, a new
swirling flow generator was introduced, TurboSwirl,
which uses the tangential velocity to generate the
swirling flow at the intersection of the runners of ingot
casting. Studies have been done to demonstrate that a
much calmer filling condition was observed during the
initial filling stage, which result in a lower hump height
and a lower maximum wall shear stress (Tan et al., 2013).

In this work, based on Tan’s research (Tan et al., 2013),
some structural modifications were made to optimize the
flow pattern in order to obtain a more even swirling flow
generated by the TurboSwirl device. The flow field in the
TurboSwirl was significantly influenced by the outlet of
the TurboSwirl. Therefore, the first attempt of the
optimization was to change the degree of flaring angle of
the outlet nozzle to minimize the axial velocity and the
maximum wall shear stress. Furthermore, the swirl
number is calculated to make sure that the rotation of
liquid steel was strong enough to generate a swirling flow.
Further, the position of the outlet nozzle was moved to
the off-centre position of the TurboSwirl with different
radius and angles. Finally, a prediction of the
optimization of the structural design on the outlet nozzle
of TurboSwirl or similar structures was carried out.

MATHEMATICAL MODELING

A general Schematic diagram of ingot casting of Tan’s
research is shown in Figure 1. This two-mold gating
system was originally used without the TurboSwirl in the
industry and can produce 6.2 tons ingots each time (Tan
et al., 2013). This new component, TurboSwirl with a
flaring angle, was located at the elbow of the horizontal
and vertical runner, which is shown with a dashed line in
Figure 1. Since more attention was paid to the part of the
TurboSwirl, a reduced model was built in this research.
A specific scheme of the computational domain is shown
in Figure 2 with its original design. The TurboSwirl has
a diameter of 150 mm and a height of 50 mm with an
outlet nozzle with a 49° flaring angle and 20 mm length.
Additionally, a part of the horizontal runner with
diameter of 45mm and length of 120mm and vertical
runner diameter of 45mm and length of 145mm were also
included in the simulations.

The modification of this research involved two parts: first,
the flaring angle of the outlet nozzle was altered from 30°
to 90° with a series of cases to find trends of the axial
velocity and wall shear stress; then, the outlet nozzle
together with the vertical runner were placed on several
estimated positions around the centre of the TurboSwirl.

The density p of the steel in this simulation was 6900
kg/m?, and the dynamic viscosity p was 0.006Pa.

Pressure-inle /—Velocity-inlet
240
Out-flow In-flow Z70 In-flow Out-flow
Counter Clockwise Clockwise
52 . '35 %
\_{_l o
FQ 49°
T S /Pressure-outlet
2846
e S
4'25_(% ™
= — RN = ™
T— || =
249 1dl 945 I
Figure 1: Schematic diagram of ingot casting (Tan et al.,
2013).

Figure 2: Dimension of computational domain
(Original design, unit: mm).

All the simulation were based on the following
assumptions: 1) the TurboSwirl is completely filled with
molten steel (single phase); 2) the liquid steel is
incompressible Newtonian fluid; 3) chemical reaction,
heat transfer and solidification are not considered; 4) all
the physical properties are constant. These numerical
simulations were done by COMSOL Multiphysics® 4.4,
and the standard k-e turbulence model was used to
simulate turbulence. Reynolds-averaged Navier-Stokes
(RANS) equations were used as transport equations as
below (COMSOL, 2012):

ou —_—
pE+pU-VU+V~ (pu'®u') = —VP )
+V-u(VU+ (VO)T) + F
pV-U=0 )
The transport equations for the turbulent kinetic energy,

k, and the dissipation rate of turbulence energy, €, were
(Launder et al., 1974):
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The model constants in Equation (3) - (6) were
determined from previous work (Launder et al., 1974)
and the values are listed in Tablel.

Table 1: model constants.

CM Csl Cez Ok O¢
0.09 1.44 1.92 1.0 1.3

The velocity inlet boundary conditions are shown in
Table 2 (Tan et al., 2011). The numbers of cells were
different from 80000 to 90000 according to the different
flaring angle or outlet nozzle positions.

Table 2: Velocity inlet boundary condition.

u | I (m) k e
(m/s) (m¥s?) (m%s*)
10479 004096  0.00315 2'7235 7'5275

RESULTS AND DISCUSSION

The flow pattern has a great influence on the exogenous
inclusion generation and mold flux entrapment during
uphill teeming, so it is of great importance to improve the
flow pattern of the TurboSwirl as part of the whole ingot
casting equipment. The fluid field is mainly affected by
the dimension of the structure, and the outlet affects most
due to the generated swirling flow in the TurboSwirl
device. Generally, there is limitation on the height of the
vertical runner part, so the height of the outlet nozzle
must be fixed. Therefore, the flaring angle was chosen to
be altered to change the flow pattern. In this research, the
following flaring angles were studied: 30°, 41°, 45°, 49°,
530, 57°, 63°, 68°, 72°, 80°, 90°, respectively. This series
of degrees was determined by several simulations which
could represent the physical phenomenon of the scope
around every single degree. Examples of TurboSwirl
with different degrees of flaring angle are shown in
Figure 3.

Figure 3: Examples of different degrees:
(a): 30°; (b): 68°; (c): 90°.

The molten steel was poured from the horizontal runner
into the TurboSwirl, where the steel was forced to begin
to rotate around the TurboSwirl device. In this study, the
TurboSwirl was assumed under the processing of casting,
which means there was nothing but liquid steel in the
simulated domain. Due to the effect of the pouring
velocity, the liquid steel was pushed to rotate and rise up
in the mold for the final solidification. Liquid steel
moved along the refractory material where frictions help
the steel to slow down the velocity and obtain a calmer
flow in the mold. From Figure 4, it is clear that the axial
velocity increases with an increase of the degree of the
flaring angle from 30° to 53°. Then, it fluctuates up to 90°
with the highest maximum axial velocity of around 2.2
m/s. If the flaring angle is decreased to a lower degree,
which means an enlarging of the outlet nozzle to the edge
of the TurboSwirl, a much lower maximum axial velocity
could be gained. However, Figure 4 still shows that the
lower degree of flaring angle causes a high maximum
wall shear stress, which could result in serious erosion of
the refractory surface and a supply of additional
inclusions to the liquid steel. Similarly, when the degree
comes to 90°, a much higher maximum wall shear stress
appears. Furthermore, a 90° angle means that there is no
outlet nozzle located on the top of the TurboSwirl. This
proves the effect of an outlet nozzle to alleviate the severe
fluctuation of the flow field.

Figure 4: Maximum axial velocity and maximum wall shear
stress of different flaring angles.

In order to judge whether the swirling flow was strong
enough for achieving a calmer flow or not, the swirl
number was calculated from the simulations. The swirl
number is a commonly used parameter used to
characterise the intensity of swirl in enclosed and fully
separated flows, and is defined by the ratio of the axial
flux of the angular momentum to the axial flux of the
axial momentum (Sheen et al., 1996):

R 2
G, _ _[O UWr<dr

S=Re R )2
z Rjou rdr

()

In this simulation, the bottom area of the outlet nozzle
was changed gradually with different flaring angles, so
that the swirl number on the bottom of outlet nozzle more
precisely can reflect how fierce the rotation flow with a
different flaring angle was. Four positions of bottom of
outlet nozzle were selected based on the directions where
a high wall shear stress usually appeared and they are
shown in Figure 5. According to Equation (7), the swirl
numbers on the four positions of different flaring angles
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were plotted in Figure 6 together with maximum wall
shear stress.

Figure 5: Positions and directions selected for calculating
swirl number (0=45°).

Figure 6: Swirl numbers and maximum wall shear stress of
different flaring angles.

High swirl number reflects a fierce rotation, which means
the most energy of the fluid is consumed for generating
the swirling flow, and in contrast less energy will be
carried to the mold leading to a calmer flow. The
phenomenon is really expected for the teeming process to
supply a lower inlet velocity of the mold and to lower the
hump height (Tan et al., 2011). In Figure 6, the swirl
number is over 2 when the flaring angle is smaller than
60°. This means that, strong rotation happened and that
less energy was used to pull up the liquid steel to the mold
which results in opposite trend for the maximum axial
velocity on Figure 4. The swirling flow always has a
great dependence on the wall shear stress. A stronger
rotation of a fluid induces a high wall shear stress, as seen
from the curves of maximum wall shear stress in Figure
6. However, when the flaring angle increases to higher
values, a lower swirl number induce even higher
maximum wall shear stress. This is because the intensity
of a swirling flow is not only related to the maximum wall
shear stress, but also related to the constraint of the
structure. A lower flaring angle value at the bottom of the
nozzle outlet has a weak constraint of the swirling flow.
However, this is not the major constraint when the value
is lower than 60°. Also, the maximum wall shear stress
appears at the top part of the outlet nozzle (Figure7a).
Conversely, a higher flaring angle value (Figure7c)
makes the whole fluid domain approximately close to the
domain without an outlet nozzle (Figure7d). Also, a
strong constraint was applied to fluid flow, so the
maximum wall shear stress appeared at the bottom part
of nozzle outlet. As the flaring angles is increased from
30° to 80°, the location of the maximum wall sear stress
begin to move down from the top to bottom part
(Figure7b).

Figure 7: Wall shear stress distribution of different degrees:
(a): 30°; (b): 63°; (c): 80°; (d): 90°.

From the discussion above, it is clear that a decreased
flaring angle value could generally result in a lower
maximum axial velocity and a higher swirl number.
Furthermore, a relative high maximum wall shear stress
also appeared at the same time. Therefore, a further
modification was made to optimize the swirling flow
pattern. The aim was to get a lower maximum wall shear
stress. The basic principle was to try to avoid the original
position of maximum wall shear stress. If the position of
the vertical runner together with the outlet nozzle could
be moved a little farther from the inlet of the TurboSwirl
(horizontal runner), the maximum velocity gradient may
not appear on the wall. Instead, a lower maximum wall
shear stress may be obtained. In this research, the vertical
runner together with the outlet nozzle was moved to an
off-centred location with a series of radius and angles, as
shown in Figure 8. The radius was enlarged from 2.5mm,
5mm, 10mm to 28.65mm (golden ratio to the radius of
the radius of TurboSwirl). Furthermore, and the rotation
angle o was changed from 90° to -90° based on the cross
section of the TurboSwirl. Zone I (0°<a<90°) and zone 1l
(-90°<a<0°) were divided to indicate the approximated
area of modifications. The flaring angle of outlet nozzle
was still 49° for the original design to enable comparison
of the results and to determine if there was any
improvement of these modifications.

Figure 8: Selected position (black points) with enlarged
radius and rotation angles for off-centre calculation (unit:
mm).
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Since the location of the vertical runner and outlet nozzle
were changed, the flow pattern in the TurboSwirl was
affected, which can be seen from Figure 9. The
maximum axial velocity distributes from 1.6 m/s to 2.7
m/s compared to 2.1 m/s of original design (centre
located). Generally, the maximum axial velocity in zone
Il is less than that of in zone I. This is because the liquid
steel flowed longer distance and time before entering the
outlet nozzle and suffered more constraint from the wall
due to the clockwise flow in the TurboSwirl. Specifically,
when the enlarged radius is smaller, the minimum values
of maximum axial velocity that take place at a rotation
angle of -45°, are around 1.6 to 1.8 m/s. However, when
the radius is further enlarged, the maximum axial
velocity changes slightly according to different rotation
angle.

Figure 9: Maximum axial velocity of different positions.

For the maximum wall shear stress, similar trends for the
maximum axial velocity are found in Figure 10. The
maximum wall shear stress with a smaller enlarged radius
in zone 11 are smaller than the values in zone 1. Also the
values are less than 350 Pa, which shows a great
improvement compared to the original design. Although
an even lower maximum wall shear stress is found when
the radius is enlarged to 28.65 mm, especially in zone I,
the swirl numbers in Figure 11 are nearly 50% smaller
than for other smaller enlarged radius. That is because the
new position of the outlet nozzle is too far away from the
inlet of the TurboSwirl. Thus much more energy is
consumed during the swirling flow. Therefore, an
excessive off-centre location of the outlet nozzle can
reduce the maximum wall shear stress. Meanwhile
intensity of swirling flow decreases as well, and relative
higher maximum axial velocity appears in Figure 9.

Figure 10: Maximum wall shear stress of different positions.

The swirl numbers in Figure 11a-11d show consistent
trends compared with Figure 6: the swirl numbers

increase from swirl number 1 to swirl number 4 gradually.
The swirling flow into the outlet nozzle passing the line
1 in Figure 5 first and passing line 2-4 afterwards, then
the intensity increase step by step correspondingly.
Except swirl number 4, all the other swirl numbers of
same enlarged radius show little dependent by the
changing of the rotation angle. Generally, the closer to
the centre of the TurboSwirl the location is, the higher
swirl number is obtained.

@)

(b)

(©)

(d)
Figure 11: Swirl number of different positions;
(a): swirl number 1; (b): swirl number 2;
(c): swirl number 3; (d): swirl number 4.
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CONCLUSION

This work aims to investigate the structural effect on the
flow pattern of an uphill teeming ingot casting process.
From the results and analysis above, the conclusion could
be gained below:

(1) The flow pattern is influenced much by the
structure design with different flaring angle and
location of outlet nozzle;

(2) Enlarging the flaring angle of outlet nozzle can
result in a lower maximum axial velocity; lower
or higher degree of flaring angle causes high
maximum wall shear stress;

(3) Swirl numbers on the bottom area of the outlet
nozzle were calculated. Swirl numbers of
flaring angle less than 60° are dependent of the
maximum wall shear stress, and the intensity of
swirling flow with higher degree of flaring
angle is influenced more by the structural
constraint of the TurboSwirl;

(4) The outlet nozzle on zone Il could gain a lower
maximum wall shear stress to protect refractory
wall and a lower maximum axial velocity to lead
to a calmer flow in the mold;

(5) When the radius of location of outlet nozzle is
enlarged to higher, the maximum axial velocity
is independent of the rotation angle. Although a
much lower maximum wall shear stress
appeared at the same time, but the swirling flow
generates lower intensity as well;

(6) The swirl numbers of same enlarged radius
changes little on the zone | and 11 with different
rotation angle, higher intensity of swirling flow
takes place when the outlet nozzle is placed
closer to the centre of the TurboSwirl;

(7) In order to optimize the flow pattern of liquid
steel in the TurboSwirl, lower degree of flaring
angle could decrease the maximum axial
velocity and intensity of swirling flow. The
problem of potential high maximum wall shear
stress can be solved by moving the location of
TurboSwirl with smaller enlarged radius on
zone Il.
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ABSTRACT

A mathematical model of a tundish was developed based on
water modelling experiment to study the two categories of
tracer mixing in tundishes. The mixed composition fluid
model was reliable to simulate the tracer and water two phase
flow. The measured and predicted black ink propagation
contours agree well. Besides, a close similarity between
experimental and predicted Residence Time Distribution
(RTD) curves was observed in KCI tracer experimérite

two kind of tracers with different densities lead to a different
flow behaviour, i.e. the lighter black ink flow up to the top
surface. The heavier KCI solution’s flow sink to the bottom
and form a stagnant region between the tundish walls and the
turbo stopper.

Keywords: Mixing, Process Metallurgy, Tundish, Tracer
mixing, Alloy mixing.

NOMENCLATURE

Greek Symbols
L Mass density, [kg/fh

P Tracer density, [kg/f
P Water density, [kg/Aj.

M Effective viscosity, [kg/m.s].

A, Laminar viscosity, [kg/m.s].

M, Turbulence viscosity, [kg/m.s].

K Turbulence kinetic energy, {e].

&  Turbulence kinetic energy dissipation rate’/$fh
P, Turbulence kinetic energy production rate?/ .
5”- Kronecker delta operator.

Latin Symbols
a Characteristic length, [m].

C; Local value of the mass concentration for tracer.
Cy Local value of the mass concentration for water.

C, Local value of the mass concentration for the scalar
in scalar transport equation.

C, C. C,GC, g, g, Constants in turbulence model
D, Effective diffusion coefficient, [#is].

D, Laminar diffusion coefficient, [Afs].

D, Turbulence diffusion coefficient, fis].

P Pressure, [Pa].
SG Turbulence Schmidt number.

U Velocity vector, [m/s].

Sub/superscripts

i Indexi.

j Index;.

k Index for turbulence kinetic energy.

¢ Index for turbulence kinetic energy dissipation rate.

INTRODUCTION

Alloy injections can successful be carried out during the
taping of EAF or injection in ladle (ASEA-SKF), CAS,
RH degasser etc. in metallurgical industry. On the other
hand, a tundish, as a continuous reactor, is also an
alternative reactor for alloy mixing. The earliest patent
regarding alloying additions in a tundish can be dated
back to 1975. (Nemoto et al., 1975). Early attempts
were made by Cu addition in tundishes in late 1980s in
order to study the fluid flow characteristics and to verify
the water modelling and mathematical modelling
results. (Szekely, llegbusi, 1989), (Vassilicos, Sinha,
1992). Meanwhile, nozzle clogging for the steel
containing rare earth element emerged (Zhao et al.,
1982). Therefore, a debate against the alloy injection
methods (such as wire injection in continuous casting
mould, injection of REM alloy in tundish, and ladle) has
lasted more than 20 years. Andersson et al. (2006)
pointed out that the tundish is the most appropriate
reactor to add alloys from a homogenous mixing
perspective.

To simulate the alloy dispersion and distribution in
metallurgical reactors, there are two aspects to be
considered: a) “alloy melting” which considers the alloy
melting enthalpy release in the heat transfer process as
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well as the alloy shell melting kinetics (Ehrich et al.,
1978); b) “alloy mixing” i.e. semi-liquid or liquid alloy
melt flow phenomenon and alloy elements diffusion
process, can be found in review by Jénsson and
Jonsson, (2001).

Regarding the alloy mixing, a number of research works
have been focused on alloy mixing during tapping of
EAF and in a ladle using CFD method. (Tanaka et al.,
1993), (Mazumdar, Guthrie, 1993), (Berg et al., 1999),
(Jauhiainen et al., 2001).

The flow pattern of an alloy melt or an inlet stream in a
tundish is strongly affected by the thermal buoyancy
force and the buoyancy force due to the density
difference. Sheng and Jonsson (2000) developed a two
fluid mathematical model and investigated the thermal
buoyancy effect by introducing the inlet stream with a
temperature variation as the second fluid while
maintaining the original liquid in the bath as the first
fluid. Based on a tundish water model, Damle and Sahai
(1995) studied the buoyancy force using the density
difference of KCI solution tracer and water. The single
phase fluid density was set as a linear function of KCI
solute concentration. Chen et al. (2012 a) summarized
their water modelling results and addressed that larger
amount of denser salt tracer will influence on the fluid
flow behaviour significantly.

Before establishing a thoroughly mathematical model to
study the alloy mixing phenomenon in a steel tundish, a
mathematical model based on Chen et al.’s (2012 a) 0.4-
scaled water model tundish was developed to study the
tracer mixing in water model tundish. Anixed
composition fluid model was used to describe the water
and tracer phase. Two categories of tracer flow
behaviours in the water model tundish were studied.
The simulations were validated with the experimental
results, i.e. the mixing of less denser black ink in water;
the mixing of denser KClI salt solution in water.

MODEL DESCRIPTION

Model Assumption

The three dimensional mathematical model is based on
the following assumptions:

1) This current model is a full size tundish based on the
water modelling geometry as showrHigure 1.

2) Chen-Kimk-¢ turbulence model is used to describe
the turbulence phenomenon in the tundish.

3) Water and tracers are assumed as the liquid phase.
The dissolution of the tracer solute, which corresponds
to the alloy shell melting process, is not involved.

3) The top surface is flat and frictionless.

4) The heat transfer process is not studied.

5) The chemical reactions are not accounted for.

Figure 1: Schematic diagram of tundish geometry.

Governing Equations
Continuity equation

0p, 0 _
TR (ou)= (1)
Momentum equation
a(:Oui) + a(puiui) = _@4.
ot 0x; 0x;
2
o, (ou o) s
ox. |:/'leff{axj ox H P99

where effective viscosity is the sum of laminar viscosity
and turbulence viscosity,, = 44 + 4 . The gravity is

adive in negative z direction as the Kronecker delta
operator()3j indicates.

Turbulence Model

The turbulence viscosity is given as follows:
k2
lth = m,u ? (3)

where C, =0.09. (Launder, Spalding, 197&)and ¢ are

turbulence kinetic energy and turbulence kinetic energy
dissipation rate, respectively.

Chen-Kimk-¢ turbulence model (Chen and Kim, 1987)
assumes spectral non-equilibrium and existence of both
turbulence production rate time scalg/p, and

turbulence dissipation rate time scadgs, whereP, is

the production rate of turbulence kinetic energy. In eq.
(5), as the third term at the RHS, an extra source term
represents the turbulence energy transfer rate from
large-scale to small-scale turbulence controlled by the
production-range timescale. This turbulence model has
shown advantages in simulations applied for
metallurgical industry (Ni et al., 2013). The equations of
kinetic energy and dissipation rate in Chen-Kkwa
turbulence model are as follows:

ok 0 M, 0k

F 8 g - = p(R-) @

L. a&[pk. w} o)

o 0 J7A 65}

p+|:p‘£ui_

ot 0x; o, 0x (5)
£ P2

:pE(ngl)(_CZ‘sg)-'-isf
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where C,, =1.15, C,, =1.9, C,, =0.25, g, =0.75, 0,

P % (6)

=1.15, are the constants in the model. The production
rate of turbulence kinetic enerdy, is related to the
mean strain of the velocity field as follows:
- ) -
—+ |+
0x; 0%
2
2[9u) |9,
0X% ax
Treatment of tracer
The mixed composition fluid model
The mixed composition fluid model is used to predict
the tracer flow within the water as follows:
0 ( 0
Putu )+ 5 (owuicy) = (ANDeﬁ J M
ot 0, 0%, 0,
ac,

J 8)

0 0 0
P pru, D,
e e L

where the local value of the mass concentration for
watercw initially has value 1 in the regions where there
is only water and has the value 0 in the regions where
initially only contained tracer. Similarlygr has values

of 0 and 1 in the regions where the tundish initially
contains only water and tracer. This method was also
used by Grip et al., (1997).

The effective diffusion coefficient is the sum of laminar
diffusion  coefficient and turbulence diffusion
coefficientD,, =D, + D, . In this study, the laminar

diffusion coefficient of tracer was not considered. The

turbulence diffusion coefficient can be derived as
follows:

H
PSG
where Sg is the turbulence Schmidt number, which is
sé 1.0 in the model.

The density of the fluid in all the continuity,

momentum, and turbulence equations is calculated as
follows:
1

- & 1, &

P G*C Ay GFC oy
where g, and 0, are the density of water and tracer,
respectively.

\ =

(9)

1

(10)

Solving the scalar transport equations only

Apart from the mixed composition fluid model, a simple
one phase scalar transport model without considering
the tracer density difference was used to describe the
“tracer” concentration distribution and variation with
the incoming stream in tundish. Rigidly, this tracer was
not the physical tracer as discussed before, and this
tracer could be a flow tracing scalar. In this case, the
following equation is solved.

9 9 Gl 1
o )+ o (awuc)= X(ANDeﬁ )J (11)

where ¢; has values 0 and 1 in the regions where the
tundish initially contains only water and this flow
tracing scalar. The density of the “tracer” was the same
with the water. The laminar diffusion coefficient of the

scalar was not considered. The velocity fiéldwas

already known from a steady state simulation and
remained constant during the calculation. This method
is the same as Andersson et al. (2013) did.

Boundary Conditions

1) The inlet velocity in z direction is set as a constant
value -0.905875 m/s determined by the experiment
values.

2) The turbulence intensity is assumed to be 1% in the
inlet.

3) The pressure is set to a constant and is equal to the
atmosphere at the outlet.

4) The top surface is flat and frictionless.

5) The x-z plane at the middle of the y direction of
tundish is set as symmetry plane where the velocity in y
direction is set as zero.

6) The roughness of the inlet shroud, turbo stopper,
stopper rod and the raised part of the tundish bottom
near the stopper rod are set to 1X10, the roughness

in other solid walls are set to 2x4@n. A log-law wall
function is employed for all solid walls.

Initial Conditions

The tracer injection is a pulse process.

1) During the tracer injection time stejpg,= 1.0 anccy

=0 in the whole region cells except the tracer injection
cells, while in the tracer injection cellsy = 0 andcr
=1.0.

2) After the injection time stepsw = 1.0 andcr
the tracer injection cells.

In this study, the tracer injection cells are 6 cells (height
0.056m) beneath the inlet in the pipe. The time step for
black ink tracer is 0.12s corresponding to 50mL in water
model experiment. The time step for KCI saturated salt
solution tracer is 0.6s corresponding to 250mL in water
model experiment.

=0 in

Properties

The density of water is 998.2kginiThe tracer density
is 1163.2kg/m for the saturated KCI solution and
950kg/nT for the black Ink study, respectively.

Numerical Procedure

The solution of the governing equations with boundary
conditions and initial conditions are obtained using the
commercial software package PHOENICS (2012)
which is based on Finite Volume Method. The geometry
and the coordinate system are showrfFigure 1, the
domain in the Cartesian coordinate system is discretized
into 168x71x70 cut-cell girds as illustratedrigure 2.

The red box in the figure is the monitor probe.
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Figure 2: Grid used in the mathematical model.

The discretisation of all terms are using SMART  Figure 4: Velocity vectors from a steady state simulation at
scheme, which will reduce the numerical diffusion the x-y plane.

errors. (Gaskell and Lau, 1998). The solution algorithms

for velocity and pressure are using the Semi-Implicit

Method for Pressure-Linked Equations ShorTened,

abbreviated as SIMPLEST method (Spalding, 1980),

which is a modified version of well-known SIMPLE

method (Patankar and Spalding, 1972).

The initialization of transient simulation case was based

on a steady state simulation result. The steady state

calculation needed 19000 iterations to reach the cut off

error of 1x1@. For the transient simulation, the time

step was gradually increased e.g. 0.06s, 0.075s,

0.09375s, 0.1125s, 0.135s, 0.1575s, 0.18s, and 0.225s

with 30 to 80 iterations in each time step. A typical

calculation for a 552s transient simulation took about Figure5: Velocity vectors near the tundish nozzle from a
280h on a pc Intel core i7 with a 3.4 GHz processor and steady state simulation at x-z plane in the center of y direction.
32GB RAM.

In the one phase scalar transport model, the time step

was 0.04s with 30 iterations, and it took 100h for a 80s Validation with black ink experiment

transient simulation. The black ink is recorded by photographs in the water
modelling experiments. These photos consisted as
RESULTS overlapped x-z planes. The ink concentration iso-
surfaces are used for the validation instead of the
Steady state velocity field concentration contours. The iso-surface of the minimum
The steady state flow field is shown Fingure 3, 4, 5. concentration value in the current time step is chosen

As shown inFigure 3, the inlet stream hits the turbo  because this value represents the black ink propagation
stopper and rebound to the surface. Furthermore, the edge. A comparison of the results are showRigure
rebound fluid flow up to the tundish left wall corner and  6-Figure 9 for 1s, 6s, 70s, 110s, respectively. As can be
forms a small vortex. Similarly, the rebound flow form seen inFigures 6 to 9, the agreement of the dispersion
a recirculation flow at the right side near the weir. There profiles between the black ink water model and the
is a strong trend that the fluid flows above the dam mathematical model simulation is fairly good.

towards the surface. FroRigure 4, the fluid also flows

through the dam holes, which were designed for tundish

drainage (Chen et al., 2012 b). Near the outlet, the fluid

flow into the tundish outlet-nozzle follows the sudden

contraction shape as shownFigure 5.

Figure 3: Velocity vectors from a steady state simulation at x-

z plane in the center of y direction. Figure 6: Black ink dispersion photo in the water model
compared to simulated tracer concentration iso-surface of
mathematical model at time 1s.
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Figure 9: Black ink dispersion photo in the water model
compared to tracer concentration iso-surface of mathematical
model at time 110s.

The result at time 110s in shownkingure 9. The black
Figure 7: Black ink dispersion photo in the water model ink js diluted and opaque in the water modelling photos,
compared. to snmulateo! tracer concentration iso-surface of |+ ihe propagation shape is very similar between the
mathematical model at time 6s. simulations and the experiments.
In Figure 6 and Figure 7, the black ink flows towards Besides, the black ink in the water modelling
to top surface at 1s and 6s. There is small difference experiment is viscous than water. The different
between the experimental and mathematical modelling viscosities of ink and water may also cause a difference
results for the 6s. In the mathematical modelling, the ink while this difference was not considered in this
concentration dispersed to the weir but it does not reach investigation.
the weir as in water modelling result shows, this can be validation with KCl tracer RTD curve

attributed to the strong molecule diffusion of the ink ) ]
material itself, which is not considered in the The KCI solution concentration was measured by a

mathematical modelling. conductivity probe located in the outlet as described in
On the other hand, the wave motion occurs at the free Chen et al.’s (2012a). If an instantaneous concentration
surface near the tundish inlet as was stressed by SzekelyiS Plotted as a function of time, that's Residence Time
and llegbusi (1989). In the water model experiments, Distribution (abbreviated as RTD) curve which is
the presence of a surface wave fluctuation in the inlet Widely used for the flow analysis in continuous reactors
area was observed which may promote the black ink N metallurgical and chemical engineering industry.
dispersion. Furthermore, the weir which was located From the point of view of mathematical modelling,
near the inlet also supports the wave motion by reducing Most of the studies predict the RTD curve by stop
the free surface space for the wave propagation. solving all the other equations and by solving only the
While in the mathematical modelling a flat and scalar transport equation. In the current study, the

frictionless top surface is assumed and therefore cannot density as a function of the mass concentration of tracer
describe the wave behavior. is coupled in all the continuity, momentum, turbulence

equations which can describe the density effect. A
comparison of the experiment and the mathematical
RTD curve is shown ifrigur e 10.

Figure 8: Black ink dispersion photo in the water model
compared to tracer concentration iso-surface of mathematical
model at time 70s.

In Figure 8, the mathematical model can predict the

mixing of the stream flow above the dam and the stream Figure 10. KCl tracer RTD curve in the water model
flow throughout the holes fairly well. These two streams  experiments and a comparison with mathematical model
start to mix at time 70s. prediction results.

The current mathematical model only simulates 552s
(dimensionless time 0.927). Besides, the concentration
is not transformed to the dimensionless value, since this
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analysis requires the ensemble average of the whole
RTD curve.

The start period of the RTD curve is magnified as
shown inFigure 11. The dimensionless breakthrough
time 0.108 in mathematical model. That value is
acceptable compared with the value 0.125 from the
water modelling. Different from smooth RTD curve in
the scalar transport equation solving method results
(Chen et al. 2012a), the concentration fluctuations
occurred in the current mathematical model RTD curves
which can be attributed to the unstable flow of the tracer
throughout the outlet. Essentially, this type of flow is
often observed in the water modelling results as well.

Figure 11: KCI tracer RTD curve in the water model
experiments and a comparison with mathematical model
prediction results (dimensionless time from 0 to 0.69).

The discrepancies as shownFigure 10 andFigure 11
may be improved by adding the laminar diffusion
coefficient for KCI something that was not considered
in the current study.

Tracer density discussion

The tracer concentration contours of ink and KCI
solution and the scalar transport equation result are
shown inFigure 12. The variable C1 ifrigure 12 a) is

the concentration of the scalaf in equation (11),
similarly the variable C3 ifrigure 12 b),c) andFigure

13 arecr in equation (8).

The black ink density is 4.8% less than that of water,
and the concentration contour shows a small difference.
On the contrary, the density of the KCI saturated
solution is 16.4% heavier than that of water. Therefore,
the flow will sink to the bottom against the rebounded
flow in the turbo stopper.

Figure 12: Mathematical model results of a) the scalar
transport equation, b) black ink, ¢) KCI solution tracer
contours at 5s at x-z plane in the center of y direction.

The concentration contours at 19.98s are compared, as
shown in Figure 13. It's clear to see that the heavier
KCI salt tracer sinks to the bottom. However, the lighter
black ink tracer flow up to the top surface.

Figure 13: Mathematical model results of a) black ink, b) KCI
solution tracer contours at 19.98s at x-z plane in the center of
y direction.

From Figure 13 b), the KCI concentration is big at the
region between the turbo stopper and tundish left wall.
To further compare the sinking of the KCI tracer to the
bottom, the iso-surfaces with a fixed KCI concentration
value of 0.006 at time 30s, 75s, 150s, 200s are
compared inFigure 14. Since the tundish is a
continuous reactor and the tracer was injected for a time
period instead of continuously input, the concentration
of KClI tracer will decrease with time. The 30s result in
Figure 14 shows that the tracer flows throughout the
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holes in the dam. The 75s result indicates that there is a

large area below the holes with this concentration 0.006.

Even at 150s and 200s, the tracer with this concentration
level 0.006 can be found around the turbo stopper and

the walls. For the 200s result, there is a “blank” near the
tundish left wall in the iso-surface figure; this could be

explained as the strong turbulent flow and mixing at the
center of y direction.

Figure 14: KCI solution iso-surfaces with the concentration
value 0.006 at different time, 30s, 75s, 150s, 200s.

It's clear that the KCI tracer sink in the region between

the walls of tundish and the turbo stopper. This stagnant

region will influence the homogenization of tracer
concentration in the whole tundis. This suggests it's
important to consider the stagnant region for heavier
alloys mixing in a real steel tundish.

CONCLUSION

The two categories of tracer flow in tundish water
modelling were simulated using a 3D mathematical
model. The following conclusions were obtained:
1. The mixed composition fluid model was
reliable to simulate the tracer and water two

phase flow. The measured and predicted black
ink propagation contours agree well. Besides, a
close similarity between experimental and
predicted RTD curves was observed in KCI
tracer experiment.

2. The two kind of tracers with different densities
lead to different flow behaviour in tundish, i.e.
the lighter black ink flows up to the top
surface, and the heavier KCI solution flow
sinks to the bottom.

3. Since the density of KCI saturated solution is
16.4% heavier than water, the KCI solute will
sink to the tundish bottom. This results in a
stagnant region between the left walls of
tundish and the turbo stopper.

FURTHER WORK

1. The molecule diffusion coefficient of KCI
solute could be involved in a further model.

2. The fluid viscosity as a function of the mass
concentration of tracer could be involved to
check the effect of viscosity on fluid flow and
mixing.

3. This model can be applied to simulate the
molten alloy mixing in a steel tundish. Both
with respect to a smaller amount of alloy
mixing as a stimulus input and for a continuous
feeding. Based on these, the model can be
extended to combine the alloy particles with a
solid shell melting kinetics. Moreover to
couple thermodynamics to involve the alloy
dissolution process.
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ABSTRACT

This paper summarizes a computational methodology to
predict by simulation the heat transfer between a heat-treated
casted part and a quenchant (e.g. water). The numerical model
implemented in the commercial Computational Fluid
Dynamics (CFD) code AVL FIRE® v2013.1 accounts for the
phase change within the quenchant due to the heat released
from a heated casted part when submerged into the sub-cooled
liquid by using an Eulerian multi-fluid modeling approach.
Simulation results are presented and compared with measured
data. Different solid part orientations were studied on a step-
plate, a test piece with segments of varying thickness along its
height, in respect to resulting solid temperatures and stresses.
With the applied methodology the predicted temperature
gradients in the solid material correlate very well with the
provided experimental data. The paper will also provide
examples for the industrialization of the method.

Keywords: CFD, hydrodynamics, chemical reactors.

NOMENCLATURE

Greek Symbols

a Volume fraction -

p Density [kg/m?]
Latin Symbols

C Constant [-1

d Diameter [m]
Eo E6tvos number [-1

F Force [N]

n Normal vector [-1

p Pressure [N/m?]
Re Reynolds number [-1

T Temperature [K]

v Velocity [mi/s]
y Distance [m]

z Height [m]

Sub/superscripts

bubble

continuous

dispersed

maximum vertical dimension of a bubble
liquid

lift

r—Soaoo

max maximum

min minimum
% vapor
w wall

WL wall lubrication

INTRODUCTION

Modern powertrain development is driven in direction of
weight reduction by replacing heavier metals with low-cost
alloys for industries such as automotive, aerospace and
process engineering. Accurate prediction and optimization of
the heat treatment process of cast parts is important in order to
achieve low residual stress levels resulting from even
temperature distribution during the cooling process and
thereby prevent component failure during operation. Among
all other heat treatment techniques, immersion quenching
process has long been identified as one of the most important
ways how to fulfil the aforementioned requirements. In order
to achieve the desirable microstructure and mechanical
properties of the metal piece, solid is heated to a very high
temperature and then immediately submerged into a sub-
cooled liquid [1, 2].

The paper outlines the recently improved Eulerian multi-fluid
modeling approach implemented within the commercial CFD
code AVL FIRE®, where the combination of the additional
interfacial forces and variable Leidenfrost temperature is used.
Simulation results of a real-time quenching process featuring
different thicknesses along the height of the test piece are
compared and discussed with the available measurement data.
The temperature gradients predicted by the presented model
correlate very well with the provided measurement data and
represent a reliable spatially resolved temperature input for
later Finite Element Analysis (FEA) of thermal stresses.

MODEL DESCRIPTION

Eulerian multi-fluid model considers each phase as
interpenetrating continua coexisting in the flow domain, with
inter-phase transfer terms accounting for phase interactions
where conservation laws apply [3]. The averaged continuity,
momentum, energy and boiling models equations are well
described in the work of Srinivasan et al. [4] and Greif et al.
[5]-

Many researchers reported that drag force is the most
important force affecting the vapour bubbles, Srinivasan et al.
[4], although there are some other forces as well. Ustinenko et
al. [6] found that the lift and wall lubrication forces are
important in obtaining correct two-phase radial distribution
and flow characteristics. The wall lubrication force is
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introduced in order to push the bubbles away from the wall
and to assure the experimentally found zero void condition
near vertical walls [7]. It is described by

Fu =y Cu {(vg -V )_[(vg _vl)'ﬁwJﬁw}z i, 1)

where 7, is the unit wall normal vector (pointing from the
wall into the fluid) and Cy,, stands for wall lubrication
coefficient. Based on Tomiyama's work, Frank et al. [7]
proposed an extended and generalized wall lubrication force
model

L Y
1 C, .d
Cu =Cy (E0)max 0,CW 2 )
b Yu
Yu
<)
with
8—0.933E0+0,179 1<Eo<5
Cy (E0)=40.007E0+0.04 5<E0<33 3)
0.179 33<Eo

where p=17, Cy.=10 and Cy4 =6.8 are tuning
coefficients according to Tomiyama [8].

When the continuous phase field is non-uniform or rotational,
the bubbles experience the lift force perpendicular to the
relative velocity. This force F is derived by:

F :—agpICI(Ug —Ul)x(Vxﬁl) (4)

Tomiyama’s lift model is employed to determine the lift
coefficient as described in reference [8]:

min[0.28tanh(0.12-Re,), f (Eo,)] Eo, <4
C. = f(Eoy) 4<Eo, <10 (5)
-0.27 Eo, >10

Where the function of the bubble Edtvos number is expressed
as

f (Eo,) = 0.00105E0° — 0.0159E0? — 0.0204E0, +0.474  (6)

The primary criterion for determination of the boiling regime
is Leidenfrost temperature limit. Film boiling is activated and
the associated heat transfer coefficient is computed, when the
quenched surface temperature is above the Leidenfrost
threshold. After the wall temperature has dropped below the
Leidenfrost temperature, the transition model is activated. In
the present paper the modification of the constant Leidenfrost
temperature was introduced into the code in order to achieve
better agreement with the available measurement data. Higher
vapor concentration will appears at the top of the quenched
piece, therefore transition to nucleate boiling will be occur at
lower temperature due to vapor arriving from the bottom areas
and accumulating at the top, thereby slowing down heat
removal.

Figure 1: Leidenfrost temperature correlation

Presented correlation shown in Fig. 1 assumes that the
Leidenfrost temperature is a function of pool temperature (sub
cooled liquid effect), interpolated form existing correlations
from Drucker & Dhir [9] and Cheng et al. [10]. The
Leidenfrost limits are indicated in the Fig. 1 and are varied
based on the sub cooled temperature, where can be seen that
higher the pool temperature result in a higher Leidenfrost
temperature range. Linear interpolation of Leidenfrost
temperature as a function of height has been tested and can be
written as

T ATLeid(m.mnge
Leidenmax — 4 Leiden.mean + (2= Zpan) (6)
Zmax ~ Zmin
and
AT, .
_ Leiden, range
Leiden,min —  Leiden,mean (= Zpean) (7)

Znax ~ #min
where detailed information concerning the variable
Leidenfrost temperature treatment is provided by Kopun et al.
[11].

Temperature measurements have been performed at
monitoring locations of the step-plate shown in Fig. 2, right.
The data has been used for validation of predicted
temperatures within the solid. Spatial temperatures thereafter
served as input for the FEA analysis of stresses/strains. The
computational grid and the applied boundary conditions are
depicted in Fig. 2, left.

Figure 2: Computational domain and step plate test piece
dimensions

Fixed atmospheric pressure was prescribed at the outlet
boundary (green surface at the top), whereas the inlet section
was treated with the velocity boundary condition (yellow part
at the bottom). The dipping velocity was set to a constant
value of 0.14 m/s until the final submerging depth has been
reached. Temperature measurements on the step plate test
piece featuring different thickness were performed in the
middle of the piece width-wise, at three different heights and
are referred to as Ty, T, and T3 respectively (Fig. 1 right). The
fluid flow was assumed to be laminar, as proposed by other
authors [12].

RESULTS

The comparison of measured temperatures and numerically
predicted results, immersed into the pool temperature of 353 K
is presented in Fig. 3. Monitoring point temperatures are
compared with fastest and slowest measured cooling curves,
as indicated in Fig. 3a-c. Overall good agreement has been
achieved at all three monitoring points. Based on the
assumption of a variable Leidenfrost temperature presented in
this paper, Leidenfrost temperature varies between 650 K for
point T3 up to 560 K for the monitoring location T,. With this
assumption the maximum deviation of less than 2 seconds has
been found for all monitoring points, when comparing
predicted temperatures with the mean measurement values.
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Figure 3: Comparison of numerically predicted and measured

solid part temperature with fastest and slowest cooling trends

for water temperature of 353 K at monitoring points T, (a), T,
(b) and T3(c).

The phase distribution results are presented on the Fig. 4. It
can be seen that the vapor film covers the entire test piece
even after 10 seconds (Fig. 4b), whereas after 20 seconds
vapor is present only at the upper part, Fig. 4c). At the time of
30 seconds, as shown in Fig. 4d), aluminum test piece is
completely cooled to the temperature of the liquid pool.

Figure 4: Liquid volume fraction at different time steps
for water temperature of 353 K.

Fig. 5 shows the development of temperatures (results of CFD
part) and deformations (result of FEA part) during water
quenching. Deformation of the tested component depends on
stiffness of the component (geometry and material properties)
and temperature gradients. The principal mechanism of
deformation development is contraction at the side which is
immersed first, accompanied by a mostly tensile stress state at
warm conditions and ductile response of the material (Fig. 5,

10 seconds). When water front reaches the far side and begins
to cool it down and, consequently, to contract as well, the
previously tensile reaction begins to turn, because the initially
cooled material has to follow the contraction of the still
warmer side (Fig. 5, between 20 seconds and 30 seconds).
This causes a global deformation effect, which reaches its
peak during the beginning of quenching and is then
subsequently reduced. The highest global deformations due to
temperatures are evident in the time period between 5s and
15s after the start of quenching.

Figure 5: Temperature and deformation development scale of
25 during the water quenching

CONCLUSION

The applied CFD code AVL FIRE® in combination with a
variable Leidenfrost model and additional interfacial forces is
capable of predicting real time quenching effects for different
solid configurations. The influence of film and transition
boiling regime is well described and predicted, where the
variable Leidenfrost temperature approximation has a
significant effect on the solid temperature histories. Very good
agreement between the numerical and available measured data
has been achieved and it can therefore be concluded that the
improved CFD model represents a solid basis for future
research in the field of real-time cylinder head immersion
quenching application and FEA stress and deformation
analysis.
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ABSTRACT

This paper demonstrates the importance of having correct
boundary conditions as input to simulations. Two specific
applications are studied. The model predictions are compared
against measurements and findings in the real systems, and the
validity of the models is discussed.

In the first application, gas mixing upstream two ammonia
burners was investigated. A CFD simulation confirmed the
mixing problem, and indicated that an extra static mixer would
improve this. After rebuilding the situation did not improve,
but was in some strange manner reversed and worsened.
Different models were tested, without finding the cause of this
change. Finally the response seen in the plant was traced back
to a possible faulty mixer element upstream the newly
installed static mixer. When rebuilding this, the mixing
became sufficient — as predicted by the CFD simulation.

In the second application, local recirculation in a shell/tube
gas condenser was studied. It was suspected that this
phenomenon could be the reason for inlet corrosion. Local
analysis using CFD indicated however that recirculation at the
inlet did not extend into the condensing zone, ruling out this
as a possible cause. Taking the investigation one step further
revealed that the inlet recirculation zone will be significantly
longer if the flow is angled in towards the tube inlets. By
extending the calculation domain further upstream, the CFD
results showed that such conditions did occur, corresponding
well with the region in which material wear was observed. The
CFD model could then be used to establish a new design
which now seems to work well.

The two examples chosen illustrate clearly the importance of
applying correct boundary conditions. Inappropriate input will
lead to wrong conclusions — no matter how accurate the
models are.

Keywords: CFD, Mixing, Process Industry.

INTRODUCTION

CFD has during the last decades developed and matured
significantly, and is today an accepted tool within
problem analysis and optimisation. There are lots of
efforts spent in developing new and more accurate
models handling e.g. turbulence and other complex
physical phenomena. Still, superior models will only
predict reliable estimates as long as the input provided
by the user has equally good quality. In the authors
opinion this might be an even larger source for
erroneous simulation results than model accuracy.

This paper aims at demonstrating the importance of
having correct boundary conditions as input to
simulations. Two specific applications, a gas mixing
problem before two parallel ammonia burners and local
recirculation in a shell/tube condenser are used as
examples. The model predictions are compared against
measurements and findings in the real systems, and the
validity of the models is discussed.

A GAS MIXING PROBLEM

In nitric acid plants there are often multiple ammonia
burners to increase the production. It is also common to
share piping and other equipment as much as possible
thereby saving investment and maintenance costs.

For parallel burners gas mixing before the burners is
crucial to obtain correct operating conditions. Gauze
temperatures are directly proportional to the ammonia
content in the gas, and a poorly mixed gas could lead to
temperature differences between parallel burners as well
as hotspots on the gauzes.

For the plant of interest, an average temperature
difference of around 12°C was observed between the
burners. This corresponds to ammonia mole fractions of
around 10.4 and 10.2 percent into the warmest and
coldest burner, respectively. These figures were also
confirmed with gas composition measurements. The
problem was to be investigated through CFD modelling,
and suggestions for improvements should be made.
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Model Description

The work reported on here was done back in 1999/2000
with significantly less computer resources and facilities
that exist today. Thus both mesh characteristics and
model selection might not be according to present best
practice, but the intentions were the best.

Figure 1 shows the calculation domain. Cold air enters
at the bottom of the domain, and the ammonia injection
point is located in the lower part of the first vertical pipe
section. This is then followed by two static mixers; the
first one in the vertical section downstream the injection
point, and the second mixer in the top horizontal pipe
section. The pipe diameter is 1.4 m, and the height of
the vertical pipe section is approximately 12 m.

/ Burner A

f

Burner B

P EXxisting mixers

Ammonia

injection “ Airinlet

Figure 1: Calculation domain.

The static mixers used in the system are traditional plate
mixers from Sultzer. A generic model, visualised in
Figure 2, was established so that the mixers readily
could be inserted replacing parts of the original pipe
section. In this manner the effects of additional mixers at
different positions could be investigated.

The reader should note that the chosen mixers have a
preferred mixing direction. Since the design consists of
folded plates directed +45° against the stream-wise
direction and covering the entire cross section, mixing
will only occur in the parallel plane to the plates.
Normal to this plane there will be little or no mixing.
This means that the directions of the mixers are
important.

The CFD modelling work was done using Fluent v. 5.3.
The original CFD model had approximately 1 million
cells, and consisted of a combination of hexahedrons
and tetrahedrons. Chemical species were tracked, and
the RNG k-¢ turbulence model was initially used.

Figure 2: A generic mixer element.

First Results

The first calculations were done using the given design
of the system, i.e. with two mixer elements as described
in the previous section. Figure 3 shows the predicted
ammonia mole fractions along parts of the feed pipe,
whereas Figure 4 depicts the local mole fractions in the
main pipe and in the individual branches leading to each
ammonia burner. Note that the scales are different to
emphasize the differences and gradients.

Averaging mole fractions of ammonia in each branch, as
seen in Figure 4, indicated that the current design with
two mixers gave different levels onto each of the
burners. With the current conditions, a level of 10.4%
ammonia was predicted into burner A, whereas only
10.2% was estimated entering burner B. These figures
corresponded very well with plant observations, and the
model established was believed to capture the relevant
physics.

Figure 3: Gas mixing along the feed pipe for the original
configuration with two mixer elements.
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Figure 4: Details of gas mixing in the separate feed pipes for
the original configuration with two mixer elements.

With good confidence in the model, the work proceeded
looking at possible remedies. An obvious solution
seemed to add a mixer just before the split. Since the
task for the new mixer element would be to ensure equal
mole fractions between the two parallel burners, it was
decided that the new element should have a preferred
mixing direction parallel to the T-split. The proposed
solution design is shown in Figure 5, with the additional
mixer element located just above the T-split.

Figure 5: Proposed modification with a new mixer element
close to the T-split.

Calculations with the new geometric layout indicated
significantly better performance than the original design.
The difference between the burners was now reduced to
0.04 mole percent; 10.32% to burner A and 10.28% to
burner B. The results were considered to be within the
model accuracy, and it was recommended to move on
with the installation.

After Installation

The new mixer element was prefabricated and installed
according to recommendations late 2001. Pictures from
the work are shown in Figure 6. The effect of the design
change was however not as expected. Not only had the
installation reverted the situation — burner A was now

colder than burner B — but the situation was actually
worsened. Estimated ammonia mole fractions were
10.1% into burner A and 10.5% into burner B, with a
temperature difference of more than 20°C between the
burners. Upon rather devastating results, the search for
explanations on what had gone wrong commenced.

Figure 6: New prefabricated mixer element (top) and
installation on site (bottom).

Several ideas and initiatives were launched to explain
the observed changes at the plant. Different turbulence
models were tested, higher order discretisation schemes
were introduced and the mesh was refined and
improved. All the modelling tests indicated that the
implemented design should be superior compared
against the old layout.

After spending quite some time ruling out direct
modelling errors, it was finally realised that the largest
remaining uncertainty was actually related to the
geometric description of the system, more specifically
questioning the conditions of the existing mixers.
Interviewing the maintenance and operation personnel at
the plant indicated that the existing mixers might not be
fully intact. This again led to questions on the form
“what if ...”, and it was time to establish a new and
smaller model.
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A New and Simplified Model

Since the original CFD model of the system was (at
those times) quite large and rigid, it was considered
advantageous to establish a new model for the “What
if’-analysis. Besides being lighter and faster to run, the
model should also have the option to specify inlet
conditions onto the third mixer, so that the effect of the
implemented design change could be explicitly
investigated.

Figure 7 shows the new, simplified model of the system.
The burner tops have been left out, and the inlet to the
calculation domain is now positioned just after where
the second mixer element is assumed to be. The inlet is
constructed so that different ammonia profiles can be
prescribed and fed into the system.

Figure 7: Simplified model with optional new mixer element.

Results with the New Model

Several different cases were studied with the new model,
but only two of them will be reported on here. Only the
boundary conditions were varied, more specifically the
ammonia inlet profile.

The rationale for the first case studied with the
simplified model was an assumption that the first two
mixers worked as they should and were mostly intact.
This resembles the situation modelled earlier, and would
provide a check of the simplified model. A higher
temperature in burner A suggested somewhat higher
ammonia mole fractions at the bottom of the pipe, since
this naturally will flow towards the A side. A slightly
skewed distribution was chosen, having 9.3 mole
percent of ammonia in the upper part and 11.3 in the
lower part of the pipe. The results with and without the
new mixer is shown in Figure 8. Moreover, the
quantitative findings compares very well with the values
from the complete model, i.e. 10.4% and 10.2% are
predicted changing to 10.32% and 10.28% after
insertion of the new mixer element.

Figure 8: Effect of an additional mixer on a skewed ammonia
inlet distribution.

In the second case a centred ammonia profile was
selected. The ammonia inlet further upstream the test
section is centred, and since ruined mixers will not
affect the distribution significantly, such a profile
seemed plausible. An extreme situation was prescribed,
with 0% ammonia at the top, 20% in the centre and 1%
in the bottom. The results of this inlet condition were
astonishing. First of all, the model indicated that even
with the poor mixing leading into the T-split, the
distribution between the burners was not that horrible —
in fact, the same distribution as earlier was predicted,
with 10.4% to burner A and 10.2% to burner B. This
means that the prescribed ammonia profile into the test
section could very well have been present before
installing the new mixer element — which corresponded
to the plant observation.

Moreover, when calculating with the new mixer
installed, the ammonia distribution between the burners
actually reverted and got worse. In this case the model
predicted 10.1% ammonia on burner A and 10.5% on
burner B — exactly the behaviour that had been observed
at the plant. The impact of the new mixer element is
shown in Figure 9. Based on the results it was concluded
that the two old mixers did not perform a proper mixing
job, and it was recommended to inspect and repair the
existing mixers.

Figure 9: Effect of an additional mixer on a centred ammonia
inlet distribution.
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The Second Installation and Final Remarks

The company operating the ammonia plant still had
some faith in the modelling, and the recommendations
were followed. Upon inspection of the second mixer, it
was found that this was very open and far from the
condition that had been assumed. A picture of the mixer
is shown in Figure 10. After replacing the second mixer,
the temperature difference between the burners reduced
to less than 5°C, which is within the error margin of the
measurements.

Figure 10: The ruined mixer with large open holes.

A few important lessons should be learnt from these
cases. First of all, the boundary conditions must be
appropriate and correct if a model should have
predictive properties. The boundary conditions more or
less determine the solution, and errors here will lead to
wrong conclusions. Secondly, all the models seem to
perform quite well (if the boundary conditions are
correct ...), relatively independent on choice of
turbulence model, discretisation schemes and other
settings.

A RECIRCULATION PROBLEM

The second case study relates to corrosion problems in a
tube/shell condenser situated at an ammonia plant. The
material wear was positioned around 40 mm into the
tube sheet.

The company operating the plant initially had an opinion
about the origin of the phenomenon, and asked Acona
Flow Technology (AFT) to verify their hypothesis. A
recirculation zone described as a vena contracta could
bring condensate from the pipe back towards the inlet,
where water evaporates in the hot zone forming strong
acid. This could then cause the corrosion.

Based on the hypothesis above, simulation models for
analysing the inlet part of the condenser should be

established. The models should then be used for
studying both the flow and the heat transfer in the
system, in particular near the entrance region of the
condenser tube sheet. Based on the calculations, AFT
should determine a probable cause for the problems and
later propose and investigate means for improving the
situation.

2D Simulation Model

To test the initial hypothesis associated with the vena
contracta, a CFD model of the inlet to the condenser
was established using the commercial CFD code
ANSYS FLUENT v14.0. An axisymmetric calculation
domain was constructed from drawings provided by the
plant operator, see illustration in Figure 11.

FIOW ————— o

Direction

Figure 11: Details of the 2D calculation domain.

The cooling water on the shell side was assumed to have
a temperature around 25°C. The heat transfer coefficient
will depend somewhat on the flow conditions, but
estimates based on empirical relationships suggest
values between 7 000 W/m°K and 12 000 W/m°K.

First Results

The 2D calculations indicate that the vena contracta
extends 1-2 cm into the tube sheet. This can be seen
from Figure 12 where the axial velocity near the tube
sheet and pipe walls is plotted vs. distance. Note the
large impact of the relative small variations in wall y-
coordinate. The length of the recirculation zone is found
where the axial velocity changes sign. There are also
some signs of a small recirculation a little bit further
downstream, but this is not regarded as sufficient for
transporting condensate backwards.

Tube Sheet T'ube Sheet

Vena Contracta Fntrance End
starting point Tube Sheet Pipe Section

Axial Veldcity vs. X-Coordinate
|
e
[ \i
/ R
o
cnN\Ges 0w o o om0
Vena Contracta
ending point

Figure 12: Flow though the tubes, here represented by axial
velocity.
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The length of the vena contracta must now be held
together with temperature profiles to determine if there
is overlap with the condensation zone. Figure 13 shows
the axial temperature profiles along the walls for two
different heat transfer coefficients. The profiles indicate
that condensation starts some 5-6 cm inside the tube
sheet.
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Figure 13: Gas temperature profiles shown for the two
different heat transfer coefficients.

This means that the 2D results show no direct
connection between the condensation zone and the
recirculation zone due to the vena contracta, and the
initial hypothesis is not supported. Thus, more work is
needed to find a possible and plausible explanation for
the observed material corrosion.

More Comprehensive Analyses

Realizing that the flow is not 2D, it could be interesting
to consider the length of the vena contracta if the flow
enters the holes in the tube sheet with an angle. Since
the inlet to the condenser is a central pipe, the gas must
redistribute before entering the pipes, see illustration in
Figure 14. This means that the gas will enter the tube
sheet with an angle, which again could affect the vena
contracta. Thus, a slightly revised hypothesis is
investigated through some simplified simulations: could
the angle of attack cause overlap between the
condensation zone and the vena contracta in certain
areas?

A Simplified Model

To study the effect of flow attack angle, a small 3D
simulation model considering just half a hole in the tube
sheet was established. The calculations were set up so
that the mass flow through this hole is approximately
correct, i.e. assuming perfect distribution between the
heat exchanger pipes. Four different geometries, varying
the flow attach angles from 15 to 60 degrees were
calculated, assuming symmetry along a centre plane.
Figure 15 shows the geometry used for this test, whereas
some results are depicted in Figure 16. From this figure
it is seen that the maximum length of the recirculation
zone and the shape of the zone have changed
significantly compared against the 2D simulations.

-
2 -
N

Figure 14: Illustration of how the flow approaches the tube
sheet.

Figure 15: Computational domain for analysing flow with an
attack angle.

Figure 16: Predicted horizontal velocities for 15° (left) and
30° attack angle (right).

The 3D simulations strongly indicate that the flow attack
angle influences the length and the shape of vena
contracta significantly, further illustrated in Figure 17.
The maximum length of vena contracta stretches from
approximately 15 mm at 0° flow attack angle, up to
more than 70 mm at a 60° flow attack angle into the
tubes. This more or less confirms the revised hypothesis.

Even though an angled flow into the tube sheet can
result in a larger recirculation zone, the hypothesis
should be further strengthened by looking at the actual
flow angles that hits the tube sheet. If successful, the
pattern of the damage locations in the condenser should
even correspond somewhat to the recirculation,
depending on the attack angle and gravity.
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VC length vs. Flow Attack Angle
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Figure 17: Estimated length of the vena contracta (VC) vs.
flow attack angle.

A More Comprehensive Model

After finding indications that recirculation could be
caused by flow attack angle, an additional and more
comprehensive model was established. The purpose with
this was to further strengthen the hypothesis on the
mechanism, and secondly to explore possible remedies.
The porous jumps indicated in Figure 18 represent the
frictional resistance through the tubes (which are
approximately 4 metres long), so that an approximately
correct flow distribution could be maintained.

Porous

Figure 18: Calculation domain for the detailer 3D model.

Results from the More Comprehensive Model

Figure 19 shows the velocity vectors for the detailed
model. There is a clear indication that there is angled
flow into the tube sheet in some areas, with the arrows
being almost normal to the tube direction in some
regions. To further show how the flow attack angle is
distributed on the tube sheet entrance this is plotted in
Figure 20. Note that only the angle against the axial
coordinate is considered. Besides a small area in the
centre of the tube sheet the angle of attack is in general
larger than 45°.

Figure 19: Predicted velocity vectors leading in towards the
tube sheet.

Figure 20: Predicted flow attack angle towards the tube sheet.

At this point a note should be made on the damages
found in the condenser. When discussing the findings
with the plant, it was revealed that a vast majority of the
wear was located in a region between 10 and 2 o’clock,
and from one third to two third the distance between the
centre and the wall. The latter corresponds nicely to the
wall/centre distance for which maximum attack angle is
predicted. Moreover, when holding observations against
calculation results, the wear seems to occur in a region
where the stretched vena contracta is located at the
bottom of the tubes. This is also crucial, since the
condensed phase then can recirculate in a relatively calm
zone here.
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Improving the Situation

Several possible enhancements to improve the situation
were suggested and tested, but one of the simplest
changes proposals ended up as the best — a porous plate
for straightening the flow upstream the tubes.

A solution with two porous plates was investigated, but
simulations indicated that two porous plates actually do
a too good job. Straightening the flow completely means
that the gas in the outermost part, where there are no
tubes, must make a 90° inward turn to enter the holes in
the tube sheet. This could again lead to problems with
the vena contracta length in this area. Due to this reason
it was recommended to install only one, rather coarse
porous plate.

With an optimum placement, one porous plate
efficiently redistributes the flow, and the result is plotted
in Figure 21. The redistribution changes the picture
completely, and from having large areas with
recirculation in the original design, there seems to be
only short recirculation zones with this new design.
Moreover, the velocity plot shows the porous plate’s
property in diverting the flow, but still not setting up a
too straight flow towards the tube sheet.

Original design

With porous plate

Figure 21: Contours of axial velocity [m/s] for the detailed
geometry, original design (upper) and porous plate (lower).

Further exploring the effect of the proposed
modification, details of the axial velocity is shown in
Figure 22. Here the axial velocity is plotted against the
axial position, for all the holes in the tube sheet
continuing into the heat exchanger pipes. The original
design is shown in black, and the modified design with
porous plate is drawn in red. The line drawn at zero
velocity indicates the limit for backflow. From this
figure, it is clear that the modified design reduces the
length of the recirculating zone significantly.

Figure 22: Details of axial velocity shown for the original
design (black) and the modified design (red).

The prediction of recirculation zones is known to be a
classical challenge within CFD, hard to predict. Higher
order numerical schemes should be applied to increase
the accuracy of the calculations. Unfortunately, the
length of the recirculating zone increases when applying
a 2" order numerical scheme, from approximately
20 mm to some 40 mm. This is still well outside the area
at which condensation is predicted to start — around
55 mm inside the tube sheet. The safety margin has
however decreased.

Installation of such a porous plate has only minor impact
on the total pressure drop across the unit. The pressure
drop for the original design is 106 mmWC, which is
predicted to increase to 133 mmWC for the modified
design. The recommended solution was implemented
and has now been running for more than a year with no
significant material wear.

CONCLUSIONS

The importance of boundary conditions in CFD has
been demonstrated through two practical examples.

In the first case, insufficient geometric descriptions were
used when studying gas mixing in a nitric acid plant.
This again led to non-optimal decisions which did not
improve the situation. A simpler model was later used as
a fault localiser, strongly suggesting that the geometry
applied in the first study had been wrong. Inspection
revealed destroyed mixer elements, and after fixing
these the model and plant observations matched.
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A second example studied local recirculation in a
shell/tube condenser. The vena contracta forming at the
tube entrances was believed to cause corrosion problems
due to strong acid concentrations. A simple 2D
axisymmetric approach however indicated that the
recirculation zone was not long enough for this
phenomenon to occur. Again looking at the boundary
conditions for the problem, it was realised that the flow
might enter the tube sheet with an angle. Simple 3D
simulations showed that for such conditions the vena
contracta could become significantly longer compared
against the axisymmetric case. A simulation of the entire
inlet geometry showed that the flow is indeed angled
towards the tube sheet, and the mechanism was

confirmed. This complete model also showed that the
recirculation zone lengths could be significantly reduced
if straightening the inlet flow by e.g. installation of a
porous plate, recommended to the plat operator.

The cases discussed showed that care must be taken
when defining geometries and boundaries for the
problems. Incorrect boundary conditions will inevitably
lead to non-optimal or wrong decisions — no matter how
accurate the models are. In many industrial applications
obtaining and using the right boundary conditions can be
even harder than finding the appropriate physical
models and numerical schemes.
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ABSTRACT

A two-dimensional steady-state isothermal combined multifluid-
population balance equation (PBE) model for a slurry bubble col-
umn (SBC) was implemented for the Fischer-Tropsch synthesis
(FTS). The model consists of a set of mass, species mass and mo-
mentum balance equations for the liquid-phase, and the correspond-
ing PBE (mass), species mass and momentum balance equations for
the gas phase. The flow variable profiles predicted by the model are
reasonable for both phases as compared to literature experimental
data. Moreover, the chemical part of the model predicts results giv-
ing a chemical conversion of the reactants in good agreement with
literature experimental data.

Keywords: Clean energy, industrial reactive flows, population bal-
ance equation, Fischer-Tropsch synthesis, slurry bubble column, or-
thogonal collocation.

NOMENCLATURE

Greek Symbols

Volume fraction, [—]

Parameter in the Anderson-Schultz-Flory distribution,
-]

Mass transfer term, [kg/m? s]

Daughter bubble diameter, [m]

Dynamic viscosity, [k8/ms]

Stochiometric coefficient, [—|

Bubble diameter, [m]

Microscopical velocity in property space, [/s]

Mass density, [k8/m?]

Catalyst density in reactor, [kscat/n3]

Surface tension, [N/m

Microscopical temperature, [K]

Microscopical mass, [kg]

Generic conserved quantity, units dependent on quan-
tity

o  Weight fraction, [—]

Q  Microscopical weight fraction, [—]

:852
5]
~

e
-
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Latin Symbols

a Kinetic parameter, [kmol/kgcar s Pa?].

a;  Gas-liquid interfacial area per unit liquid volume,
/]

b Kinetic parameter, [1/Pa].

C;  Mass concentration of solids in slurry, [kg/m?]

Cp Drag coefficient, [—]
dy  Sauter mean diameter, [m]
D  Diameter of column, [m]
Dett, Eff. axial dispersion coefficient, [m*/s]
Ey  Eotvos number, [—]
farag Drag force, [N/m?]
F  Force, [N]
Standard acceleration of gravity, [/s?]
FIUX, [kg/m2 s]
Source term, [kg/m? s]
Liquid side mass transfer coefficient, [/s]
Equilibrium constant describing the relationship y; /x}
at given conditions, [—]
Mass, [kg]
Molecular weight, [kg/kmol]
Average molar mass, [kg/kmol]
Density function, [#/(m3 [m/sm Kkg])].
Pressure, [Pa).
rco Reaction rate in terms of CO conversion, [kmol s/kgcar]
Reaction term, [ks/m? s]
e, Particle Reynolds number, [—]
Time, [s].
Velocity, [/s]
Temperature, [K]
Liquid phase mole fraction, [—]
Gas phase mole fraction, [—]
Dispersion height, [m]

NI N —®

=

=S RXS

S I

Sub/superscripts

B — D Birth and death terms.
coll Collisions.

(mass) density function.
Gas.

Component i or direction i.
Liquid.

Physical space.
Superficial (superscript).
Solid (subscript).
Property space.

e e Y N QA

INTRODUCTION

Forecasts about decreasing fossil liquid fuel sources have
induced increasing interest in synthesized liquid fuels,
among them second generation biofuels. Such a liquid fuel
may be produced through the Fischer-Tropsch synthesis
(FTS). A particular reactor choice for this heterogeneously
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gaseous
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products °
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reactants

Figure 1: Simplified sketch of a slurry bubble column, with
gas bubbles (light blue), liquid (white) and dispersed catalyst
particles (brown).

catalyzed liquid reaction is the slurry bubble column (SBC)
(Figure 1), with reactants injected in the gas phase and the
solid catalyst present along with the liquid products in the
slurry.

The Fischer-Tropsch synthesis

The basis FTS reaction can be described as the formation of
paraffinic or olefinic chains and water from carbon monox-
ide and hydrogen (Guttel, 2009), where the main product is
paraffins. The chemical reaction is given as:

nCO+ (2n+ 1)H, — C,H,,_., +nH,0 )

2n+2

Transport and kinetic resistances

A number of resistances limit the gaseous reactants in being
converted to products (Kohler, 1986) (Figure 2): (1) Trans-
port of reactants from bulk gas phase to gas-liquid interface,
(2) transport of reactants from gas-liquid interface to the bulk
liquid, (3) transport of reactants from bulk liquid to the cat-
alyst surface, (4) intraparticle diffusion of reactants in the
pores of the catalyst, (5) adsorption of reactants on the active
sites of the catalyst and (6) surface reaction of reactants to
yield products. The products are transported from the cat-
alyst partly to liquid and gas phases. Step (1) is usually
much smaller than step (2), as the diffusion coefficients are
smaller in liquids than in gases. Inga and Morsi (1996) found
steps (2) and (5+6) to be rate determining for typical Fischer-
Tropsch conditions. Wang et al. (2007) and Sehabiague and
Morsi (2013) state that the gas-liquid mass transfer limita-
tion may cause a decrease in the reaction conversion, espe-
cially at high solid concentrations and superficial gas veloci-
ties in slurry reactors. The interfacial mass transfer fluxes are
thus important for the Fischer-Tropsch reaction. The interfa-
cial heat transfer is also important, as the reaction is highly
exothermic.

phase boundary
PETTEIN liquid film bulk liquid

y .'ga‘s film

0 S
x
apan®

catalyst particle surface

Figure 2: Simplified sketch of resistances seen by the reac-
tants on their way to become products. Steps 2 and 5+6 are
claimed to be rate determining.

Kinetic model
Many kinetic models have been developed for FTS, partic-
ularly for iron and cobalt catalysts (see e.g. Sehabiague and
Morsi (2013) for a summary). In this work, the kinetic model
by Yates and Satterfield (1991) for a cobalt catalyst is ap-
plied:
apcopH,
rco (1 +bpeo)? 2

The kinetic rate expression is given in terms of partial pres-
sures of the two reactants in Equation 1; CO and H,.

Interfacial transfer fluxes

The interfacial mass, momentum and heat transfer fluxes are
given by the product of the transfer coefficients, the contact
area per unit volume and the driving force. The contact area
is determined by the bubble size distribution. Along the re-
actor length, bubble-bubble interactions and fluid-bubble in-
teractions will give rise to bubble breakage and coalescence
phenomena, affecting the bubble size distribution in the re-
actor (Figure 3). This size distribution will influence the re-
action rate as larger bubbles have a smaller contact area per
volume, and the contrary for smaller bubbles. The bubble
size distribution can be modeled through the population bal-
ance equation (PBE).

The Population Balance Equation

The PBE describes a population and has its roots in the Boltz-
mann equation. In particular, it is a statement of continuity in
particle phase space. The particle phase space is the number
of independent coordinates required to describe the state of a
particle. The population in this work is the dispersed gas bub-
bles. One may distinguish between two types of processes or
events that can alter the population; continous and discon-
tinous processes. Continous processes may result from con-
vective motion in particle phase space and cause no change in
the number of particles in the system (except from entering /
leaving at the boundary). In contrast, discontinous processes
change the number of particles in the system in a discon-
tinous manner and are generally modelled by source / sink
terms. The population balance equation includes both conti-
nous and discontinous terms. Examples of discontinous phe-
nomena for the Fischer-Tropsch synthesis in a slurry bubble
column is birth and death of particles due to bubble breakage
and bubble coalescence.
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Figure 3: The gas phase particles (bubbles) have a density
function f, denoting the number of entities per volume and
per size & along the dispersion length.

The Multifluid-PBE model

Single-phase fluid flow systems can be described using con-
tinuum equations for the (one) fluid in question, two-phase
systems require two sets of equations, three-phase require
three and so on. Multi-fluid models describe a single phase,
but allow for variations within the phase (e.g. in size), i.e.
allowing for multiple fluids within one fluid. Multifluid-PBE
utilise the population balance framework in modeling the
fluid. Multifluid-models applied on dispersed flows describe
multiple fluids within the dispersed phase, e.g. gas bubbles
with different size. We will here use a multifluid-PBE model
for the dispersed phase and conventional cross-sectionally
averaged equations for the slurry phase. The population
in question is a number (mass) density of particles in the
particle phase space.

A novel modeling framework has been developed formulat-
ing a combined multifluid-PBE model explicitly in terms of a
mass density function and solved by weighted residual meth-
ods. A high order least squares method was developed for
the solution of the PBE containing convection and breakage
terms by Dorao (2006) and Dorao and Jakobsen (2006). Zhu
(2009) and Zhu et al. (2008) extended the constant den-
sity model to a steady-state 1D combined multifluid-PBE
model with coalescence, including a dispersed phase mo-
mentum balance and the corresponding continuity and mo-
mentum balances for the liquid phase. Nayak et al. (2011)
followed up by allowing variable dispersed phase velocity
along the reactor length and as a function of particle size,
hence v, = v,(z,&). Sporleder et al. (2011) evaluated differ-
ent inner coordinates, using a similar modelling approach as
of Nayak ef al. (2011). Borka and Jakobsen (2012) modified
the coalescence terms in the model proposed by Nayak et al.
In terms of numerical solution of PBE problems, the mem-
bers of the methods of weighted residuals family have been
evaluated by Solsvik et al. (2014) and Solsvik and Jakobsen
(2013b). The potential of the least squares method in par-
ticular has been evaluated against the quadrature method of

moments (Dorao and Jakobsen, 2006) and the finite differ-
ence methods (Zhu et al., 2008).

MODEL DESCRIPTION

Previous work on combined multifluid-PBE models for bub-
ble columns has been reported for cold flow. In this work,
the modelling framework is extended to include a chemi-
cally reactive process. The model is applied to the Fischer-
Tropsch synthesis and solved using the orthogonal colloca-
tion method. This section describes the model equations.

Model Assumptions

The slurry bubble column consists of three phases; (i) a
gas phase containing reactants and the gaseous products
(H,O and lighter hydrocarbons) (ii) a liquid phase contain-
ing dissolved reactants and liquid products (heavier hydro-
carbons) and (iii) the solid catalyst particles. The homoge-
neous pseudo-phase consisting of (ii) and (iii) is referred to
as slurry phase. The slurry phase is assumed to consist of
liquid with suspended catalyst particles. The suspended cat-
alyst particles are assumed stationary in space over time, and
perfectly distributed within the fluid (i.e. no settling of parti-
cles). A constant volume fraction of solids per volume of re-
actor is applied. The pressure is assumed equal in the gas and
liquid phases, but varies along the dispersion height. Ideal
gas law is assumed valid for the gas phase. A constant lig-
uid density is applied, however, the average molar mass of
the liquid is allowed to change along the dispersion height.
The reactor is modelled steady-state and isothermal and only
the z-direction is considered in external space. The particle
phase space consists of z and &; particle diameter.

Gas Phase Equations

The model employed in this study represents an extension
of the cold flow model by Nayak et al. (2011) to reactive
systems. A density function describing discrete particles can
be defined as

p:p(t,r,é,c,T,T,Qi) 3

where # denotes time, r denotes coordinate in physical space,
& denotes coordinate in property space, ¢ denotes microscop-
ical velocity, T microscopical temperature, Y microscopical
mass and ; microscopical weight fraction of component i.
The term microscopical denotes a property of a single par-
ticle, in contrast to a macroscopical property which is the
average property for a collection of particles. A Boltzmann-
like equation describing the change in the density function in
case of particle collisions, birth and death can then be stated

as:
dp

D 0
=P _ ai;|cou + E|B—D @

Dt
Writing out the terms gives
dp dp dr dpdE Jdp dc dpdt dpIY
o "ar 9 T9Ea Tac a Tara Tarar
dp 0Q; Jdp dp
90, o1 :E|COII+E|B-D

&)

In order to obtain a density function describing an average of
particles (macroscopical) rather than a single particle (micro-
scopical), the density function is integrated over the desired
variables. Further, it is distinguished between a number and
a mass average property. The number average is the amount
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of property per number of particles, whilst the mass average
is the amount of property per mass of particles. As the goal
(for this work) is a density function on the form f(r,& 1), the
averaging procedure must also integrate over the remaining
microscopical properties 7, I and €;. The integrated density
function f(r,&,t) describing the number of particles per unit
phase volume is defined in Equation 6.

fr&n = [ prg en X, Qdedrdrag;.  (©

The number average of a generic property Y, denoted Y, is
thus defined as:

/ wplt,rE,e,7,Y,Q)dedvdYdQ; (7)

— 1
V= TrmeEn )

The mass average of a generic property v, denoted (y), is
given by:

(w) = / myp(t,r,&,c,7,Y,Q)dedTdYd;

mf(r 5
)

where 7 is the number average for m obtained inserting for
v = m in Equation 7. In line with the framework of Chao
(2012) and Lindborg (2008), i.e. extending the framework
of Nayak et al. (2011) to include chemical reaction, the re-
sultant govering equation of change for an average property
v is thus found from an equivalent to Equation 5 to be:

S )4V, ew) + 5 (M (=) =

(5 ) 225 (2 250)

RAC

+/:om%|couwdcdfd1'd£2,- + /_Zm%b") vdedtdYdQ;
©))

where the two latter terms are the source terms describing
changes in ¥ due to collisions and birth and death processes,
respectively. For simplicity, the change in y due to birth and
death processes is renamed:

>
/ ma—l; lp.pWdedtdYdQ; = J(r,E,1)  (10)
The change in y due to collisions is neglected;
oo ap
/ m§|couwdcdrdeQ,~ ~0 (11)

By inserting for the appropriate quantity Y, the equations
for mass (¥ = 1), species mass (¥ = ;) and momentum
(¥ = ¢;) can be found as:

Mass Conservation

%(m(rvéat)f(r7§at))+vr' (v,(r,§,t)m(r,§,t)f(r,§,t))

n jém; (r.&.m(r E.0)f (. E.0)) = T+ J(r,£.1)
(12)

Species Mass Conservation

2 (@m0 f(r.E0)) 4 V- (cQm(r.E.0F(r.E.0)
n jé<<asz,~>m<r,é,r>f<r,&,z>> U@ r )

(13)

Momentum Conservation

%(m(r,g,l‘)\/’r,i(rvgat)f(né’t))

+ V- ((eciym(r,&,0)f(r,§,1)) +

:f("vé,l‘)[vr,,'(ng)[)%f’)

S L PR
(14)

§(<~cz> m(r,&,0)f(r,§,1))

+{cc;) -V m(r, € 1)

+ <EC,‘>

where it is noted that
. /adYr /a1 1 B
nr (G (r o)) =T
_ /oY [9Q; Q; -
’”f<at<ay+y>>—n

The mass average (as opposed to the number average) of the
microscopical velocities have been inserted; (c;) = vy; and
(E) = ve. In other words, the individual velocity for each
particle multiplied with the individual mass is integrated us-
ing the framework given in Equation 8:

15)

(ci) = / meip(t,r, €, ¢,7, T, Q) dedvdYdQ;

mfr§
:Vr,i(ragat)
(16)
(&) = mf / mEp(1,r,&,¢,7,Y, ;) dedrdYdQ:
:Vg;( a€7)

a7

The sum (integral) of all particle velocity-times-mass prod-
ucts is divided by the total mass of particles, yielding a mass
averaged macroscopical velocity. For the mass averages of
the product terms i.e. (Q;c) an analogy of the Reynolds de-
composition is applied; decomposing the products into an
average and a fluctuating term:

(Qic) = (Qi)(e) +(Qic) (18)

The product terms appear in the species mass momentum
balances. For the species mass balance, the fluctuating term
is modelled analogous to the Boussinesq hypothesis, yielding
a diffusion term:

0w,
(QI¢') o —Degt 1.6 TLG (19)
Z

For the momentum equation, the fluctuating term is
neglected (i.e. neglecting diffusive momentum trans-
port).  Further introducing the assumptions of steady-
state and z-direction only, along with re-writing the
number density function into a mass density function

m(z,8)f(z,§) = pc(2)V(E)f(z,&) = fa(z,§) gives the
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following set of model equations:
Mass Conservation

S0 e E) + 55 (e M )
5 (20)
— ST HI(z.8)

where the source term J(m(z,§)) is given as (Solsvik and
Jakobsen, 2013a):

Jm(z,€)) = —b(&) falz.E)+
émax
v [ mE.on (fael)

ac—

fa(z,§)
(Z) ¢)

V()
(E3 =813
fa(z,©) A o(&,0)LL25)_ge s

&) falz8)

5

(
fa(z,[&3 -
.

52 53 é)»:’un 1/3 ([5 CS] 7C) dC
Enin €3 = SRV (63— E3113)pa(2))V (E)
2D
Species Mass Conservation
d d
3z (@ 8) a2, 6) wi6(2)) + 9 (ve(2,6)fa(z,8)0iG(2))
. 0 80),‘7(; 0 ‘ '
- 5 (e 8Pwc 0 ) + ST+ rg Itz )
(22)
Subtracting continuity (Equation 20) from the species mass
balance (Equation 22) gives
dw;, Jdw;,
e ) 28D — & (e )P S
dz Z
— I, — oy I;
E AR
+J(wi6(2)m(z,8)) — 0i6(2) T (m(z,8))
(23)
Since @; is independent of &, Equation 23 can be averaged
over & - resulting in the conventional axial dispersion model
defined as:
do; dji
pe(26(0a(d) "6 = 60 Y1) - L
l (24)
where the effective dispersion flux j; g is defined as
da;,
Jjic(z / fa(2,8)dEDeti .6 dG(Z)
b4
() (25)
W G(z
= —06(2)p6(2)Deit 2,6 dcz;
and the mass tranfer term is given as
S | Mg (2) Cw
T = —ki(Rar(2)pily ) wi6(z) —wie(z)) (26
Momentum Conservation
d
3; Va2 8)vr(z.Eve(2,6)) + 9 (fd(z Sve(z,8)v(z,6)) =
i d
e - FES P | e )0t gz €)
P6(2)
27

The relative size of the drag force term is very large com-
pared to the convective and diffusion terms. Therefore, the
latter terms are neglected. The term J(z, &, ¢;), denoting mo-
mentum transfer due to bubble interactions is also neglected.
The drag force is defined as (Patruno et al., 2009)

CD fa(z,€)
5 pG(2) vr(z,6) —vi(2)[ (v (2, &) —ve
(28)

The drag coefficient Cp for clean water by Tomiyama (1998)
(see Table 4) is applied. A correction factor for the drag co-
efficient Cp relative to gas volume was implemented. The
correction factor p (see Table 4) introduced by Ishii and Zu-
ber (1979) and later discussed by Rampure et al. (2007) was
setto p = 2.

fdrag (Z é ) 1

Liquid Phase Equations

For the liquid phase, the standard cross-sectionally averaged
equations are applied. The continuity equation for the liquid
phase is given as:

Mass Conservation

2 ru@an () =~ L) (29)

1
For the species mass balance in the liquid phase, the axial
dispersion model subtracting continuity (equation 29) is
used:
Species Mass Conservation

szL( )

d
o (o) T — o LN CL()+R ()
(30)
da;
Jir(2) + 01(2) prDett 2 1. w;(z) =0 €1

were I'; is defined as in equation 26 and R; is defined as

Ri(z) = virCO(Z)Mw,ipcat (32)

It is desired to express the reaction rate in terms of liquid
concentrations. Hence the expression is re-written based on
the simplified relation:

Kix; = yi = pi/p (33)
where y; and x; are the gas and liquid mole fractions of
species i. Values for K; have been found using the process
simulation software Aspen HYSYS®). The kinetic rate ex-

pression then yields

aKcoxco(z )KHszz (2)p(z )
(1+bKcoxco(z)p(z))?

The product distribution was described using the well-known
Anderson-Schlulz-Flory distribution

(34)

rco(z) =

xn = (1 — Oasr) i gp (35)

The reaction products were lumped into four groups; C;-Cjo,
C11-Cy, C1-Cs3p, and C31 4.

Momentum Conservation

The liquid phase momentum equation is given by

@ (@) HD = ()P

- /Ooofdrag(Z,é)dé +ar(z)pLg

(36)

(2)
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Additional Equations

In addition to the equations given above, the sum of the vol-
ume fractions must be unity:

aL(z) + o5+ oG(z) =1 37

The volume fraction ¢, is computed as

= Ja (Z7 5 )
aG(z) = d (38)
G( ) o PG (Z) é
The gas phase density is calculated from the ideal gas law:
p(2)Mq(2)
=—— 39
pc(2) RT 39)

The particle Reynolds number, Re), and the E6tvés number,
Ey, are defined as:

_ pevr(z,8) —vi(2)[€

Rep(z,€) = e (40)
B 2
Eo(z,€) = W @1

Initial and Boundary Conditions

Both inlet superficial velocities were set:

Ky _ S,O
VG li=0 = V¢

5,0

' 42)
Vi lz=0 = vy

The species mass balances were written as a set of two equa-
tions; Equation 30 (solving for flux j;) and Equation 31 (solv-
ing for w;) for each phase. For Equations 24, 30 the deriva-
tive of the flux at the outlet was set to zero:

dj;
2176 ‘Z:L — O
Z (43)
djir =0
dz L

For Equations 25, 31 the weight fractions were specified at
the inlet for each component:

a)i,G|z=0 = W; G0 (44)
(Di,L|z=0 = ;L0

For the momentum balance in the gas phase, used to calculate
the gas phase velocity, no initial condition is required as this
is an algebraic equation with the simplifications presented
(diffusion, source/sink and convection terms neglected). For
the momentum balance in the liquid phase (Equation 36), the
outlet pressure was specified:

Ple=L = P0 (45)

The initial bubble size distribution f;(zo,&) was chosen as a
Gaussian curve with the following parameters:

k (&-¢)
fa(z0,8) = kg\l/ﬁexlj [_Zk%] (46)
where k| =4, ky = 0.0009, & = 12 mm. Further,
fd(zvé = émin) =0 (47)

for all values of z.

H. Jakobsen

SIMULATION SETUP

The model above and boundary conditions were imple-
mented by use of the programming language MATLAB®).
Correlations used for the parameters in the model are given in
Table 4. Operating conditions are given in Table 1. Physical
properties of the gases and liquids are given in Table 2, other
parameters in Table 3. The breakage frequency function b(&)
by Coulaloglou and Tavlarides (1977) was used along with
the daughter redistribution function /,({) of Diemer and
Olson (2002). The coalescence efficiency function ¢(&, )
of Prince and Bl