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1 PREFACE 
 
This document defines the proceedings of the 8th International Conference on Computational Fluid 
Dynamics in the Oil & Gas, Metallurgical and Process Industries. The conference was hosted by SINTEF 
and the Norwegian University of Science and Technology (NTNU) in Trondheim, Norway 21-23 June 2011. It 
was truly an international conference with 130 participants representing 22 nations. There were 96 technical 
presentations and 6 keynote lectures at the conference. They were organized in sessions such as 
multiphase pipe flows, fluidized beds, population balance, oil & gas applications, furnace modeling and more. 
A special topic at this conference were biomechanics focusing on fluid flow and modeling on phenomena 
such as blood flow, hearth mechanics and larynx dynamics often involving fluid structure interactions.  Some 
presentations where not accompanied by a scientific paper and the keynote presentations where not 
processed through a referee assessment. These are not reproduced here, since the proceedings only 
include the papers approved by 2 referees.  
 The editors would like to thank our staff for organizing the conference and all presenters and reviewers 
for ensuring a high quality conference. 

 
 

Stein Tore Johansen 
Jan Erik Olsen  
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INSOLUBLE SURFACTANT EFFECTS ON EMULSION COARSENING IN A GRAVITATIONAL
FIELD VIA PHASE-FIELD TERNARY MIXTURE MODEL
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ABSTRACT
We investigate gravity-driven coarsening of binary immiscible flu-
ids in the presence of surfactants via diffuse-interface modeling and
simulation of amphiphilic fluids as ternary mixtures. The interface
between immiscible fluids in the phase-field model is treated as a
mixing layer whose evolution and properties are modeled based on
a Flory-Huggins and Cahn-Hilliard representation of the excess and
nonlocal components of the Gibbs free energy of mixing. As a re-
sult, artificial stresses arise in the mixing region coupling convec-
tion and diffusion via a nonequilibrium Korteweg force, express-
ing the tendency of the ternary system to minimize its free energy.
Diffuse-interface simulations are conducted to investigate droplet
interactions under gravitational forcing in an initially monodisperse
array of heavy fluid droplets embedded in a continuous phase of
light fluid, revealing the scaling laws of the characteristic coars-
ening length scales and the effect of an insoluble surfactant. As
expected, flow-induced changes in surfactant concentration lead to
surface tension gradients giving rise to Marangoni stresses effec-
tively slowing down coarsening in the longitudinal and transverse
directions with a similar (monotonic) Bond number dependence of
the sedimentation rate. However, the diffuse-interface model only
allows a mesoscale representation of surfactant effects and the de-
termination of apparent coalescence and sedimentation rates due to
coarse-graining of the actual film drainage and rupture processes in
the phase-field model. We investigate basic statistics of sedimenta-
tion and their dependences on the relevant nondimensional groups.

Keywords: Bubble and droplet dynamics; Break-up and coales-
cence; Separation.

NOMENCLATURE

Greek Symbols
β Free energy scale [kg/ms2]
δi j Kronecker symbol
η Viscosity [kg/ms]
κ Wavenumber [m−1]
µ Chemical potential
ν Kinematic viscosity [m2/s]

ξ̂ Interfacial thickness (clean interface) [m]

ξ Interfacial thickness [m]
ρ Mass density [kg/m3]
σ Surface tension [kg/s2]
τ Stress tensor [kg/ms2]
Φ Phase field
φ Molar fraction
Ψ Surfactant concentration
ψ Molar fraction
ψi Chemical potential difference
Ψi j Flory parameter
ω ′ rms vorticity (dimensionless)

Latin Symbols
a, b Double well parameters
C1 Numerical parameter
c Molar density [mol/m3]
d Drop diameter [m]
Di j Binary diffusivity [m2/s]
F Korteweg force [kg/m2s2]
Fg Buoyancy force [kg/m2s2]
g Molar Gibbs free energy [J/mol], acceleration [m/s2]
ĝ Unit vector in direction of gravity
J Diffusive volume flux [m/s]
k Square gradient coefficient [kgm/s2]
Lc Periodicity length [m]
L Coarsening length scale [m]
MW Molecular weight [g/mol]
N Nonlinear term (dimensionless)
N Number of components
NC Courant number
n Power-law exponent for charactertistic length scale
nR Power-law exponent for Reynolds number
p Pressure [Pa]
P Helmholtz projection operator
R Universal gas constant [J/molK]
r Position vector [m]
r Exponent
T Temperature [K]
t Time [s]
∆t Time-step [s]
u′ rms velocity (dimensionless)
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ua Reference speed of sound [m/s]
us Settling velocity [m/s]
Uc Characteristic velocity [m/s]
V Bulk velocity (dimensionless)
v Mass-average velocity [m/s]
x Molar fraction, coordinate [m]
∆x Grid spacing (dimensionless)
z Vertical coordinate [m]
Bo Bond number
Ca Capillary number
Cn Cahn number
Fr Froude number
G Galileo number
Ma Marangoni number
Pe Peclet number
Re Reynolds number
ℜ Reynolds number based on rms velocity and charac-

teristic length L

R Reynolds number based on rms velocity and vorticity
Rφ Order-parameter Reynolds number
R Fluidity parameter
We Weber number

Sub/superscripts
ex Excess
id Ideal
nl Nonlocal
th Thermodynamic
T Transpose

INTRODUCTION

In this work, we study numerically surfactant effects on the
buoyancy-driven segregation of binary immiscible fluid mix-
tures, with the main objective of elucidating dependences of
statistics of the segregation process on the relevant nondi-
mensional parameters for a surfactant-stabilized emulsion
under gravitational forcing. In fact, although the ability
of amphiphilic compounds to influence breakup and coa-
lescence phenomena in emulsions is well known and has
considerable practical importance, the detailed mechanisms
of this influence remain poorly understood and have long
been a topic of active research. Early reviews on multi-
phase flows with surfactants can be found in Edwards et al.
(1991) as well as in Maldarelli and Huang (1996) and
Kralchevsky et al. (1996), while more recent accounts have
been provided by Binks (1998) and Dukhin et al. (2006).
Experimentally, a number of works on gravitational phase
separation have first been conducted in the absence of sur-
factants. Early studies on critical phase-separating mixtures
have characterized the sequence of stages of the segregation
process during the prevailing of gravity (Chan and Goldburg,
1987) as well as the growth law of single-phase mi-
crodomains during the so-called ‘residual’ sedimentation
stage (Cau and Lacelle, 1993). Other experiments on grav-
itational phase separation have been limited to the effects of
individual parameters (e.g. volumetric fraction or viscosity
ratio) on the separation rate (To and Chan, 1992, 1994) or the
regimes of phase separation (Sato and Sumita, 2007). Exper-
imental investigations in the presence of surfactants have also
been carried out dealing with emulsion stability as it affects

the rate of coalescence between drops or bubbles. In par-
ticular, some previous studies have been focused on the cor-
relation between interfacial adsorption of surfactant and the
time required for coalescence as a measure of emulsion sta-
bility (Giribabu and Ghosh, 2007). Other studies have char-
acterized the successive stages of phase separation of con-
centrated surfactant-stabilized emulsions as coarsening by
Ostwald ripening followed by coalescence and measured a
characteristic coalescence frequency after this general type
of behavior (Schmitt and Leal-Calderon, 2004).
On the numerical side, previous studies on gravitational
phase separation without surfactant have been limited to
the analysis of Bond number effects on growth laws during
spinodal decomposition of critical mixtures (Badalassi et al.,
2004; Badalassi and Banerjee, 2005). For surfactant-
stabilized emulsions, however, studies of buoyancy-driven
interactions between multiple drops have been lacking
to a large extent and only recently the case of two
surfactant-covered drops has been considered in some de-
tail (Rother and Davis, 2004; Rother et al., 2006). (This is
due to the fact that the vast majority of previous numeri-
cal works have been focused on a single surfactant-covered
spherical drop moving under gravity.) In fact, the case of
near-contact motion of two surfactant-laden spherical drops
was considered by Cristini et al. (1998) while Ramirez et al.
(2000) looked at surfactant effects on the flotation rate be-
tween a neutrally buoyant particle and a bubble with a nearly
uniform coverage. Other works have looked into the rhe-
ology of a dilute emulsion of surfactant-covered spherical
drops in linear flows allowing for redistribution of surfactant
(Bławzdziewicz et al., 2000), with the analysis subsequently
extended to time-dependent flows (Vlahovska et al., 2002).
Although experiments and simulations on gravitational
phase separation of emulsions have been carried out in the
past, none of these previous studies has looked at phase
separation statistics for a surfactant-stabilized emulsion in
gravity systematically. In this work, we investigate binary
liquid+surfactant systems via diffuse-interface modeling
of amphiphilic fluids as ternary mixtures. The interface
between immiscible fluids in the phase-field model is
treated as a mixing layer whose evolution and properties
are modeled based on a regular solution assumption and
a Flory-Huggins and Cahn-Hilliard representation of the
excess and nonlocal components of the Gibbs free energy
of mixing. As a result, artificial stresses arise in the mixing
region coupling convection and diffusion via a nonequilib-
rium Korteweg force, expressing the tendency of the ternary
system to minimize its free energy. A model surfactant
is introduced as an additional species and its interaction
with the primary immiscible components described via
pairwise interaction parameters arising in the Flory-Huggins
component of the Gibbs free energy of mixing. It should
be noted that many early phase-field models of binary
liquid+surfactant systems which were mainly concerned
with the influence of surfactants on the dynamics of phase
separation (Laradji et al., 1992; Komura and Kodama, 1997;
Melenkevitz and Javadpour, 1997; Lamura et al., 1999;
Theissen and Gompper, 1999) were essentially unable to
precisely account for the competing attractive/repulsive
interactions between the component species since they were
heuristically derived by introducing an additional order
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parameter for surfactant concentration together with ad hoc
coupling terms to the original free energy functional for the
binary mixture. To our knowledge, modeling surfactant ef-
fects on binary immiscible fluid mixtures via Flory pairwise
interaction parameters is reported here for the first time.
Although the focus of this investigation is on insoluble
surfactants, it should be noted that phase-field model-
ing works on soluble surfactants have been reported re-
cently. In particular, a diffuse interface model has been
presented where the incompressible Navier-Stokes equations
are solved together with transport equations for the bulk
and interfacial concentrations of surfactant (Teigen et al.,
2011). On the other hand, the inclusion of realistic ad-
sorption isotherms in the phase-field formulation has been
addressed by van der Sman and van der Graaf (2006) and
Liu and Zhang (2010). However, since the focus of this work
is on insoluble surfactants, we leave considerations of inter-
facial adsorption and soluble surfactants for future work.
The rest of this paper is organized as follows. In the next
section the governing equations are presented after which
numerical methods are briefly outlined. Subsequently, we
show the results of diffuse-interface simulations of droplet
interactions during sedimentation of binary immiscible fluid
mixtures, showing that the addition of surfactant slows down
coarsening in the longitudinal and transverse directions while
reducing the strength of fluid motion during emulsion reso-
lution in the longitudinal and transverse directions as com-
pared to surfactant-free simulations. These dependences are
addressed as a function of the relevant nondimensional pa-
rameters At the end, a few conclusions are drawn.

THE GOVERNING EQUATIONS

Free energy of ternary mixtures

Although the diffuse-interface model was originally devel-
oped to describe near-critical behavior of single-component
fluids and partially miscible binary mixtures (van der Waals,
1894; Cahn and Hilliard, 1959), recently a number of phase-
field formulations have been applied to interfacial flows
far from criticality. In particular, the phase-field method
has been brought to bear on mixtures of binary immisci-
ble components undergoing phase separation under shear
(Badalassi et al., 2003; Badalassi and Banerjee, 2005), as
well as on the morphology and rheology of immiscible
polymer blends (Keestra et al., 2003; Prusty et al., 2007), or
the flow of microstructured fluids consisting of viscoelastic
Oldroyd-B and Newtonian phases (Yue et al., 2004). Of late,
phase-field ternary mixture models have also been of inter-
est for modeling many different physical phenomena, from
solidification and microstructure evolution in ternary alloy
systems (Kobayashi et al., 2003) to mutual diffusion effects
in partially miscible polymer blends (Tufano et al., 2010).
In this work, using a phase-field ternary mixture model we
intend to study insoluble surfactant effects on the coarsening
of an emulsion under gravitational forcing. The starting point
to this diffuse-interface model is a statement of the thermo-
dynamic Gibbs free energy of mixing when the mixture has
a uniform composition:

∆gth = gth −
N

∑
k=1

gkxk, (1)

where gth is the molar free energy of the mixture at equilib-
rium, while gk is the molar free energy of pure species Ak
at temperature T and pressure P. (N ≡ 3 in Eq. (1) and be-
low although very similar expressions still hold for a general
N-component mixture model of van der Waals fluids.) At
a given T and P, the thermodynamic Gibbs free energy of
mixing can be used to calculate the ternary phase diagram
for the mixture. For example, under the so-called regular
solution model assumption, the Gibbs free energy of mixing
can be written as the sum of an ideal (or entropic) part,

gid = RT
N

∑
k=1

xk logxk, (2)

which is proportional to the entropy of mixing for an ideal so-
lution (R being the gas constant), and an enthalpic (so-called
excess) part, gex, which can be expressed as

gex =
1
2RT

N

∑
i,k=1

Ψikxixk, (3)

where Ψik denote pairwise interaction (Flory) parameters
which are functions of T and P, with Ψik = Ψki and Ψii = 0.
For a partially miscible three-component system, modeling
the thermodynamic Gibbs free energy of mixing based on
the Flory-Huggins expression (Eq. 3) allows representation
of complex phase diagrams with phase separation into one,
two or three phases. However, for phase-field modeling of bi-
nary immiscible fluids in the presence of surfactant, it is only
required that an expression be available for the free energy
of mixing with the ability to represent phase-separated equi-
librium states for a ternary mixture in a two-phase region. In
fact, such an expression can be obtained from a Taylor series
expansion of the thermodynamic specific (i.e. per unit vol-
ume) free energy of mixing (obtained from Eqs. 2 and 3) at
a fixed surfactant (x2) concentration around the critical point
of a two-phase region:

∆gth = β

{
16

3(1− x2)3
x∗1

4

4 −2
(

Ψ13 −
2

1− x2

)
x∗1

2

2

+
Ψ13

4 (1− x2)
2 +(1− x2) log (1− x2)

2 + x2 logx2

}
, (4)

where β ≡ ρRT/MW and x∗1 ≡ x1 − 1−x2
2 while Ψ13 > 2 de-

notes a pairwise interaction parameter expressing the repul-
sive interaction between unlike molecules vs. that between
like molecules. Note that, due to the artificial nature of the
interface region, different specifications of Flory parameters
in (4) would only influence the detailed variation of the phase
field across the interface region at equilibrium so that, nu-
merical considerations aside, they should be regarded as ef-
fectively equivalent. Equation (4) can be recast in the form:

∆gth =
a
4

(
x∗1 −

√
b
a

)2(
x∗1 +

√
b
a

)2

+ f n(x2), (5)

with a, b denoting functions of x2, which represents a sym-
metric double well potential (see Fig. 1). This then al-
lows introduction of a scaled concentration (or phase field),
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Figure 1: Gibbs free energy of mixing for homogeneous
ternary mixture with prescribed surfactant concentration,
〈x2〉 = 0.2, based on the Flory-Huggins model (Eqs. 2 and
3, solid) and its approximation based on a Taylor series ex-
pansion around the critical point (Eq. 4, dashed).

∆g
th

/β

x1

Φ ≡ x∗1/
√

b/a, which interpolates uniform values Φ =±1 in
the two bulk fluids at any (prescribed) surfactant concentra-
tion. For this free energy model to be able to describe inho-
mogeneous mixtures, the effects of spatial inhomogeneities
in the composition have to be accounted for by representing
the generalized Gibbs free energy of mixing, g̃, as the sum of
a thermodynamic part and a nonlocal part,

g̃ = ∆gth +gnl , (6)

where, following Cahn and Hilliard (1959), the latter is as-
sumed to be given by the expression

gnl =
k
2
[
(∇x1)

2 +(∇x2)
2 +∇x1∇x2

]
, (7)

where k incorporates the typical length scale of spatial in-
homogeneities in the composition as ξ̂ =

√
k/β , which, as

shown by van der Waals (1894), is proportional to the surface
tension between two phases at equilibrium.
From the expression for the chemical potential of species i
for homogeneous solution,

µ th
i =

(
∂ (cgth)

∂ci

)

T,P,c j 6=i
, (8)

with ci = cxi denoting the mole density of the ith species and
c = ∑ci the total mole density, we see that for a ternary sys-
tem the two quantities φ ≡ x1 and µ th

1 − µ th
3 (and similarly

ψ ≡ x2 and µ th
2 − µ th

3 ) are thermodynamically conjugated,
i.e.,

µ th
i −µ th

3 =
∂gth

∂xi
(i = 1,2). (9)

Cahn and Hilliard (1959) extended (9) to inhomogeneous
mixtures in terms of the generalized (i.e. thermodynamic plus
nonlocal) chemical potential difference:

µ̃i3 =
δ g̃
δxi

=
∂gth

∂xi
−∇ ·

(
∂gnl

∂∇xi

)
(i = 1,2). (10)

For clarity, expressions for these quantities are noted below
based on the Taylor series expansion (above) for the thermo-
dynamic Gibbs free energy of mixing:

µ̃13 = β
[

16
3(1− x2)3 x∗1

3 −2
(

Ψ13 −
2

1− x2

)
x∗1 −∇2x∗1

]
,

(11)

µ̃23 = β
[

log 2x2
1− x2

− Ψ13
2 (1− x2)−

(
Ψ13 −

2
1− x2

)
x1

∗

+
2

(1− x2)2 x∗1
2 +

8
3(1− x2)3 x∗1

3 +
4

(1− x2)4 x∗1
4 −∇2

(x1
2 + x2

)]
.

(12)

The equations of motion

In the absence of chemical reactions, the mass balance equa-
tion for each component can be written as

∂tρk +∇ · (ρkvk) = 0, (13)

where the k-th species has density ρk and velocity vk. Now,
define the mixture density and the mixture velocity as the
following mass-average quantities,

ρ =
N

∑
k=1

ρk, (14)

and

v =
1
ρ

N

∑
k=1

ρkvk =
N

∑
k=1

ykvk, (15)

where yk = ρk/ρ is the mass fraction of the k-th component.
Summing Eq. (13) for all k, we trivially obtain the continuity
equation,

∂tρ +∇ · (ρv) = 0. (16)

In the following, we assume that all components have the
same density and molecular weight, so that yk = xk repre-
sent the mass, volume and molar fractions of the k-th com-
ponent. Consequently, since the mixture is assumed to be
regular, Eq. (16) reduces to

∇ ·v = 0, (17)

while the species conservation equations become:

ẋk = ∂txk +v ·∇xk = −∇ ·Jk, (18)

where the dot indicates the advective derivative with respect
to the mixture velocity v and

Jk =
N

∑
k 6= j=1

x jxk (vk −v j) (19)

is the volumetric diffusive flux, depending on the the velocity
of the k-th component with respect to the mean, with ∑Jk =
0. Obviously, since ∑xk = 1, only N − 1 of these equations
are independent.
Equations (17) and (18) must be coupled with the Navier-
Stokes equation

ρ v̇ = −∇p+∇ · τ +F, (20)
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where τ is the viscous stress tensor, while F is the Korteweg
reversible body force. Using Hamilton’s principle, F can be
shown to be equal to

F =
δ g̃
δr

=
N

∑
i=1

µ̃i∇xi, (21)

which can be interpreted in terms of the generalized gradient
(i.e. involving functional derivatives) of the specific (i.e. per
unit volume) free energy. Note that, since µ̃i = µ th

i + µnl
i and

considering that

∑µ th
i ∇xi = ∇gth, (22)

after redefining the pressure as p− gth, the above equation
can be rewritten replacing µ̃i with µnl

i . Now, considering
that ∑xi = 1, we finally obtain:

F =
N−1

∑
i=1

µnl
iN∇xi. (23)

The constitutive equations for the diffusive fluxes

We assume that the viscosities of all components are the
same, so that the viscous stress in Eq. (20) can be written:

τ = η
[
∇v+(∇v)T

]
, (24)

where η is the uniform viscosity of the mixture.
As for the material diffusive fluxes, generalizing the two
component case, we use the following constitutive relations,

Ji = −
N

∑
i6= j=1

Di jxix j∇µ̃i j, (25)

here Di j = D ji and µ̃i j = µ̃i − µ̃ j, so that ∑Ji = 0 identically,
as it should.
Note that, had we assumed a constitutive relation of the form

Ji = −Dxi∇µi, (26)

the sum of the diffusive fluxes Ji would not be zero, as the
Gibbs-Duhem relation is not satisfied by the nonlocal part of
the chemical potential. In particular, for ternary mixtures we
obtain:

J1 = −D12x1x2∇µ̃12 −D13x1 (1− x1 − x2)∇µ̃13, (27)
J2 = −D21x1x2∇µ̃21 −D23x2 (1− x1 − x2)∇µ̃23. (28)

Note that this makes the species conservation equations non-
linear fourth-order advection-diffusion equations, which is a
generalization of the classical Cahn-Hilliard equation used to
describe phase separation in binary mixtures.
Summarizing, we obtain the following system of equations
for a binary immiscible fluid mixture in the presence of
surfactant, which can be interpreted as a ternary version
of model H, in the taxonomy of Hohenberg and Halperin

(1977):

∂tx1 +∇ · x1v = ∇ · [D12x1x2∇µ̃12 +D13x1 (1− x1 − x2)∇µ̃13] ,
(29)

∂tx2 +∇ · x2v = ∇ · [D21x1x2∇µ̃21 +D23x2 (1− x1 − x2)∇µ̃23] ,
(30)

ρ [∂tv+∇ ·vv] = −∇p+η∇2v−
[
x1∇µnl

13 + x2∇µnl
23

]
,

(31)
∇ ·v = 0. (32)

Note that for modeling a non-ionic, bulk-insoluble surfac-
tant to which we restrict attention in this work, the surfactant
mass balance equation reduces effectively to that of a pas-
sive tracer, ẋ2 = 0, since the ratios of the binary diffusivities
of species 2 to the principal component diffusivity (D ≡ D13)
are assumed to be zero. Finally, we note that gravity effects
can be included in the momentum balance, which is easily
done within the frame of the Boussinesq approximation. In
that case, a general expression for the buoyancy force is given
by

Fg = −x1∇(gz
∂ρ
∂x1

)− x2∇(gz
∂ρ
∂x2

), (33)

where g is gravity and z is the vertical coordinate. Accord-
ingly, the effects of gravity can be accounted for by simply
adding the potentials Vi = gz ∂ρ

∂xi
(i = 1, 2) to the chemical

potential difference terms in (31).

NUMERICAL METHODS

To investigate coalescence and separation in the presence of
surfactant for a binary immiscible fluid mixture, the equa-
tions can be made dimensionless based on a convective scal-
ing, defined by:

x̃ =
x
Lc

, t̃ =
Uct
Lc

, ṽ =
v

Uc
, (34)

Re =
UcLc

νc
, Ma =

∆σ
ηcUc

, Ca =
ηcUc

σ0
, (35)

Bo =
gd2∆ρ

σ0
, Pe =

UcLc

D
. (36)

Here, Uc is a characteristic velocity, Lc is a macro-length
scale which in our case coincides with the periodicity length
of the computational domain, while σ0 is the surface tension
corresponding to a clean interface (i.e., in the absence of sur-
factant). Using Eq. (7), it is easily seen that the free energy
scale (β ) and the interfacial thickness for a flat interface with
adsorbed surfactant (ξ ) control the scaling of surface tension
as σ ≈ β (∆φeq)

2ξ (with ∆φeq denoting a function of 〈x2〉)
which can then be used for scaling the Korteweg force in
the Navier-Stokes equation in terms of a reciprocal Weber
number (We = ReCa) and a Marangoni number combined as
(1−MaCa)/We. Finally, the governing equations (with all
tildes dropped) based on the convective scaling can be rewrit-
ten as follows:

∂t

{
Φ
Ψ

}
+∇ ·

{
Φ
Ψ

}
v =





1
Pe ∇ ·

[
b
a

(
Ψ2
4 −Φ2

)
∇µ̂13

]

0



 ,

(37)
(∂t −Re−1∇2)v = −P(∇)N, (38)
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where

N = ∇ ·vv+
1−MaCa

WeCn

[
Φ∇µ̂nl

13 +Ψ∇µ̂nl
23

]
− L2

c

d2
Bo
We

ĝ (39)

is the sum of inertial, Korteweg and gravitational forces, with
Cn denoting the Cahn number, Cn ≡ ξ/Lc, and d drop diam-
eter of an initially monodisperse array of surfactant-covered
heavy fluid drops embedded in a continuous phase. In (37),
Φ is the phase field and Ψ ≡ x2/

√
b/a is the nondimensional

surfactant concentration, while µ̂nl
13 and µ̂nl

23 in (39) denote
(dimensionless) nonlocal parts of the chemical potential dif-
ferences.
Note that the pressure has no physical meaning in (31) since
it only plays the role a multiplier for enforcing the incom-
pressible constraint, Eq. (32). In fact, the Poisson equation
for the pressure (which results after taking the divergence
of the Navier-Stokes equation) can be formally solved in
terms of the nonlocal operator ∇−2 (a formal inversion of
the Laplacian) so that after eliminating the pressure gradi-
ent the buoyancy force together with the nonlinear terms in
the Navier-Stokes equation are acted upon by the Helmholtz
projection operator P(∇) := δi j −∇−2∂ 2

i j, which guarantees
a solenoidal velocity at all times.
We assume periodic boundary conditions which enables a
pseudospectral discretization of the governing equations. In
pseudospectral methods, however, aliasing errors are in-
curred unless special care is taken in the computation of
nonlinear terms. Quadratic nonlinearities are usually made
alias-free using the so-called padding method (Canuto et al.,
1988), consisting of collocating in physical space on a re-
fined grid with (3/2)3 as many grid points as the number of
active modes in the calculation. Using the padding method,
a refined grid of (2N)3 points is required for dealiasing the
cubic nonlinearities. In our production runs, the ‘3/2 rule’
has been employed for both quadratic and cubic nonlinear-
ities since the remaining aliasing errors were found to be
negligible. Dealiasing by the ‘3/2 rule’ was implemented in
our code using the parallel strategy of Iovieno et al. (2001).
The grid spacing is such that interface profiles are resolved
with three collocation points, i.e., ∆x = ξ/2. Finally, it is
noted that the divergence form of the nonlinear term in the
Navier-Stokes equation would normally require nine FFTs
for its pseudospectral evaluation. However, using a techni-
cal improvement previously introduced by Basdevant (1983)
(which is still applicable within the Boussinesq approxima-
tion) in our numerical algorithm, its computation requires
only eight FFTs.
The system (37)-(38) is time-integrated using a third-order
Runge-Kutta scheme, with a variable time step determined
by the Courant-Friedrichs-Lewy (CFL) condition,

∆t = NC
∆x
V

, (40)

where ∆x is the dimensionless grid spacing, NC is the Courant
number, and V is a characteristic dimensionless bulk veloc-
ity. However, when the convective Cahn-Hilliard equation
is coupled to the Navier-Stokes equation, in addition to this
natural CFL condtion other time step restrictions become rel-
evant and, specifically, due to the presence of surface ten-
sion and gravitational forces the following constraints must

be considered (Badalassi and Banerjee, 2005):

∆t ≤C1We1/2 min{∆x3/2,∆y3/2,∆z3/2}, ∆t ≤ Fr∆z, (41)

where Fr = We/Bo and C1 ≤ 10. For the sedimentation sim-
ulations, the Courant number was chosen such that the time-
advancement scheme is numerically stable and the smallest
dynamical motions are accurately computed. Unfortunately,
the nonlinearity of the equations prevents a rigorous determi-
nation of the maximum acceptable Courant number. In our
simulations, we chose NC = N∗

C (with N∗
C = 10−4 ÷10−2 de-

pending on the values for the pair (Bo,R) as we found values
NC > N∗

C such that the scheme is numerically unstable. An
integrating factor was used for the purely diffusive terms in
the phase-field and Navier-Stokes equations so that there is
no concern for the viscous stability of the scheme for any
values of the Courant number.
As previously mentioned, the initial condition consists of
a monodisperse array of surfactant-covered spherical heavy
fluid drops (at random locations in the computational do-
main) embedded in a continuous phase of light fluid and a
zero velocity field. Different simulations are initialized with
different values of Re, Bo, We and Ma.

RESULTS AND DISCUSSION

Numerical results from simulations in a periodic box are now
described. The simulations were carried out in a box of size
N
2 ξ at different resolutions, 483, 643, and 1283. Initially,
surfactant-free simulations were conducted with the govern-
ing equations made dimensionless within a diffusive scaling,
where the independent nondimensional groups are the Bond
number and the fluidity parameter:

R =
RT
MW

ξ̂ 2

ν2
c
. (42)

In diffuse-interface models of single-component and par-
tially miscible binary mixtures, this quantity is typically in-
troduced as an inverse capillary number (Vladimirova et al.,
1999), but in fact it can also be shown to play the role of an
interfacial Reynolds number (Lamorgese and Mauri, 2005,

Figure 2: Snapshots of phase-field isosurfaces with R =
1000 at different non-dimensional times t = 0.1, 0.5 and 1,
with G = 0.01, 0.1, 1, 10 from top to bottom.

�



Insoluble Surfactant Effects on Emulsion Coarsening in a Gravitational Field via Phase-Field Ternary Mixture Model/ CFD11-60

10
−6

10
−4

10
−2

10
0

10
−0.6

10
−0.5

10
−0.4

Bo=0
Bo=1.26E−4
Bo=1.26E−3
Bo=1.26E−2

Figure 3: Square root of reciprocal second moment of struc-
ture factor in the longitudinal direction vs. time (made di-
mensionless within diffusive scaling) for surfactant simula-
tions with a Marangoni number of Ma ≈ 1.68 (solid) against
surfactant-free simulations (dashed) with R = 1 and differ-
ent values of the Bond number.

L
(2

)
z

t

t1/3

2009). For reference, we show the Reynolds and Weber num-
bers within the convective scaling (Eq. 34) based on the set-
tling velocity from the Hadamard-Rybczynski formula:

Re = R
d

ξ̂
Bo, We = R

d

ξ̂
Bo2. (43)

As previously noted, we introduce this reference velocity in
the convective scaling for studying sedimentation at small
and moderately large Reynolds numbers, although it strictly
applies to creeping flow conditions which can be made to
occur at very small Bond numbers (with near unit nondi-
mensional velocities). Within the diffusive scaling, the Bond
number for a heavy fluid drop of diameter d embedded in a
continuous phase of light fluid is given by

Bo =

(
d
Lc

)2
G

R
Cn

∆ρ/ρ
(∆φ)2

eq
√

Ψ13 −2
, (44)

which can be varied independently by specifying differ-
ent values of the nondimensional parameter G = gL3

c
ν2

c
(a

Galileo number). In all simulations, drop diameter was
fixed at 6ξ̂ with a fluidity of R = 1, while the Bond num-
ber was varied changing the capillary length by prescribing
G = 10−2, 10−1, 1, 10. Values of dimensionless parameters
achieved in simulation are summarized in Table 1. Note that
the Peclet number does not play any role as a physical quan-
tity due to its influence as a numerical parameter controlling
the width of the interfacial region between immiscible fluids.
In particular, the Peclet number was chosen such that at large
times the contribution of residual diffusion to coarsening is
negligibly small, so as to ensure independence of numeri-
cal results on the choice of Pe. It should be noted from the
nondimensional governing equations that the rate of coarsen-
ing at a late stage is expected to be a function of a reduced
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Figure 4: Square root of reciprocal second moment of struc-
ture factor in the transverse direction vs. time (made di-
mensionless within diffusive scaling) for surfactant simula-
tions with a Marangoni number of Ma ≈ 1.68 (solid) against
surfactant-free simulations (dashed) with R = 1 and differ-
ent values of the Bond number.

L
(2

)
12

t

t1/3

G Re We We∗ Ma Bo

0.01 7.5710−5 9.5510−10 2.610−11 4170 1.2610−5

0.1 7.5710−4 9.5510−8 2.610−9 417 1.2610−4

1 7.5710−3 9.5510−6 2.610−7 41.7 1.2610−3

10 7.5710−2 9.5510−4 2.610−5 4.17 1.2610−2

Table 1: Values of dimensionless parameters in simulation
based on convective scaling.

set of nondimensional parameters, which for the surfactant-
free case corresponds to the 3-vector (Re, 1

WeCn , Bo
We ). Ideally,

based on this reduced set it should be possible to build a map
of coarsening regimes or phase diagram for emulsion sepa-
ration in gravity with or without surfactant.
The addition of surfactant introduces the Marangoni number
as an additional nondimensional parameter in the reduced set
controlling late-stage growth, in the form (Re, 1−MaCa

WeCn , Bo
We ).

To calculate the Marangoni number the average surfactant
concentration was used in conjunction with a numerically de-
termined equation of state, expressing the relation for a flat
interface between the equilibrium surface tension and equi-
librium surfactant concentration. This relation was deter-
mined from pseudospectral calculations of equilibrium flat
interface profiles in a ternary system which phase separates
into two stable phases after a deep quench from a one-phase
region. In simulations based on the diffusive scaling, it fol-
lows from Eqs. (43) that the Marangoni number at a pre-
scribed surfactant concentration is approximately determined
as a reciprocal Bond number.
Next, we looked at surfactant effects on sedimentation for an
initially monodisperse array of heavy fluid droplets in a con-
tinuous phase of light fluid. Again, simulations were con-
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Figure 5: Order-parameter Reynolds number (Eq. 46)
vs. time (dimensionless within diffusive scaling) from sur-
factant simulations with a Marangoni number of Ma ≈ 1.68
(solid) against surfactant-free simulations (dashed) with R =
1 and different values of the Bond number.

R
φ

t

ducted with an initial drop diameter of 6ξ̂ and R = 1, while
the Bond number was varied through independent specifica-
tion of G = 10−2, 10−1, 1, 10. Snapshots of phase-field iso-
surfaces from surfactant-free simulations at different nondi-
mensional times (in diffusive time units) during sedimenta-
tion with the same value of the fluidity and different val-
ues of the Bond number are shown in Figs. 2. The num-
ber of grid points for resolving a droplet in the initial con-
figuration was investigated by looking at values of the set-
tling velocity for an isolated droplet with prescribed fluidity
(R = 103) and and Bond number (Bo = 1). The values ob-
tained support the conclusion that for the chosen fluidity and
Bond number 643 is adequate for resolving the settling ve-
locity. However, further analysis of resolution requirements
for the concentration and velocity fields is required in fu-
ture work. Note that, particularly for the case of an emulsion
coarsening through multi-drop interactions, the Weber num-
ber should be more appropriately defined as We∗ =

(
us
ua

)2 ξ
d ,

with ua, us denoting, respectively, a reference speed of sound
(ua =

√
RT/MW ) and the Hadamard-Rybczynski settling ve-

locity, leading to somewhat smaller values achieved in simu-
lation (see Table 1).
To study the longitudinal and transverse rates of coarsening
during sedimentation, we defined the longitudinal and trans-
verse length scales based on the reciprocal first and second
moments of the spherically averaged structure factor, i.e.,

L
(r)

12 =

[
∑κκκ〈|Φ̂κκκ |2〉

∑κκκ〈|κ12|r|Φ̂κκκ |2〉

]1/r

, L
(r)

z =

[
∑κκκ〈|Φ̂κκκ |2〉

∑κκκ〈|κz|r|Φ̂κκκ |2〉

]1/r

,

(45)
(r = 1, 2) where κ2

12 = |κκκ|2 − κ2
z , κz being the longitudinal

wavenumber (i.e. in the direction of gravity). The time-
dependent structure factor is defined as the Fourier trans-
form of the pair correlation function, having the meaning
of a spectral density of phase-field variance in wavenum-
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Figure 6: Reynolds number based on characteristic longi-
tudinal length scale (from Eq. 45) vs. time (diffusive time
units) for surfactant simulations with a Marangoni num-
ber of Ma ≈ 1.68 (solid) against surfactant-free simulations
(dashed) with R = 1 and different values of the Bond num-
ber.
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ber space. The length scales defined in (45) can be in-
troduced after a generalized dynamical scaling assumption
(Puri et al., 1992), which is appropriate when different char-
acteristic length scales exist in different directions. However,
generalized dynamical scaling per se does not imply a late
stage power-law behavior of the characteristic length scales.
In fact, due to the relatively low resolution of our simulations,
we do not address scaling questions here and limit ourselves
to surfactant effects on the rate of coarsening as reflected in
the growth laws for the characteristic length scales.
Figures 3 and 4 show reciprocal second moments of the
spherically averaged structure factor in the longitudinal and
transverse directions from simulations (based on the diffu-
sive scaling) on a 643 grid. As can be seen, in all cases with-
out surfactant (and for some surfactant simulations) there
are hints of a t1/3 power-law behavior in the growth law at
small times, which is reminiscent of a coagulation mecha-
nism where droplets of different sizes undergoing Brownian
motion collide and coalesce to give a larger droplet. Also
note the slowing down of coarsening in the presence of sur-
factant and the qualitatively different effect of Bond num-
ber in the surfactant simulations. Specifically, while in the
absence of surfactant there appears to be a Bond-number-
independent incubation time before the relative magnitude
of gravity/surface tension has a controlling influence on the
growth law, the surfactant simulations reveal a first-order de-
pendence of the incubation time on the Bond number. We
also looked at a dimensionless rate of coarsening defined as

Rφ = ReLzL̇z, (46)

which has been characterized previously as an order-
parameter Reynolds number (Kendon et al., 1999; Kendon,
2000; Kendon et al., 2001). This quantity has been used in
conjunction with a capillary number to characterize the bi-
nary fluid coarsening problem (in the absence of gravity),

�
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Figure 7: Reynolds number based on characteristic trans-
verse length scale (Eq. 45) vs. time (diffusive time units) for
surfactant simulations with a Marangoni number of Ma ≈
1.68 (solid) against surfactant-free simulations (dashed) with
R = 1 and different values of the Bond number.
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where Rφ � 1 and Ca ∼ 1 at early times, while at late
times RφCa ∼ 1 and Ca � 1. Obviously, any power-law be-
havior detected in the temporal evolution of this Reynolds
number translates into power-law information for the char-
acteristic length scale, with a growth exponent n = nR+1

2
(nR being the power-law exponent for the Reynolds num-
ber). Again, numerical results (Fig. 5) show the dimension-
less coarsening rate from surfactant simulations to be consis-
tently smaller than its surfactant-free counterpart, with hints
of a t1/3 power-law behavior at small times. However, due to
the relatively low resolution of our simulations, questions of
scaling cannot be reliably addressed using the present dataset
due to finite box size effects which spoil (any) scaling behav-
ior at large times.
Finally, as a measure of the strength of the fluid motion in-
duced by the phase segregation, we introduce a Reynolds
number based on the rms fluctuation over the mean settling
velocity, u′, and the characteristic size of single-phase mi-
crodomains in the longitudinal and transverse directions, i.e.,

ℜ(r)
i = Ru′L (r)

i (i = l, t). (47)

These quantities are compared to their surfactant-free coun-
terparts in Figs. 6 and 7. As can be seen, the Reynolds num-
bers corresponding to the surfactant simulations are always
smaller than their surfactant-free counterparts, suggesting a
reduction in the strength of fluid motion in the longitudinal
and transverse directions due to the presence of surfactant.
Similar behavior (although not always strictly monotonic
with respect to absence/presence of surfactant) is shown by
another Reynolds number solely based on the mixture veloc-
ity, given by:

R = R
u′2

ω ′ , (48)

(all quantities here and in (47) being dimensionless within
the diffusive scaling) where ω ′ denotes the rms vorticity fluc-
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Figure 8: Reynolds number based on rms velocity and vor-
ticity (Eq. 48) vs. time (dimensionless within diffusive scal-
ing) from surfactant simulations with a Marangoni num-
ber of Ma ≈ 1.68 (solid) against surfactant-free simulations
(dashed) with R = 1 and different values of the Bond num-
ber.
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tuation (see Fig. 8).

CONCLUSIONS

In conclusion, preliminary results on insoluble surfactant ef-
fects on emulsion coarsening in a gravitational field show
a characteristic surfactant-induced retardation of the rate of
coarsening as well as a reduction in the strength of fluid mo-
tion during emulsion resolution in the longitudinal and trans-
verse directions as compared to surfactant-free simulations.
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ABSTRACT 

The paper describes the inclusion behaviour inside a ladle 
submitted to pneumatic stirring. Different phases are 
simultaneously considered: liquid steel, slag layer, top gas, 
argon bubbles and inclusions. A modelling of inclusion 
dewetting is presented, and allows us to adjust and justify the 
criteria for the efficient capture of inclusions at interfaces. It is 
based on the calculation of the liquid film drainage when the 
inclusion comes in contact with the interface.  
To get the best agreement with measurements already 
published on the kinetics of inclusion elimination, we have to 
consider that only the interface between liquid steel and slag is 
active to eliminate the inclusions. It means that inclusions 
captured by the gas bubbles injected for the stirring have 
globally no effect: inclusions are probably captured but they 
should be released in the liquid steel when gas bubbles cross 
the upper interface. 
 

Keywords: CFD, steelmaking, ladle, interface, multiphase 
flow, dewetting.  

 

NOMENCLATURE 

 
Greek Symbols 

ρ Density, [kg/m3]. 
ε Dissipation rate of turbulent kinetic energy, [m2/s3]. 
µ  Dynamic viscosity of liquid steel, [kg/m.s]. 

νt Turbulent diffusivity, [m2/s]. 
τ  Time scale for inclusion elimination, [s]. 
θ Contact angle between liquid steel and inclusion, 

              [rad]. 
σi Surface tension of inclusions, [N/m]. 
σm Surface tension of liquid metal, [N/m]. 
σi/m Interface tension between inclusions and liquid 

metal, [N/m]. 
 
Latin Symbols 

C(t) Total number of inclusions at time t, [-]. 
Cinit Total number of inclusions at initial time, [-]. 
D Inclusion diameter, [m]. 
dB Bubble diameter, [m]. 

Eo Eötvös number=
m

Bgassteel dg

σ

ρρ 2)( −
. 

e Dewetting distance, [m]. 
G Free energy, [J/m2]. 
h Thickness of the liquid film, [m]. 
p Pressure, [Pa]. 
QN Standard flow rate of argon, [l/min]. 
vr Radial velocity, [m/s]. 
 
 

INTRODUCTION 

In the steel industry, a lot of metallurgical treatments are 
realised before the continuous casting during the 
secondary metallurgy processes, generally in a reactor 
called ladle. One important treatment is the steel de-
oxidizing: aluminium pellets are injected in the ladle 
and, after the pellet melting, aluminium reacts with 
dissolved oxygen to create solid alumina particles. 
These particles, called inclusions, are lighter than steel. 
They should be eliminated as quickly as possible, 
otherwise, if they are captured by the solidifying shell at 
the continuous casting machine, they will create quality 
problems in the final product. An efficient stirring of the 
ladle is then necessary to transport the inclusions 
towards the surface which is covered by a slag layer 
absorbing them. This stirring is usually realised by 
injecting an inert gas through one or several porous 
plugs located in the bottom part of the ladle, see Domgin 
et al., (1999). 
 
A lot of work was already achieved for modelling the 
flows inside steelmaking ladle. Initial works started 
more than twenty years ago, Grevet et al. (1981), 
Schwarz and Turner (1988), Ilegbusi and Szekely 
(1990). Progressively, two-phase flow models (Euler-
Euler, Euler-Lagrange) were used and inclusion 
elimination at interface was considered, Johansen and 
Boysan (1988), Schwarz (1996), Zhang (2000), Cournil 
et al. (2001), Hallberg et al. (2005). Recently, the free 
surface deformation inside a ladle was simulated, Sheng 
(2007), Olsen and Cloete (2009), Llanos et al. (2010), 
allowing for the prediction of complex interface, such as 
open-eye occurrence: the top slag layer is locally pulled 
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aside and the liquid steel is  in direct contact with the 
atmosphere.  
 
But the prediction of the kinetics of inclusion 
elimination was never totally convincing, since too 
many assumptions were made: flat top interface, no 
prediction of the slag behaviour and interaction with the 
liquid steel flow, no criteria for inclusion entrapment 
efficiency including thermodynamic conditions... It is 
the reason why we decided to simulate more precisely 
the interface between liquid steel and slag, using the 
Volume Of Fluid technique included in the Fluent CFD 
package, with some adaptation of the turbulence model 
to represent the turbulence redistribution at the interface. 
It is then possible to predict the inclusion entrapment at 
the interface, which is continuously deforming. In 
addition, a theoretical study based on existing literature 
allows us to adjust and justify the criteria for the 
efficient capture of inclusions at interfaces. It is based 
on the calculation of the liquid film drainage when the 
inclusion comes in contact with the interface. 
 

MODEL DESCRIPTION 

The commercial CFD software FluentTM (6.3 release) 
was selected for the study. The simulation domain 
consists of five phases: liquid steel, slag layer, 
inclusions, argon and top gas. Fluid phases (liquid or 
gas) are considered non-miscible, and the interface is 
calculated by the Volume Of Fluid method, associated 
with the Piecewise-Linear Interface Construction 
(PLIC). The classical continuum surface force model is 
also included to take account of the surface tension 
effect. The inclusions are considered as solid spherical 
particles. Discrete Phase Model method (DPM) is used 
to calculate the trajectory of particles, with a stochastic 
model to deal with the turbulent fluctuations induced by 
the flow.  
 
The rising bubbles create a source term in the 
momentum equation of liquid steel, and supply its 
motion. In 2D, bubbles are tracked by VOF method but, 
in 3D, DPM is selected, since it reduces drastically the 
computer time compare to VOF. Of course, the price to 
be paid is that the size of bubbles has to be imposed. 
Realisable k-ε turbulence model is used with standard 
logarithmic wall functions. More details can be found in 
Jiroveanu et al. (2007). The geometry of the domain 
corresponds to a cylindrical vessel, see Figure 1. The 3D 
mesh consists of 146000 cells, supplemented with an 
adaptative refinement to better describe interfaces 
(approximately 5 cells in thickness to describe the slag 
interface). Typical time step for the calculations is 
around 10-3 s, corresponding to a CFL condition of 0.2. 
All calculations are realised on a 2.8 GHz desktop PC. It 
takes approximately 3 CPU hours for predicting 1 
second of inclusion elimination.  
 

 

Figure 1: Geometry of the ladle. 

 

The liquid steel phase is initially uniformly seeded with 
200000 inclusions; then, at t = 0 s, argon is injected and 
inclusions are tracked by DPM. We checked that, 
provided the inclusions are smaller than 50 µm 
diameter, the normalised elimination rate of inclusion is 
almost independent of their size. Then, it is possible to 
compare the predictions to measurements, where the 
size distribution is never mentioned. 

To account for the elimination of inclusions, a routine 
has been developed, considering the volume fraction C1, 
C2 and C3 for argon, slag and top gas respectively: 
when an inclusion is located in an area where Ci > 0.5, 
the inclusion is captured by the phase number i and a 
counting file dedicated to phase i is incremented by 1. 

 
This technique allows quantifying the changes over time 
in the number of remaining inclusions in the 
computational domain, and identifying whether the 
inclusions are trapped by the bubbles, by the slag or by 
the top gas. Example of such elimination is illustrated in 
Figure 2. In 3D, the bubbles are tracked by lagrangian 
method and the condition for inclusion entrapment 
depends on the void fraction deduced from the DPM 
concentration. 
 

  

Figure 2: Typical 2D distribution of phases (left) and 
corresponding inclusion field (right) – in 3D, bubbles are 

tracked by lagrangian approach. 

 
The validation for open-eye prediction was already 
realised in a 3D configuration by successful comparison 
with visualisations performed on cold water model, with 
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an oil layer to simulate the slag and different positions 
of the gas injection, see Gardin et al. (2011). 
 

Inclusion elimination at interface 

We will now define the conditions for the entrapment of 
inclusions at interfaces. Former work of Kozakevitch 
and Lucas (1968) was analysed. These authors 
considered an inclusion arriving at the interface between 
the liquid metal and a gaseous atmosphere; the size of 
this inclusion, which has a lamella shape, is small so that 
only the surface phenomena are predominant for 
determining the free energies.  
 
There is a thermodynamically spontaneous emergence to 
go from state 1 to state 2 (Figure 3) if the emergence is 
accompanied by a decrease of free energy from G1 to 
G2.  
 

 

Figure 3: Spontaneous emersion of inclusion. 

 
By neglecting the thickness of the lamella, the free 
energies for unit surfaces are expressed as follows: 
 

mmimiG σσσ ++=1  (1) 

imiG σσ +=2  (2) 

Or mmiiGGG σσσ −−=−=∆ 12  (3) 

 
Using the equilibrium of the triple line (Figure 4):  
 

0cos =−− mimi σθσσ  (4) 

and for ∆G : 
( )1cos −=∆ θσ mG  (5) 

 

 

Figure 4: Young’s relation 

 
Table 1 gives some values for ∆G; the values are 
negative which demonstrates the spontaneous 
thermodynamic emersion of inclusions. 
 
 
 
 
 
 

Table 1: Evolution of free energy between states 1 and 2, 
Kozakevitch and Olette (1971). 

Inclusion: alumina θ σm (N/m) ∆G (J/m2) 

Pure iron 140° 1.80 -3.179 

Fe, 4% carbon 133° 1.73 -2.910 

  Fe, 0.07% oxygen 80° 1.10 -0.909 

Fe, 0.02% sulfur 140° 1.39 -2.455 

 
Another point we have studied is the kinetics of the 
liquid film withdrawal. To do this, we consider a 
configuration where two menisci are face to face, as 
shown in Figure 5, which is the section of a unique 
meniscus cut by a vertical plane crossing the axis of 
symmetry. The condition for the meniscus to be 
removed is that the pressure gradient is favourable: the 
pressure at the meniscus (liquid steel side), must be 
greater than the pressure far from it, which means that 
p1> p2 (Figure 6). The relationship between r, the radius 
of the meniscus, and h, the height of the film, is given in 
Figure 5. 
 

 
Figure 5: Withdrawal of liquid film, Riboud and Olette 

(1976) 

 
The meniscus is characterized by two curvatures: one is 
concave and the other is convex (Figure 6), leading to 
respectively a positive and a negative effect on the film 
withdrawal. 

 

Figure 6: Dewetting of the inclusion surface 

 
We can then write the condition for the immobility of 
the film, corresponding to p1=p2: 

( ) 0cos1
22 =−−+ θ

ρ

σ

ρ

σ

g
h

gd
h  (6) 

When d is small: 
( ) 2cos1 θ−≈ dh  (7) 

Or 

θcos1

2

−
≈

h
dcrit  (8) 

Numerical application: for θ =110°, h=5 µm, σ=1.4 
N/m: dcrit=7.45 µm 
 
It is therefore important to keep in mind that the 
withdrawal of the meniscus can be initiated only when 
the thickness of the gas hole is larger than dcrit. This can 
be promoted by means of an inclusion roughness. For 
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instance, an asperity with a plane shape will very easily 
increase locally the liquid steel pressure and facilitate 
the film repulsion, see Figure 7. 
 

 

 Figure 7: Initiation of dewetting by a plane asperity 

 
Now suppose d > dcrit and let us try to estimate how long 
it takes for the meniscus to withdraw completely across 
the diameter D of the inclusion. The main notations are 
shown in Figure 8. 
 

 
Figure 8: Meniscus position 

 
2D Navier-Stokes equation can be solved using 
axisymmetrical coordinates: 
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With the following hypothesis: 
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and, using the continuity equation: 

dt

de
edzv

h
r

h
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∫
0

1
 (12) 

With the laminar flow assumption, the velocity profile 
obeys a parabolic law in the z direction and can be 
expressed as: 

 )2(
1
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e
zhz

hdt

de
vr −=  (13) 

Or: 
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Finally, we have to solve: 
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With the following approximation for the pressure 
gradient: 

E
D

Eh
gh

r

p

−









−

−
−

∝
∂

∂

2

1cos1 θ
σρ

 (16) 

 
where E=e2, with the following initialisation: 2et=0=dcrit 
and (de/dt) t=0=0. 
 
We used the Scilab™ software to solve this equation 
with the parameters shown in Figure 9. There is a 
gradual withdrawal of the meniscus, with an acceleration 
in the periphery of inclusion, as a result of high values 
of the pressure gradient. To remove a film of 100 µm 
radius, it takes approximately 50 microseconds. 
 

 

Figure 9: Time evolution of the dewetting with constant 
thickness, h=5 µm, θ=110°, σm=1.4 N/m, D=200 µm. 

We also realised another calculation with the very 
pessimistic assumption, in terms of withdrawal time, that 
the rim of the dewetting film has an annulus shape, 
which partly collects the liquid steel after the dewetting, 
see Figure 10, and limits the positive pressure in the 
concave part of the meniscus. This was already observed 
and studied by Buguin et al. (1999), for the dewetting of 
water on an hydrophobic plate. 
 

 

Figure 10: Withdrawal of the liquid film, rim with a toric 
shape. 

 
Then R can be expressed as: 
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π
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2
00 −

−
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(17) 

with θ0=2(π-θ). 
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The result is drawn in Figure 11. Since the pressure in the 
concave part of the meniscus is now decreased 
compared to the previous situation, the dewetting is 
slower, with a constant velocity of the rim from 
 t=5.0 10-5 s. The total duration for the removal of the 
film is now 105 microseconds. 
 

 

Figure 11: Rim with a toric shape, h=5 µm, θ=110°, 
σm=1.4 N/m, D=200 µm. 

 
The calculations were repeated for different initial film 
thicknesses between 2 µm and 12 µm (Figure 12). The 
dewetting was always found to be lower than 200 
microseconds.  
The curve displays a minimum, which is the results of 
complex interactions. The dewetting force acting on the 
meniscus depends on the pressure gradient and the shear 
stress exerted by the liquid film on the inclusion surface; 
for h ≈ 5µm, the ratio between the pressure gradient 
force and the viscous force is maximum, resulting in a 
minimum dewetting duration. 
 

 

Figure 12: Dewetting times, for different initial thicknesses of 
the film, θ=110°, σm=1.4 N/m, D=200 µm. 

 
We have now to determine the time scale of the most 
active turbulent eddies, which should be smaller than the 
dewetting time to be able to disturb significantly the film 
withdrawal and to remove the inclusions from the 
interface. Bubble induced turbulence, due to vortex 
shedding from the rising bubbles, Michiyoshi et al. 
(1986), Deen et al. (2001), is the key mechanism for the 
creation of turbulent eddies in this situation, and the 
time scale was already proposed by Lopez de Bertodano 
(1992): 

RD

BVM
turb

UC

dC

3

2
=τ  (18) 

where CVM is the virtual mass coefficient (considered to 
be equal to 0.5 here), CD the bubble drag coefficient: 

   
43

8

+
=

Eo

Eo
CD  (19) 

Eo: Eötvös number 
and UR is the relative velocity between gas and liquid, 
approximated to the bubble terminal velocity. 
 
Figure 13 shows that the turbulent time scale is always 
larger than the dewetting time; it means that the 
dewetting should not be disturbed by the turbulence and 
should occur with an optimum efficiency. 
 

 

Figure 13: Time scale for bubble induced turbulence. 

 
We can therefore draw the following conclusions: 
 
1°/ For an axisymmetrical configuration, there is a 
critical size of the gas hole below which the liquid film 
cannot withdraw without the supply of external energy. 
But, if the inclusion has some roughness, the 
spontaneous dewetting can occur very easily. 
 
2°/ If the film is removed, the order of magnitude of the 
withdrawal characteristic time is, at maxium, a hundred 
microseconds (for the parameters listed in Figure 9); this 
time is much lower than the characteristic time of 
turbulence: the withdrawal should be quite independent 
of the flows which, then, do not disrupt the process of 
inclusion entrapment; the entrapment efficiency is 
maximum and close to 1. 
 
3°/ The adhesion of the inclusions inside the bubbles 
should be robust, since this position corresponds to a 
minimization of free energy and the external system 
must provide some energy (e.g. to break the bubbles) to 
re-introduce the inclusions inside the liquid steel.  
 

Turbulence damping at interface 

Turbulence is a key mechanism for inclusion tracking at 
interface vicinity, since it will partly determine the 
inclusion mass flux transferred to the interface which 
will be eliminated. As it was already mentioned by Hunt 
and Graham (1978), close to the interface, turbulent 
tangential shear stresses increase at the expense of the 
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normal ones. This will deeply influence the inclusion 
trajectory since, as inclusions are characterized by very 
low Stokes number, their motion is totally dependent on 
the instantaneous fluid velocity.  There is very few 
information on this point in the literature and 
commercial CFD packages do not include any 
turbulence redistribution near the interface for RANS 
models. As far as we know, only CFX developers made 
specific adaptations on this topic. In case of k-ω 
turbulence model of Wilcox, Egorov and Menter (2004) 
proposed to add a source term for ω transport equation 
only at the free surface, which was tracked by VOF 
method. Franck (2005), Höhne (2009) and Bartosiewicz 
(2010) also used this adaptation for two-phase flow in 
horizontal pipes. We made exactly the same and, for 
want of anything better, the tuning parameter in the 
source term for ε equation was adjusted so that there 
was no turbulent diffusivity in the thin slag layer: since 
the characteristic Reynolds number is much smaller in 
the slag layer than inside the ladle, this should lead to a 
sudden decrease of the effective diffusivity from the 
liquid steel to the slag layer. It can be observed on 
Figure 14 that the turbulent diffusivity νt is very low in 
the thin film corresponding to the slag layer. Without the 
turbulence damping, there is continuity of νt across the 
different phases. 
 
 

 

Figure 14: Turbulent diffusivity in a vertical plane out side 
the bubble plume – instantaneous field –logarithmic scale. 

 

RESULTS 

For standard condition (530 Nl/min of argon), a 
pronounced dome is observed, with the occurrence of a 
relatively large open-eye region, see Figure 15. The 
stability of this dome was predicted to be significantly 
decreased when argon was injected along the vessel 
axis. This is the reason why industrial practice retains 
off-center gas injection. 
 
 
 
 

 

Figure 15: Position of liquid steel interface - brown: contact 
with slag, blue: open-eye – instantaneous field. 

 
If we zoom in on the flow near the dome, Figure 16, we 
see that the flow is deviated by the dome and does not 
follow the top interface, as it should be the case with the 
flat interface assumption. As this is the key region for 
inclusion entrapment by the slag, the requirement to 
consider the free surface deformation for the prediction 
of inclusion behaviour is clearly emphasized.  
 

 

Figure 16: Velocities in the vicinity of the open-eye – the 
black line represents the liquid steel / top gas interface – 

instantaneous field. 

 
Further calculations were realised to test the reliability 
of our model. Data gathered by Zhang and Thomas 
(2002) for different steelmaking processes totally or 
partially devoted to inclusion elimination were used. 
They put on the same diagram the characteristic 
elimination times of inclusions. The evolution was 
supposed to obey the following relationship: 

)/exp()( 0 τtCtC −=  (20) 
 
Our calculations confirm that this kind of relation can be 
used, provided that the flow has a steady state 
behaviour. For example,  in the case of QN=530 Nl/min 
(Figure 17) , the correlation:  

)770/exp(/)( tCtC init −=  (21) 
fits quite well the predictions and the characteristic time 
is then τ = 770 s. 
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Figure 17: QN=530 Nl/min. 

Figure 18 displays the comparison between calculations 
and measurements, where K0 =1/τ and τ is expressed in 
minutes. Abscissa represents the stirring energy of the 
ladle and is expressed as the mean dissipation rate of 
kinetic energy. The different conditions that have been 
investigated for the inclusion eliminations are 
summarised on Table 2. 
 
Table 2: Summary of the conditions for the simulations.  

caption on Figure 18 and Figure 19 

 ↓                         

Argon 
bubbles 

Slag 
layer 

Top 
gas 

Damping of 
turbulence 

no no no  
 
Initial results Active for incl. 

elimination 
yes yes yes 

Damping of 
turbulence 

no yes yes Damping of 
turb. at VOF 
interfaces Active for incl. 

elimination 
yes yes yes 

Damping of 
turbulence 

no yes yes Damping of 
turb. and only 
slag eliminates 
incl. 

Active for incl. 
elimination 

no yes no 

 
The standard modelling (caption: initial results with 3D 
model), with the assumption that all the interfaces 
contribute to the inclusion elimination, provides a very 
rapid decrease of the concentration, Figure 18. This is in 
agreement with the results already published by Aoki, 
Zhang and Thomas (2005), who observed the same 
discrepancy. An important improvement is obtained 
when the turbulence damping is considered. 
Nevertheless, the decrease is still too rapid. 
 

 

Figure 18: QN=530 Nl/min, first comparisons with industrial 
data. 

For the third simulation, we considered that the 
inclusions could be captured by the bubbles and that 
they were all released inside the liquid steel when the 
bubbles escaped from the interface. To facilitate the 
calculations, we assumed that this was analogous to a 
situation with no entrapment by bubbles and top gas.   
 
Figure 19 displays the comparison. The kinetics of 
inclusion elimination is then, as expected, much slower 
than previously and agrees quite well with the 
measurement.   
 

 

Figure 19: QN=530 Nl/min and QN=53 Nl/min, second 
comparison with industrial data. 

To make sure that the modelling can also be applied in a 
situation without open-eye formation, a much smaller 
stirring intensity was simulated (QN=53 Nl/min). The 
concentration decrease is drawn on Figure 20, and the 
correlation is expressed as: 

)1400/exp(/)( tCtC init −=  (22) 
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The comparison with measurement is given on Figure 19 
and turns out to be also quite good. 
 
However, it is important to mention that we do not have 
any information on the accuracy of the measurements 
and that the comparisons should be considered with 
some caution. Nevertheless, the predictions provide 
some insight into the physical mechanisms affecting the 
inclusion elimination and help to select the important 
options for the modelling.  
 
 

 

Figure 20: QN=53 Nl/min. 

 
The scenario we can propose for the inclusion 
elimination by bubbles is then the following: 
 
1-Inclusions are captured by bubbles, and they slip 
towards the bottom of each bubble, as this was already 
observed by Huang et al. (2011); there, they can grow 
by agglomeration since the contact time is large enough. 
 
2-When the bubbles cross the metal/top gas interface, 
inclusions remain at the open-eye interface; they are 
entrained by the mean flow and submitted to centrifugal, 
buoyancy and drag forces; the radial velocity was 
expressed by Brouwers (2002) as:  

µ

ρρ

18

)( 22 rD
u inclsteel

r

Ω−
=  (23) 

D is the inclusion diameter, which is supposed to be 
spherical, Ω is the angular velocity which can be 
approximated by VT/R, where VT is the tangential 
velocity and R the radius of the dome (see Figure 16), 
Then, for r = R which is the critical region for inclusion 
entrapment by interface, we have: 

µ

ρρ

18

/ )( 22 RVD
u Tinclsteel

R

−
=  (24) 

using Figure 16: R ≈ 0.22 m and VT ≈ 1m/s.  
 
Figure 21 shows the typical radial velocities: when an 
inclusion is transported in the dome region, it will not 
flow along the interface but will be deviated towards the 
centre of the dome, as the more easily as the inclusion 
diameter is large. Then, the inclusion will escape from 
the entrapment region.  
 

 

Figure 21: Radial velocity of inclusions. 

 
3-Once the inclusion has left the interface, it is 
transported inside the liquid steel; globally, there is no 
contribution to the elimination balance. 
 
Specific experiments should be designed to strengthen 
this scenario, especially to understand the effect of 
intense local mixing produced by the interface disturbed 
by the bubbles. 
 

CONCLUSION 

We realised a preliminary study on the dewetting of the 
liquid film when an inclusion comes in contact with an 
argon bubble. We concluded that, as soon as the 
dewetting occurred, it was a very rapid mechanism 
compared to the typical time scale of turbulence. This 
study strengthens the assumption that collision 
efficiency of inclusion on bubble should be almost 1; 
furthermore, the adhesion is robust, on a thermodynamic 
point of view. This simplifies the condition for inclusion 
entrapment at interface: as soon as an inclusion touches 
another phase than steel, it is entrapped. 
 
Unsteady calculations for the multiphase description of 
the ladle were realised. Interface deformation was 
considered and we showed that the dome formation in 
the open-eye region deeply affected the flow compared 
to the classical flat surface assumption.   
 
Standard modelling of inclusion elimination leads to a 
too rapid elimination of inclusions. Damping of 
interfacial turbulence provides an improvement but 
cannot totally compensate the discrepancy with 
measurements. 
 
To get the best agreement with the measurements 
already published, we have to consider that only the 
interface between liquid steel and slag is active to 
eliminate the inclusions. It means that inclusions 
captured by the gas bubbles injected for the stirring have 
globally no effect on the elimination rate: inclusions are 
certainly captured but they should be released in the 
liquid steel when gas bubbles cross the upper interface. 

 
 



 
Inclusion elimination in steelmaking ladle/ CFD11-64 

9  

 
Acknowledgments 

This research was supported by the French Agence 
Nationale de la Recherche as part of project CIREM 
(grant number ANR06 MATPRO 0005). 
 

REFERENCES 

AOKI, J., ZHANG, L., THOMAS, B.G., (2005), 
“Modeling of Inclusion Removal in Ladle Refining”; 
3rd Internat. Congress on Science & Technology of 

Steelmaking, Charlotte, NC, May 9. 
BARTOSIEWICZ, Y., SEYNHAEVE, J.M., 

VALLÉE, C., HÖHNE, T., LAVIÉVILLE J.M., (2010), 
“Modeling free surface flows relevant to a PTS 
scenario: Comparison between experimental data and 
three RANS based CFD-codes. Comments on the CFD-
experiment integration and best practice guideline”, 
Nuclear Engineering and Design, 240, 2375-2381. 

BROUWERS, J.J.H, (2002), “Phase separation in 
centrifugal fields with emphasis on the rotational 
particle separator”, Experimental Thermal and Fluid 

Science, 26, 325-334. 
BUGUIN, A., VOVELLE, L., BROCHARD-

WYART, F., (1999), “Shocks in Inertial Dewetting”, 
Physical Review Letters, 83(6), 1183-1186. 

COURNIL, M., GRUY, F., GARDIN, P., SAINT-
RAYMOND, H. (2001), “Modelling of inclusion 
aggregation and elimination in ladle and RH reactors”, 
ICS 2001, 2nd International Congress on the Science & 

Technology of Steelmaking, Swansea (UK), 10-11 April. 
DEEN, N.G., SOLBERG, T., (2001), “Large eddy 

simulation of the gas-liquid flow in a square cross-
sectioned bubble column”, Chemical Engineering 

Science, 56, 6341-6349. 
DOMGIN, J.F., GARDIN, P., BRUNET, M., (1999), 

“Experimental and numerical investigation of gas stirred 
ladles”, Proc. 2

nd
 Int. Conf. on CFD in the Minerals and 

Process Industries, Melbourne, Australia, 6-8 
December. 

FRANK, T, (2005), “Numerical simulation of slug 
flow regime in horizontal pipes”, The 11th International 

Topical Meeting on Nuclear Reactor Thermal-

Hydraulics (NURETH-11), Avignon, France, October 2-
6. 

GARDIN, P., GAUTHIER, S., SIMONNET M., 
LEHMANN, J., (2011), “Multiphase model for 
predicting the elimination of inclusions inside a liquid 
steel ladle”, to be published in Advanced Engineering 

Materials.   
GREVET, J. H., J. SZEKELY, J., EL-KADDAH, N., 

(1981), “An experimental and theoretical study of gas 
bubble driven circulation system”. International J. Heat 

Mass Transfer, 25(4), 487–497. 
HALLBERG, M., JÖNSSON, P.G., JONSSON, 

T.L.I., ERIKSON, R., (2005), “Process model of 
inclusion separation in a stirred steel ladle”, 
Scandinavian Journal of Metallurgy, 34, 41-56. 

HÖHNE, T., (2009), “Experiments and numerical 
simulations of horizontal two phase flow regimes”, 
Proc. 2

nd
 Int. Conf. on CFD in the Minerals and 

Process Industries, Melbourne, Australia, 6-8 
December. 

HUANG, Z., LEGENDRE, D., GUIRAUD, P., 
(2011), “A new experimental method for determining 
particle capture efficiency in flotation”, Chemical 

Engineering Science, 66, 982-997. 
HUNT, J. C. R., GRAHAM, J. M. R., (1978), “Free 

stream turbulence near plane boundaries”, J. Fluid 

Mech., 84, 209-235. 
ILEGBUSI, O.J., SZEKELEY, J., (1990), “The 

modeling of gas-bubble driven circulation systems”, 

ISIJ International, 30(9), 731-739. 
JIROVEANU, D., GARDIN, P., DOMGIN, J.F., 

(2007), “Modelling and numerical simulation of 3D 
bubble flow by the Eulerian-Lagrangian approach”, 
Progress In Computational Fluid Dynamics, 7, 163-
169. 

JOHANSEN, S.T., BOYSAN, F., (1988), “Fluid 
dynamics in bubble stirred ladles: Part II – 
Mathematical modelling”, Metallurgical and Materials 

Transactions, 19B, 755-764. 
KOZAKEVITCH, P., LUCAS, M., (1968) “Rôle des 

phénomènes de surface dans l’élimination d’inclusion 
solides d’un bain métallique”, Revue de Métallurgie, 
589-598. 

KOZAKEVITCH, P., OLETTE, M., (1971) “Rôle des 
phénomènes superficiels dans le mécanisme 
d’élimination des inclusions solides”, Revue de 

Métallurgie, 635-646. 
LLANOS, C., GARCIA-HERNANDEZ, S., RAMOS-

BANDERAS, J.A., de J. BARRETO, J., SOLORIO-
DIAZ, G., (2010), “Multiphase Modeling of the Fluid 
Dynamics of Bottom Argon Bubbling during Ladle 
Operations”, ISIJ International, 50(3), 396-402. 

LOPEZ DE BERTODANO, M.A., (1992), “Turbulent 
bubbly two-phase flow in a triangular duct”, PhD 
Dissertation, Rensselaer Polytechnic Institute. 

MICHIYOSHI, I., SERIZAWA, A., (1986), 
“Turbulence in two-phase bubbly flow”, Nuclear 

Engineering and Design, 95, 253-267. 
OLSEN, J.E., CLOETE, S., (2009), “Coupled DPM 

and VOF for analyses of gas stirred ladles at higher gas 
rates”, Proc. 7th Int. Conf. on CFD in the Minerals and 

Process Industries, Melbourne, Australia, 9-11 
December. 

RIBOUD, P., OLETTE, M., (1976), “Cours théorique 
de base pour l’élaboration de la fonte et de l’acier”, 
Lecture Institut de la Recherche en Sidérurgie. 

SHENG, D.Y., (2007), “Study on steel-slag interaction 
in a gas stirring ladle by numerical simulation and 
physical modelling experiment”, International 

Conference on Clean Steel 7, Balatonfüred, Hungary, 4-
6 June. 

SCHWARZ, M.P., TURNER, W.J., (1988), 
“Applicability of the standard k-ε turbulence model to 
gas-stirred baths”, Applied Mathematical Modelling, 12, 
273-279. 

SCHWARZ, M.P., (1996), “Simulation of gas 
injection into liquid melts”, Applied Mathematical 

Modelling, 20(1), 41-51. 
YEGOROV, Y., MENTER, F., (2004), “Contact 

condensation in stratified steam-water flow”, 
EVOLECORA-D 07. 



P. Gardin, M. Simonnet, S. Gauthier  

10 

ZHANG, L., (2000), “Mathematical simulation of 
fluid flow in gas-stirred liquid systems”, Modelling 

Simul. Mater. Sci. Eng., 8, 463–476.  
 ZHANG, L., Thomas, B.G., (2002), “Alumina 

Inclusion Behavior during Steel Deoxidation”, 7th 

European Steelmaking Conference, Venice, Italy. 
 



8th International Conference on CFD in Oil & Gas, Metallurgical and Process Industries 
SINTEF/NTNU, Trondheim Norway 
21-23 June 2011 

CFD11-083 

 

1 

 
 

NUMERICAL SIMULATION OF AN HORIZONTAL COUNTER-CURRENT TWO-
PHASE FLOW EXPERIMENT USING AN INTERFACIAL AREA DENSITY MODEL 

Thomas Höhne , Deendarlianto, Dirk Lucas 

Helmholtz-Zentrum Dresden-Rossendorf e.V., Institute of Safety Research,  

P.O. Box 510 119, D-01314 Dresden, Germany 
 

Corresponding author’s e-mail: t.hoehne@hzdr.de 
 
 

 

ABSTRACT 
In order to improve the understanding of counter-current 
two-phase flows, a CFD simulation of 1/3rd scale model 
of the hot leg of a German Konvoi pressurized water 
reactor (PWR) with rectangular cross section was 
performed. A selected air-water counter-current flow 
limitation (CCFL) experiment at the Helmholtz-Zentrum 
Dresden-Rossendorf (HZDR) at 0.306 MPa and room 
temperature (experimental running of 30-05) was 
calculated with three-dimensional two-fluid models of 
computer code ANSYS CFX 13. It was simulated using 
the multi-fluid Euler-Euler modeling approach. The 
transient calculation was carried out using a gas/liquid 
inhomogeneous multiphase flow model coupled with a 
SST turbulence model for each phase. In the simulation, 
the surface drag was approached by a new correlation 
inside the Algebraic Interfacial Area Density (AIAD) 
model. The AIAD model allows the detection of the 
morphological form of the two phase flow and the 
corresponding switching via a blending function of each 
correlation from one object pair to another. As a result 
this model can distinguish between bubbles, droplets and 
the free surface using the local liquid phase volume 
fraction value. A comparison with the high-speed video 
observations shows also a good qualitative agreement. 
The results indicated also that quantitative agreement of 
the CCFL characteristics between calculation and 
experimental data was obtained. The goal is to provide an 
easy usable AIAD framework for all users, with the 
possibility of the implementation of their own 
correlations. 
 
Keywords:   CFD, multiphase flow, horizontal flow, 
CCFL, AIAD model 

NOMENCLATURE 
A Interfacial area density (m-1) 
CD Drag coefficient (-) 
d Diameter (m) 
FD Interfacial friction force (N) 
f Blending function (-) 
g Gravitational constant (ms-1) 
H Channel height (m) 
Jk

* Non dimensional superficial velocity by 
Wallis (-) 

r Void fraction  (-) 
 

 
p Pressure (Nm-2) 
U Velocity (ms-1) 
  
Greek letters 
ρ Density (kg/m3) 
µ Dynamic viscosity (Pa.s) 
η Viscosity (Pas) 
τ Shear stress (N/m2) 
 
Subsripts 
B Bubble 
D Droplet 
FS Free surface 
G Gas phase 
k Gas or Liquid phase 
L Liquid phase 

INTRODUCTION 
The counter-current gas-liquid two-phase flow in 
the hot leg of a pressurized water reactor (PWR) 
has received special attention in nuclear reactor 
safety research.  
 
In the event of a loss-of-coolant-accident (LOCA) 
in a pressurized water reactor (PWR), emergency 
strategies have to be mapped out in order to 
guarantee a safe removal of the decay heat from the 
reactor core - also in case of a component 
breakdown. During a hypothetical small break 
LOCA with failure of the high pressure emergency 
core cooling system (ECC) and of the main feed 
pumps, a natural circulation starts in the primary 
circuit. This allows the heat removal, also if steam 
is generated in the reactor core due to the 
depressurization of the primary circuit. But if 
during the further run, the water level in the reactor 
pressure vessel (RPV) falls below the hot-leg inlet, 
only steam will flow to the steam generator. 
Therefore, the natural circulation breaks down and 
switches to the reflux condenser mode. 
 
In the reflux condenser mode, the steam coming 
from the RPV condenses in the vertical U-tubes of 
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the steam generator. In each half of the steam 
generator, the condensate flows down the tube in 
which it has been formed. Therefore, about one half 
of the condensate flows as usual over the pump to 
the downcomer, whereas the other half flows over 
the hot-leg back to the upper plenum. In the hot-leg, 
the condensate has to flow in counter-current to the 
steam. 

 
The horizontal stratified counter-current flow of 
condensate and steam is only stable for a certain 
range of flow rates. If the steam flow increases too 
much, the condensate is clogged in the hot-leg. This 
is the beginning of the counter-current flow 
limitation (CCFL): the liquid is deflected by the 
steam and partially entrained in opposite direction 
to the steam generator. As a consequence, the hot-
leg and steam generator are flood, which decreases 
the water level in the RPV and reduces the core 
cooling. In case of an additional increase of the 
steam flow, the condensate is completely blocked 
and the cooling of the reactor core from the hot-leg 
is impossible. The detailed examples of such 
LOCA scenarios leading to the reflux condenser 
mode can be found in Jeong (2002). 
 
The flow conditions governing the reflux condenser 
mode or the counter-current flow limitation cannot 
be predicted with the required accuracy and spatial 
resolution by the state of the art one-dimensional 
system codes. In order to improve the modeling of 
these flow regimes, computational fluid dynamics 
(CFD) codes are currently under development. In 
CFD, closure models are required that must be 
validated, especially if they are to be applied to 
reactor safety issues. The aim of our experimental 
investigations of stratified two-phase flows is 
mainly to deliver high resolution data that is needed 
for the validation of CFD codes. In order to 
improve the transient analysis of counter-current 
two-phase flows, a 1/3rd scale model of the hot leg 
PWR of a German Konvoi Pressurized Water 

Reactor with rectangular cross section was used at 
Helmholtz-Zentrum Dresden-Rossendorf (HZDR) 
to perform experiments related to CCFL flow 
regimes (Vallée et al. 2009). 
 
The widely used analysis to model the counter-
current flow limitation is the used of the one 
dimensional two-fluid models as reported by 
Ardron & Banerjee (1986), Bertadano (1994) and 
Wongwises (1996).   
 
Wang & Mayinger (1995) simulated two-
dimensional analysis of counter-current model of 
UPTF Test A2 & Test 11 using a two-fluid model. 
They implemented the interfacial friction factor 
proposed by Lee & Bankoff (1983) and Ohnuki 
(1986) into the code FLOW3D. They reported that 
satisfactory results were obtained, whereas, under 
the reflux condensation conditions, numerical 
computation reveals that different flow structures 
appeared in the region away from CCFL line and in 
the region near the CCFL line. Next, Minami et al. 
(2009) and Murase et al. (2009) conducted a three 
dimensional CFD simulation on the counter-current 
gas-liquid flow in a PWR hot-leg air-water flow in 
a 1/15th scale model. They used the VOF and Euler-
Euler model of the commercial CFD code 
FLUENT. In their simulations, the interfacial 
friction factors were adopted from the empirical 
correlations obtained from literatures for the cases 
of annular and slug flow. Those correlations were 
obtained on the basis of one dimensional analysis. 
  
This paper provides a post-test CFD calculation of 
the air-water CCFL experiment 30-05 at the 
TOPFLOW Hot Leg model. The aim of this 
simulation is the validation of prediction of CCFL 
in a model hot leg PWR with newly developed and 
implemented multiphase flow models in the code 
ANSYS CFX. The Algebraic Interfacial Area 
Density (AIAD) model (Höhne, 2010) was used, 
which allows the detection of the morphological 
form of the two phase flow and the corresponding 
switching via a blending function of each 
correlation from one object pair to another. The 
new drag correlation obtained from this model 
considered the 3D effects of the simulated 
phenomenon. 

THE HOT LEG MODEL OF TOPFLOW 
The details of the experimental apparatus and 
procedure used in the present study were described 
in the previous papers (Deendarlianto et al., 2008 & 
Vallée et al. 2009) and only the main features are 
presented here. Fig. 2 shows a photo of the 
experimental facility. Fig. 3 shows a schematic 
diagram of the CCFL counter current flow 
experiments. Two vessels simulate the reactor 
pressure vessel (RPV) simulator and steam 
generator (SG) separator are connected by a test 

Fig. 1  Counter-current gas-liquid two-phase flow 
  in PWR Hot leg 

  
SG   

RPV   

Hot 
leg   

ECC  
injection   

S team   
flow   
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section that simulates the 1/3rd scale model of the 
hot leg PWR of a German Konvoi Pressurized 
Water Reactor. Both the RPV simulator and SG 
separator are identical vessels with 
0.8 m × 0.5 m × 1.55 m (D × W × H) cubic shape. 
The water levels in both vessels were determined 
by the measurement of the differential pressure 
between the top and the bottom of the vessels with 
differential pressure transducers. A vortex meter 
was used to measure the injected water mass flow 
rate. The injected air mass flow rate was measured 
and controlled using a thermal mass flow meter. 
 

 

Fig. 2:  TOPFLOW Hot leg model in front of the 
  pressure chamber 
 

Fig. 3:  Schematic diagram of the CCFL counter 
   current flow experiments  
 

The test section is composed of a horizontal 
rectangular channel, a bend that connects it to an 
upward inclined and expended channel, and a 
quarter of a circle representing the steam generator 
inlet chamber. The horizontal part of test section is 
2.12 m long and has a rectangular cross-section of 
0.05 m × 0.25 m. The riser is 0.23 m long, has an 
inclination of 50° to the horizontal plane and an 
expansion angle of 7.5°. The inner and outer bend 
radii of curvature were 0.25 and 0.5 m, 
respectively. The test section was made of stainless 
steel and was equipped with glass windows to 
allow visual observation. The flow behavior was 
recorded by a high-speed video camera at 
frequencies of 60–100 Hz and a shutter speed of 
1/1000 s.  

In the experiment, a constant water flow rate was 
injected at the bottom of the SG simulator from 
where it can flow through the test section to the 
RPV simulator. The gas was injected into the RPV 
simulator from the top and flowed through the test 
section in counter-current to the water flow to the 
SG separator (Fig. 3). The increase of the water 
level in the RPV simulator was used to determine 
the water flow rate streaming over the test section 
(discharge flow). The onset of flooding was defined 
as the limiting point of stability of the counter-
current flow, indicated by the maximum air mass 
flow rate at which the down-flowing water mass 
flow rate is equal to the inlet water mass flow rate.  
 
This experimental apparatus is put in a pressure 
chamber, where it was operated in pressure 
equilibrium with the inner atmosphere of the tank. 
A compressor system allows an increase of the air 
pressure in the chamber to a maximum of 5 MPa, 
which is also the maximum operation pressure of 
the hot leg model. The detailed principle of the 
pressure equilibrium technique was described by 
Prasser et al. (2006). 

COMPUTATIONAL MODELLING 

Free Surface Modeling 

The CFD simulation of free surface flows can be 
performed using the multi-fluid Euler-Euler 
modeling approach available in ANSYS CFX. 
Detailed derivation of the two-fluid model can be 
found in the book of Ishii and Hibiki (2006). 
However, it requires careful treatment of several 
aspects of the model: 
 
The interfacial area density should satisfy the 
integral volume balance condition. In the case when 
surface waves are present, their contribution to the 
interfacial area density should be taken into 
account. 
In the present simulation, the conservation and 
momentum equations of the two-fluid model are 
solved, which have the following form 
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where the subscript k denotes phase gas or liquid, ρ 
is the density, u is the velocity vector, t is the time, 
p is the pressure, g is the gravitational acceleration, 
r is the volume fraction, τ is the shear stress (τv is 

gas inlet 

liquid 
inlet 
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the average viscous shear stress, τt is the turbulent 
shear stress) and τD is the interfacial shear stress.      

 
In slug flow simulations, the air bubble in the water 
can be resulted by the drag force. The total drag 
force is derived from the interfacial shear stress 
(FD=τD .A), is most conveniently expressed in terms 
of the dimensionless drag coefficient CD 

 
     
 2

L )(   GLGDD UUACF −= ρ              (3) 

 
where ρLG is the average density, )(

L G
UU − is the 

relative velocity and A is the projected area of the 
body in flow direction (interfacial area density). 

The Algebraic Interfacial Area Density 
(AIAD) Model  

Fig. 4 shows different morphologies at slug flow 
conditions. Separate models are necessary for 
dispersed particles and separated continuous phases 
(interfacial drag etc.). Two approaches are possible 
within the Euler-Euler methodology:  
 

• Four phases: Bubble/Droplet generation 
and degassing have to be implemented as 
sources and sinks 

• Two phases: Momentum exchange 
coefficients depend on local morphology  

 
For the second approach Egorov (2004) proposed 
an Algebraic Interfacial Area Density (AIAD) 
Model. The basic idea of the model is: 
 
The interfacial area density allows the detection of 
the morphological form and the corresponding 
switching of each correlation from one object pair 
to another. 

• It provides a law for the interfacial area 
density and the drag coefficient for full 
range 0≤r≤1. 

• The model improves the physical 
modeling in the asymptotic limits of 
bubbly and droplet flows. 

• The interfacial area density in the 
intermediate range is set to the interfacial 
area density for free surface 

 
The AIAD model applies three different drag 
coefficients, CD,B for bubbles, CD,D for the droplets 
and CD,FS for free surface. Non-drag forces (e.g. lift 
force and turbulent dispersion force) are neglected 
at the moment. The interfacial area density A also 
depends on the morphology of the phases. For 
bubbles it is 
 

      
B

G
B d

r
A

6=    (4) 

 
where the interface area density is equal to the 
surface area of the spheres of diameter dB, which 
occupy the gas volume fraction rG. 
 
For a free surface an important requirement for the 
model is the normalizing condition: the volume 
integral of the area density must be equal to the real 
surface area. It means that integration of the area 
density along a normal to the surface must yield 
unity: 
 

     1=�
+∞

∞−

dnA     (5) 

 
A model, which satisfies this condition, calculates 
the interface area density as the absolute value of 
the volume fraction gradient: 
 
           (6) 
   
 
if n is directed to the bulk liquid phase. For ρ the 
average density is applied, i.e. 
            
           (7) 
 
where rL and rG are the liquid and the gas phase 
density respectively. In the bubbly regime, where 
ρG is low, the average density ρ is close to the 
liquid phase density ρL. According to the flow 
regime (bubbly flow, droplet flow or stratified flow 
with a free surface) the corresponding drag 
coefficients and interfacial area densities have to be 
applied. 
 
The simplest switching procedure for the interfacial 
area density, uses the blending function Fd. 
Introducing void fraction limits, the weights for 

Air 

Water (continuous) 

Air (dispersed) 

Water (dispersed) 

Fig.4:  Different morphologies under slug flow  
  conditions 
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flow regimes and length scales for bubbly and 
droplet flow (dB,dD) are the following: 
      

[ ])( ,1 LimitDLD rra
D ef −+=  

  
 (8) 

[ ])( ,1 LimitBGB rra
B ef −+=   (9) 

DBFS fff −−=1   (10) 

DDBBFSFS AfAfAfA ++=   (11) 

DDDBDBFSDFSD CfCfCfC ++=   (12) 

 
After a validation study for the simulation of slug 
flow the void fraction limits of rB,limit=0.3 resp. 
rD,limit=0.3 and blending coefficients of aB=aD=70 
were used.  

Modeling the free surface drag 

In simulations of free surface flows eq. (3) does not 
represent a realistic physical model. It is reasonable 
to expect that the velocities of both fluids in the 
vicinity of the interface are rather similar. To 
achieve this result, a shear stress like a wall shear 
stress is assumed near the surface from both sides 
to reduce the velocity differences of both phases.  
 
A viscous fluid moving along a “solid” like 
boundary will incur a shear stress, the no-slip 
condition, the morphology region “free surface” is 
the boundary layer, the shear stress is imparted onto 
the boundary as a result of this loss of velocity 
 
           (13)  
      
 
The components of the Normal vector at the free 
surface are taken from the gradients of the void 
fraction in x,y,z directions. To use these directions 
of the normal vectors the gradients of gas/liquid 
velocities which are used to calculate the wall shear 
stress onto the free surface are weighted with the 
absolute value of components of the normal vector: 
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As a result the modified drag coefficient is 
dependent on the viscosities of both phases, the 
local gradients of gas/liquid velocities normal to the 
free surface, the liquid density and the slip velocity 
between the phases: 
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   (15)  

Numerical Setup & Boundary Conditions 

The gas/liquid CCFL phenomenon in the hot-leg 
model was calculated with Euler-Euler 
inhomogeneous mixture model using ANSYS CFX 
12.1. ANSYS CFX-12 is an element-based finite-
volume method with second-order discretization 
schemes in space and time. It uses a coupled 
algebraic multigrid algorithm to solve the linear 
systems arising from discretization. The 
discretization schemes and the multigrid solver are 
scalably parallelized. CFX-12 works with 
unstructured hybrid grids consisting of tetrahedral, 
hexahedral, prism and pyramid elements. The 
calculation model is shown in Fig. 5.  
 
Table. 1: Calculation run 

Exp. Run mL 

[kg/s] 
mG 

[kg/s] 
System 
pressure 
[MPa] 

30-05 
(Air-
water) 

0.3 0.183-
0.274 

0.15 

 
In CFD analysis, demonstration of grid 
independence is a basic requirement as indicated in 
The ERCOFTAC Best Practice Guidelines (2001), 
which were specified for nuclear reactor safety 
calculations within the ECORA project (Menter, 
2002). In the present simulations, very carefully 
developed structured mesh for most of the flow 
field was adequate, at which the local refinement on 
them were carried out. Here, the effect of numerical 
diffusion can be minimized by using meshes with a 
finer resolution, higher order discretization methods 
and suitable time step sizes.  As a result, a 
structured mesh consisted of 248,610 hexahedral 
elements and 281,076 nodes.  
The calculation has been performed of HZDR 
experimental run (30-05), which is summarized in 
Table 1. The injected gas mass flow rates used in 
the present calculation were a function of time as 
shown in Fig. 7.   
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Fig. 5: Calculation domain 
 
The SST turbulence model was used. The SST 
model works by solving a turbulence/frequency-
based model (k–�) at the wall and standard k–� in 
the bulk flow. A blending function ensures a smooth 
transition between those two models (Menter, 
1993). 
 
Both phases have been treated as isothermal and 
incompressible. Buoyancy effects between the two 
phases were taken into account by the direction of 
gravity term. The turbulence properties at the inlet 
of air and water were set using the “turbulence 
intensity of 5% in both phases”. The air outlet was 
modeled with an opening boundary condition. The 
inner surface of the channel walls has been defined 
as hydraulically smooth with a non-slip boundary 
condition applied to both gas and liquid phases. The 

Drag coefficient, CD, was determined by the AIAD 
model (Eq. (15), and its implementation into CFX 
was done via the command language CCL (CFX 
expression language). The calculations were 
performed in parallel of 4 processors of HZDR 
Linux cluster. Typical computation time for each 
case was about 4 months. 
 

RESULTS & DISCUSSIONS 
The simulation for the experiment 30-05 (see Table 
1) has focused primarily on the comparison of 
typical flow processes and code validation. CFD 
studies without using the AIAD model and using a 
uniform CD have showed, that CCFL phenomena 
could not be predicted. 

Air-Water-CCFL Experiment 30-05 

The initial conditions of the calculation are shown 
in Fig. 6. Here the water is modeled at the SG 
simulator bottom and flows in the direction of RPV 
simulator. There, the water level is lower than in 
the channel. Moreover, the figure shows the 
hydrostatic pressure in the water phase. 
 

 

 

Fig. 6:  Water level initial condition: Overflow 
elbow (left), hydrostatic pressure in the 
water phase (right) 

 
The measurement data of the air mass flow of the 
experiment in Fig. 7 were used as boundary 
conditions for the CFD calculation. 
  
Fig. 8 shows snapshots of the time course of 
development of the flow. First, the water can still 
flow freely to the RPV simulator (Fig. 8a). As in 
this experiment, a hydraulic jump is observed 
below the elbow (see also Fig. 9). After increasing 
the air mass flow a partial counter-current flow 
limitation is observed (Fig. 8b). Finally, no more 
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water can flow against the air stream (Fig. 8c) and 
the water is gradually pushed back towards the 
bend (Fig. 8d). This results in the formation of 
swirls in the manifold. These phenomena were also 
observed in the experiment. Figures 9 to 12 give 

further qualitative flow phenomena of the CFD 
calculation in comparison with the experiment. 
Thus, in Fig. 9, a hydraulic jump at the SG bottom 
is observed. 

 

  

Fig. 7: Experiment 30-05 - used as a boundary condition data, left: air mass flow and pressure difference 
between the two separators, right: water levels 

                 

                

Fig. 8: Snapshots from the CFD simulation: a) counter-current flow without limitation, b) flow with partial 
counter-current limitation, c) full counter-current limitation, d) pushing back the water 
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Fig. 9:  Comparison of experiment and simulation for the flow before the onset of the counter-current flow  
limitation 

    

Fig. 10: Comparison of experiment and simulation for the flow at the start of wave formation 

    
Fig. 11: Comparison of experiment and simulation for the flow with droplets  

Water level channel 

Film 
thickness 

Water level 
SG 
 



Numerical simulation of an horizontal counter-current two-phase flow experiment using an interfacial 
area density model 

CFD11-083 

 

   9  

 
 

     
Fig. 12: Comparison of experiment and simulation for wavy flow, starting in the elbow region 
 
Fig. 10 similar wave formations can be seen. A 
drop can be seen in Fig. 11. Fig. 12 shows in both 
cases, a high migration of the crests of the waves 
towards the SG bottom, so that the down-running 
film disturbed. 
 
A quantification of the flow patterns is very 
expensive. The Table 2 is an attempt of a 
quantitative comparison of the water level in the 
channel, the film thickness in the elbow and the 
water level in the SG bottom (see Fig. 12). The 
quantitative agreement of calculations and 
measurements is quite good, especially with regard 
to water levels. Comparing the film thickness must 
be remembered that the video camera recorded the 
entire width including side walls, while the 
calculation data extraction includes only a central 
section plane. Thus, the film thickness in the 
calculation is smaller. 
 
Table. 2: Quantitative comparison of calculation 
and experiment 
Quantitative 
comparison 

Experiment CFX 

Water Level 
Channel:  

26 mm 30 mm 

Film thickness:  6,7 mm 3,4 mm 

Water Level SG:  7 mm 7,5 mm 

SUMMARY AND OUTLOOK 
A three-dimensional CFD simulation of the CCFL 
phenomenon of gas-liquid two-phase flow in a 
model of hot leg a German Konvoi Pressurized 
Water Reactor with rectangular cross section has 
been performed using the Euler–Euler 
inhomogeneous mixture model. A selected air-
water HZDR TOPFLOW Hot Leg experiment was 
chosen for a transient CFD simulation. An 

Algebraic Interfacial Area Density (AIAD) model 
on the basis of the Euler-Euler two fluid model was 
implemented. A picture sequence recorded during 
the CCFL experiment was compared with CFD 
simulation of the commercial code of ANSYS CFX 
12.0. The calculated water volume fraction indicate 
that the basic flow characteristics of the experiment 
such as the hydraulic jump near the bended region 
of the hot leg PWR and the occurrence of roll wave 
were reproduced in simulation, while a minor 
deviation require a continuation of the work. The 
usage of the morphology detection algorithm AIAD 
should also be possible in vertical flow regimes. 
Therefore it is necessary to include the modelling 
of non-drag forces (lift force, wall lubrification 
force, virtual mass force etc.) as well as the MUlti 
bubbe SIze Group (MUSIG) model for 
polydispersed flows. The goal is to provide an easy 
usable AIAD framework for all users, with the 
possibility of the implementation of their own 
correlations. 
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ABSTRACT
The effect of the cyclone barrel height on the performance and
flow field pattern has been investigated computationally using the
Reynolds stress turbulence model for four cyclone separators. The
results show that the maximum tangential velocity in the cyclone
decreases with increasing the cyclone barrel height. The maximum
tangential velocity is nearly constant throughout the same cyclone.
Increasing the barrel height, makes a small change in the axial ve-
locity. Increasing the cyclone barrel height decreases both the pres-
sure drop & the cut-off diameter. The changes in the performance
beyond h/D = 1.8 are small, where h is the barrel height and D is
the barrel diameter.

Keywords: Cyclone separator, Barrel height, Reynolds stress tur-
bulence model (RSM), Discrete phase modelling (DPM) .

INTRODUCTION

Cyclones are one of the most widely used separators, which
rely on centrifugal forces to separate particles from a gas
stream. The main advantages are economy, simplicity in con-
struction, and adaptable to a wide range of operating condi-
tions. The flow phenomena in cyclone separators are com-
plex; the flow is highly swirling and fully three dimensional
(Elsayed and Lacor, 2011). This leads to many investiga-
tions in order to understand the effect of different geometri-
cal & operating parameters on the performance & hydrody-
namics of cyclone separators (Hoekstra et al., 1999; Solero
and Coghe, 2002; Hu et al., 2005; Yazdabadi et al., 1994;
O’Doherty et al., 1999; Zhang and Hui, 2007; Griffiths and
Boysan, 1996; Gimbun et al., 2005a,b; Zhao et al., 2006; El-
sayed and Lacor, 2010a).
Numerous studies have been performed for the effect of ge-
ometrical parameters on the flow pattern and performance
(Boysan et al., 1983; Xiang et al., 2001; Gimbun et al.,
2005a; Lim et al., 2004; Raoufi et al., 2008; Elsayed and
Lacor, 2011) whereas only a limited number of studies have
been devoted to the effect of the cyclone height. Zhu and
Lee (1999) have conducted detailed experiments on cyclones
of different height and found that the cyclone height can
influence considerably the separation efficiency of the cy-
clones. However they did not provide any information about
the flow pattern nor an explanation for the efficiency results.
Hoffmann et al. (2001) investigated the effect of the cyclone
height on the separation efficiency and the pressure drop ex-

perimentally and theoretically. They studied different cy-
clones of total height varying from 3.35 to 6.85 cyclone di-
ameters at constant cone height of 2.05 cyclone diameters.
They found improvement in cyclone performance with in-
creasing the total height Ht up to 5.5 times cyclone diameters
beyond this length the separation efficiency was dramatically
reduced. But they did not present any contour plot for the ve-
locity components or velocity profile to support the explana-
tion for the effect of the cyclone height on the performance.
Recently Xiang and Lee (2005) have repeated the study of
Zhu and Lee (1999) for the effect of cyclone height via steady
three-dimensional simulations using the Reynolds stress tur-
bulence model (RSM). They found that the tangential veloc-
ity decreases with increasing the cyclone height, which is
responsible for the lower separation efficiency observed in
long cyclones. The reason for this behavior however was not
analyzed in detail. Moreover, no particle tracking study was
presented.
The present study is intended to computationally investi-
gate the effect of increasing the cyclone barrel height on
pressure drop and cut-off diameter and to obtain more de-
tails about the flow field pattern and velocity profiles. A
Reynolds-Averaged Navier-Stokes (RANS) approach with
the Reynolds stress turbulence model (RSM) is used.

NUMERICAL SETTINGS

Selection of the turbulence model

The Fluent 6.3.26 solver has many turbulence models avail-
able for simulating turbulent flow. Only the Reynolds stress
model (RSM) and large eddy simulation (LES) can cap-
ture the main features of the highly complicated swirling
flow in cyclone separators (Slack et al., 2000; Hoekstra,
2000; Kaya and Karagoz, 2008; Elsayed and Lacor, 2010b,
2011; Bernardo et al., 2006; Chuah et al., 2006; Zhao et al.,
2006; Xiang and Lee, 2005; Gimbun et al., 2005c,a,b). The
Reynolds stress turbulence model has been used in this study
to reveal the effect of changing the barrel height on the turbu-
lent flow in the cyclone separator. For the detailed governing
equation for both the Reynolds averaged Navier-Stokes equa-
tion (RANS) & the discrete phase modelling (DPM) we refer
to Elsayed and Lacor (2011). In Fluent solver, all default set-
tings for RSM model and its constants have been used. The
enhanced wall treatment has been used as a wall function.
For the discrete phase modelling only the drag force has been
taken into consideration. No particle-particle or particle gas
interaction has been considered in the current study.
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(a) The cyclone geometry

(b) The surface mesh for cyclone II

Figure 1: Schematic diagram for the cyclone separator

Configuration of the tested cyclones

The numerical simulations were performed on four cyclones
with different barrel heights (at constant cone height). Fig-
ure 1 and Table 1 give the cyclones dimensions.

Boundary conditions

Table 2 shows the details of the boundary conditions. The air
volume flow rate Qin=50 l/min for all cyclones, air density
1.0 kg/m3 and dynamic viscosity of 2.11E-5 Pa s. The turbu-
lent intensity equals 5% and characteristic length equals 0.07
times the inlet width (Hoekstra, 2000; Elsayed and Lacor,
2011).

Selection of the numerical schemes

The following numerical schemes have been used in the cur-
rent simulations. The QUICK scheme for momentum dis-
cretization, the Presto scheme for pressure interpolation. The
SIMPLEC algorithm for pressure velocity coupling, the sec-
ond order upwind scheme for turbulent kinetic energy and
the first order upwind for the Reynolds stress.

Table 1: The dimensions of the tested cyclones∗
Dimension Cyclone dimension/D hc/h Ht
Inlet height, a 0.375
Inlet width, b 0.2625
Gas outlet diameter, Dx 0.5
Vortex finder insertion length, S 0.5
Cone tip-diameter, Bc 0.375
Cone height, hc

† 2.5

Barrel height, h
I 1.0 2.5 3.5
II 1.5 1.666 4.0
III 2.0 1.25 4.5
IV 2.5 1.0 5.0

∗ Body diameter, D = 31 mm. The outlet section is above the cylindrical barrel
surface by Le = 0.5D. The inlet section located at a distance Li = D from the cyclone
center.

† The cone height is hc = Ht −h. Cyclone II has the same h/D as in case of
Stairmand high efficiency cyclones.

Table 2: The boundary conditions
Boundary Inlet Outlet Dust outlet Other surfaces
Condition Velocity inlet Outflow Wall (no-slip) Wall (no-slip)

The simulations have been performed on 8 nodes CPU
Opteron 64 Linux cluster using FLUENT 6.3.26 finite vol-
ume commercial solver. All simulations have been con-
verged with the selected time step of 1E-4 s and the men-
tioned numerical settings.

Grid independency study

A grid independency study has been performed for the tested
cyclones. Three different grids have been tested for each
cyclone, to be sure that the obtained results are mesh in-
dependent. For example, meshes with respectively 490164,
714029 and 1174029 cells have been used for cyclone II. The
computational results on the three grids are presented in Ta-
ble 3. As can be seen the maximum difference between the
results is less than 5%, so the results on the 490164 cells
grid can already considered as sufficiently accurate. How-
ever, for excluding any uncertainty, computations have been
performed using the 714029 cells grid, where the total num-
ber of grid points was not that critical with respect to the
computation overhead (Benim et al., 2007; Elsayed and La-
cor, 2011).
Figure 1(b) shows the surface grid of cyclone II used in
this study. Table 4 gives the total number of computational
cells used for each cyclone after the grid independency study.
The hexahedral computational grids were generated using
the GAMBIT grid generator.

Table 3: The grid independence study for cyclone II
Number of cells EuS

a EuT Stk50x103b

490164 3.475 4.231 1.188
714029 3.654 4.409 1.2
1174029 3.573 4.328 1.224
% differencec 2.74 2.29 2.94

a Euler number is the dimensionless pressure drop (= pressure drop/average kinetic
energy at inlet) Eu = ∆P/( 1

2 ρV 2
in) where ∆P is the pressure drop, ρ is the gas density,

Vin is the gas inlet velocity. The subscript S denotes the static pressure drop and the
subscript T denotes the total pressure drop.

b The Stokes number based on the cut-off diameter; Stk50 = ρpx2
50Vin/(18µD)

(Derksen et al., 2006). It is the ratio between the particle relaxation time; ρpx2
50/(18µ)

and the gas flow integral time scale; D/Vin where ρp is the particle density =860
kg/m3, µ is the gas viscosity. The values of the cut-off diameters x50 are obtained
from the discrete phase modelling.

c The percentage difference between the coarsest and finest grid
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Table 4: The number of cells of the tested cyclones
Cyclone I II III IV
Number of cells 688170 714029 712183 786865
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Figure 2: Comparison of the time averaged tangential and axial
velocity between the LDA measurements, (Hoekstra, 2000) and the
current Reynolds stress turbulence model (RSM) results at 87 cm
from the cyclone bottom. From left to right tangential and axial
velocity, Dx/D=0.5, The inlet velocity=10 m/s.

VALIDATION OF THE NUMERICAL MODEL

To validate the obtained results, the present simulations are
compared with the measurements obtained from (Hoekstra,
2000). Figure 2 shows that the RSM simulation matches
the experimental velocity profile with underestimation of the
maximum tangential velocity, and overestimation of the ax-
ial velocity at the central region. Considering the complexity
of the turbulent swirling flow in the cyclones, the agreement
between the simulations and measurements is considered to
be quite acceptable.
A comparison of calculated Euler number (the dimension-
less pressure drop based on both, the static (EuS) and total
pressure (EuT) ), Stokes number (the dimensionless cut-off
diameter (at particle density of 2740 kg/m3) ) with the exper-
imental data (Hoekstra, 2000), is shown in Table 5. Table 5
indicates a very small deviation from the experimental val-
ues. Consequently, the numerical model employed in this
study can be used to analyze the gas flow field and perfor-
mance of the cyclone separator.

RESULTS

The axial variation of the flow properties

The flow velocity can be decomposed into three components.
The tangential & the axial velocity components are the major

Table 5: Validation of the computational pressure drop and
cut-off diameter
Approach EuS EuT Stk50x103

Experimental (Hoekstra, 2000) 6.0 6.259 0.349
CFD 6.18 6.439 0.325
% error 3 2.8 6.87

Table 6: The position of different plotting sections
Section S1 S2 S3 S4 S5 S6 S7 S8 S9
z`/Da 2.75 2.5 2.25 2 1.75 1.5 1.25 1.0 0.75

a z`measured from the inlet section top (cf. Fig. 1(a)).

velocity components in comparison with the radial velocity
component. Xiang and Lee (2005) stated that the tangential
velocity is the dominant gas velocity in gas cyclones, which
results in the centrifugal force for particle separation. The ax-
ial component is responsible for the two flow streams (down-
ward & upward).
Figure 3 presents the radial profiles of the time-averaged tan-
gential & axial velocity at nine axial stations (cf., Table 6).
As expected, the tangential velocity profiles exhibit the so-
called Rankine vortex, which consists of two parts, an outer
free vortex and an inner solid rotation in the center (Fig. 3).
The tangential velocity distribution in the inner region is
rather similar at different sections for the same cyclone. In
the outer region, due to the sharp drop in velocity magnitude
in the near wall region, the distribution is different but the
maximum tangential velocity is similar for all sections. The
axial velocity profiles at nine different stations are shown in
Fig. 3. All cyclones show the inverted W profile but the cen-
tral dip decreases with increasing the barrel height.

The effect of barrel height on the pressure profile

Figure 4 compares the static pressure profiles for the four
cyclones at section S3, S6 & S9 (as a representative for the
other sections, because the axial variations in the flow vari-
ables are small). From the comparison between the radial
profiles of the four cyclones, the minimum pressure at the
cyclone center is almost the same for all cyclones. The slope
of the static pressure radial profile becomes more flat with
increasing the barrel height.

The effect of barrel height on the velocity profiles

The tangential and axial velocity profiles at sections S3, S6
& S9 for the four cyclones are compared in Fig. 4. As is clear
from Fig. 4 the variation of axial velocity with changing bar-
rel height is limited close to the wall especially in the cylin-
drical part. In the central region the change in axial velocity
profile is more pronounced with the dip in axial velocity de-
creasing with increasing the barrel height. This is the result
of the flatting of the pressure distribution results in a smaller
pressure force. This may explain also the change of the axial
velocity from cyclones I to IV. Increasing the cyclone barrel
height slightly decreases the maximum tangential velocity.
Cyclone I has the maximum tangential velocity in compar-
ison with the other cyclones. The effect of increasing the
barrel height on the maximum tangential velocity is limited.

The effect of barrel height on the flow pattern

Figure 5 shows the contour plots of the time-averaged static
pressure, tangential and axial velocity. The time-averaged
static pressure decreases radially from wall to center. A nega-
tive pressure zone appears in the forced vortex region (central
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region) due to high swirling velocity. The pressure gradient
is largest along the radial direction, whereas the gradient in
axial direction is very limited. The cyclonic flow is not sym-
metrical as is clear from the shape of the low pressure zone
at the cyclone center (twisted cylinder). Two vortical mo-
tions are exist one moving down (outer vortex) and the other
moving up (inner vortex). It is observed that, the highest
value of the static pressure decreases with increasing the bar-
rel height. The tangential velocity pattern is very similar for
all cyclones (Rankine profile). The highest value decreases
with increasing the barrel height but the differences between
the four cyclones are small. The axial velocity patterns for
the four cyclones have the shape of an inverted W profile.

The effect of barrel height on the performance

In order to estimate the effect of cyclone barrel height on the
performance parameters, the Stokes number (dimensionless
cut-off diameter) and the Euler number (dimensionless static
pressure drop) have been calculated and presented in Fig. 6
& Table 7. A discrete phase modeling (DPM) study has been
performed by injecting 104 particles from the inlet surface
with a particle density of 860 kg/m3 and with a particle size
ranging from 0.025 till 5 micron. The collection efficiency
of each individual particle size is calculated (η = the mass of
collected particles / mass of injected particles). The cut-off
diameter x50 is the particle diameter that represent 50% col-
lection efficiency. Figure 6 & Table 7 show a sharp decrease
of the Euler number with increasing the barrel height until
h/D= 1.8 (Ht/D= 4.3) and a gradual decrease beyond. This
behavior can be explained as follows. The pressure drop in
the cyclone is composed of three main contributions (Elsayed
and Lacor, 2011): (1) the pressure drop at the inlet section.
(2) the pressure drop in the cyclone body due to swirling mo-
tion and due to wall friction, this contribution may increase
with increasing the cyclone height as the wall friction will in-
crease due to friction with a larger wall surface, or decreases
as the vortex strength will decrease because the maximum
tangential velocity decreases. (3) the main contribution to
the cyclone pressure drop is the energy loss in the exit tube,
which mainly depends on the maximum tangential velocity
in the cyclone. As is clear from Fig. 4 the maximum tangen-
tial velocity decreases with increasing cyclone barrel height.
As the inlet section is the same in all cyclones, the pressure
drop in the inlet section does not vary with increasing barrel
height. The sharp decrease of the Euler number between cy-
clones I & II is due to the decrease in the pressure drop as
a result of the decrease in the maximum tangential velocity.
There are two competing contributions: increase of the pres-
sure drop due to friction and decrease of the pressure drop
due to reduction in the vortex strength. At the beginning the
wall friction effect is small in comparison with the effect of
vortex strength, and for longer cyclones this effect become
larger (but still less than that of vortex strength decay). That
also explains the small variation of the Euler number with
the barrel height for h/D > 1.8, that is also clear from Fig. 4
where the maximum tangential velocity of cyclones III & IV
are very close.
The behavior of the Stokes number curve as a function of
barrel height is quite reasonable with increasing barrel height
(i.e., separation becomes more effective with increasing the
separation space), the possibility of particles to be captured
increases due to the increased cyclone space. However, the
vortex strength decreased slightly with the maximum tangen-
tial velocity, the main contribution here is the collecting sur-
face. The Stokes number curve becomes nearly flat between

cyclones III & IV due to the small changes in both the axial
& the tangential velocity profile between the two cyclones.
Both Ramachandran (Ramachandran et al., 1991) and Iozia
(Iozia and Leith, 1989) models agree with the CFD results
in the trend of decreasing both the Euler number and Stokes
number with increasing barrel height, but differ in slope and
values.

Table 7: The Euler numbers and Stokes numbers at the cut-
off diameter for the tested cyclones
Cyclone I II III IV
h/D 1.0 1.5 2.0 2.5
hc/h 2.5 1.666 1.25 1.0
Ht/D 3.5 4 4.5 5.0
Eu 4.39 3.654 3.33 3.09
Eu (Ramachandran et al., 1991) 5.71 4.77 4.17 3.73
Stk50 x 103 1.32 1.2 1.01 0.95
Stk50 x 103 (Iozia and Leith, 1989) 1.94 1.82 1.72 1.64

CONCLUSIONS

Four cyclones of different barrel height have been simulated
using the Reynolds stress model (RSM), to study the effect of
cyclone barrel height on the cyclone separator performance
and flow pattern. The following conclusions have been ob-
tained.

• The maximum tangential velocity in the cyclone de-
creases with increasing the cyclone barrel height.

• No acceleration occurs in the cyclone space (the max-
imum tangential velocity is nearly constant throughout
the same cyclone).

• Increasing the barrel height, makes a small change in
the axial velocity.

• Increasing the cyclone barrel height decreases the pres-
sure drop & the cut-off diameter. But the changes in the
performance beyond h/D = 1.8 are small.

In the current study, the particle-particle and the particle gas
interaction were not taken into consideration. Consequently,
the obtained results are valid only for very small mass load-
ing.
As a recommendation of future work, the same study is to
be performed but at different flow rates and different particle
densities. Also the effect of increasing the cyclone barrel
height on natural vortex length and precessing vortex core
needs more investigation.
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Figure 3: The radial profile for the time averaged tangential and axial velocity at different sections for the four cyclones. From
left to right: tangential and axial velocity. From top to left: cyclone I - IV.
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A CFD STUDY OF THE EFFECT OF THE CYCLONE BARREL HEIGHT ON ITS PERFORMANCE PARAMETERS/ CFD11-84
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ABSTRACT 

The further development of directional solidification as a key 
technology for production of mc-silicon ingots for 
photovoltaics (PV) requires CFD simulations due to its multi-
disciplinary nature, its complex multi-parameter space, the 
lack of axial symmetry of the equipment and the running 
scaling problem. We studied the time evolution of a melt flow 
exposed to different non-steady magnetic fields generated by 

the KRISTMAG
 bottom and side heater-magnetic coils. 

Particularly, single- and double-frequency traveling, 
alternating and carrousel magnetic fields were compared. The 
stirring potentials of the studied magnetic fields were 
appraised using fully developed buoyancy flow as a 
benchmark. The key factors for the duration of the transition 
to the hydro-dynamically developed flow were identified. 
Our numerical results confirmed the necessity of CFD 
simulations for deeper understanding of directional 
solidification process and optimization of magnetic fields for 
its further improvement. 

Keywords: A1. Computer simulation A1. Fluid flows A1. 
Magnetic fields A1.Solidification B2. Semi conducting silicon 
PACS: 81.10.Fq, 47.11.Df, 47.20.Bp, 81.05.Cy  

NOMENCLATURE 

B    magnetic induction [T] 
Cp specific heat [J/kg·K] 
g    gravity acceleration [m/s2] 
h    melt height [m] 
FL   Lorentz force density [N/m3] 
f    frequency of AC current [Hz] 
H   magnetic field [A/m] 
j    current density [A/m2] 
L   melt characteristic size [m] 
P   pressure [Pa] 
Pr Prandtl number [-] 
T   temperature [K] 
t    time [s] 
Re Reynolds number [-] 
Ra Rayleigh number [-] 
Ta Taylor number [-] 

)w,v,u(u
r  velocity [m/s] 

x,y,z  Cartesian coordinates [m] 
φ   phase shift [°] 
λ   thermal conductivity [W/m· K] 
σ   electric conductivity [A/V·m] 
ν    kinematic viscosity [m2/s] 
µ    relative magnetic permeability of material [-] 
µ0   magnetic permeability of free space [H/m] 
ρ    density [kg/m3] 

Subscripts 

av      average volume 
buoy  buoyancy 
MF    magnetic field 
visc   viscous 

INTRODUCTION 

Directional solidification (DS) proves to be one of the 
key technologies for the production of mc-silicon ingots 
for the current commercial photovoltaic market. 
Nowadays, about a half of the solar wafer production is 
based on crystallization of rectangular ingots. During 
this process, liquid silicon in Si3N4-coated rectangular 
fused silica crucibles is unidirectionally solidified from 
below to the top in a relative low vertical temperature 
gradient. Mostly, solidification is achieved by the prin-
ciple of vertical gradient freezing (VGF) (Monberg, 
1994), i.e. by the electronically controlled lowering of 
the system temperature with a specific cooling rate. In 
such a thermal stable regime the buoyancy driven 
convection is too week for reduction of the diffusion 
boundary layer at the propagating interface which is 
formed due to the segregation effect. As a result, high-
concentration impurities like carbon and nitrogen 
exceed here the solubility limit generating SiC and Si3N4 
precipitations which are then incorporated into the crys-
tallizing silicon. The presence of such second phase 
inclusions evokes short circuit within the solar cells and 
must be, therefore, prevented. 
Among conventional mechanical or electrical mixing 
(Ottino, 1990; Dimotakis, 2005), forced convection 
induced by variable magnetic fields turns out to be the 
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most efficient method for the removal of the diffusion 
boundary layer and, hence, for obtaining precipitate-free 
and low-impurity ingots. There are different magnetic 
stirring technologies based on rotating (RMF), traveling 
(TMF), alternating magnetic field (AMF) or some 
combinations of them (Rudolph, 2008; Eckert et al., 
2009; Dropka et al., 2010; Nikrityuk et al., 2005, 2006, 
2010; Willers et al., 2008; Kojima et al., 1983, Mitric 
and Duffar, 2008). However, the flow intensification 
must be controlled very carefully since too strong 
turbulent flows lead to erosion of the crucible wall cover 
and in turn to the pollution of the melt. Powerful 
numeric modeling is required to find out the optimal 
flow pattern. 
Until now most simulations of stirring regimes by 
unsteady magnetic fields were performed in axi-
symmetrical geometry (2D), for laminar flowing me-
tallic melts and for low magnetic Taylor (Ta) numbers ≤ 
103 comparable with microgravity conditions. Recent 
results showed the superiority of TMF versus RMF for 
VGF arrangements (Nikrityuk et al., 2010). However, 
also in case of TMF increasing ingot sizes decrease the 
central stirring efficiency of the Lorentz forces (FL) 
generated outside the melt periphery. Therefore, further 
efforts are required to match the magnetic field 
configuration for the present and future industrial 
demands as best as possible.  
In this study, 3D magnetic and CFD transient 
calculations with the commercial software ANSYS 12.1 
were applied. For the crystallization model the 
KRISTMAG

 concept (www.kristmag.com) is used 
where-upon a heater magnetic module (HMM) is placed 
around the crucible producing heat by DC and unsteady 
magnetic field by AC simultaneously (Rudolph, 2008). 
First, the melt flows in rectangular silicon melts in up- 
and downwards single-frequency TMFs are analyzed 
(Dropka et al., 2010). Then, double-frequency TMF is 
applied combining two opposite directed traveling fields 
of different strength, frequency and phase shift (Dropka 
et al., 2011; Büllesfeld et al., 2008). Due to the skin 
effect the high frequency part of the total FL acts mainly 
in the melt periphery whereas the low-frequency 
component produces the more extensive force reaching 
the central bulk region. After that, the stirring potential 
of AMFs was studied. For that, HMMs supplied by in-
phase AC were placed at the crucible side and bottom, 
respectively. Such arrangement differs from a single 
AMF coil reported by Mitric and Duffar (Mitric and 
Duffar, 2008). Finally, we studied the flow patterns in 
the carousel magnetic field (CMF) generated within four 
bottom HMMs placed around the vertical ingot axis and 
supplied by out-of-phase AC (Dropka et al., 2010). A 
likewise idea was proposed by Ciscato et al. (Ciscato et 
al., 2009) using four bottom high-frequency (15 kHz) 
induction heaters without phase shift which, however, 
cannot act as effective melt stirrers for large melt 
volumes due to their very low skin depth. 

MODEL AND METHODOLOGY 

Fully 3D numerical calculations were carried out for a 
solidification furnace with one top standard resistance 
heater, four KRISTMAG

 coil-shaped side heaters 

(Rudolph, 2008) as well as four spiral bottom heaters 
positioned around the crucible axis (Dropka et al., 
2010). The thermal boundary conditions (BCs) for the 
local simulation of the melt flow were provided by 
global thermal analyses with neglected gas flow (Figure 
1). Radiative heat transfer in the furnace was described 
by discrete transfer radiation method. The calculations 
were performed for completely molten silicon bulks of 
different size. The computational domain for local melt 
simulations consisted typically of 3.4 x 106 tetra and 
prismatic mesh elements. BCs for the flow were no slip 
at solid walls but free slip at the free melt surface. Effect 
of turbulent fluctuations was accounted by using kω-
SST model. In the transient calculations, the time step 
was adjusted to Courant number ≤1. 3D magnetic 
calculations provided time average Lorentz force density 
field that was used, in the second step, as a momentum 
source in the momentum equation. 
To study the interplay between the flow and the 
magnetic fields during crystallization we used a finite-
volume commercial code ANSYS CFX 12.1. 3D 
magnetic simulations were obtained by finite elements 
commercial code ANSYS Emag. The magnetic heaters 
were supplied by AC current differing in magnetic 
parameters, as shown in Table 1. Case 1 represents 
flows exposed to downwards directed TMF. Case 2 
considers the double-frequency upwards directed TMF. 
In cases 3 and 4 we studied the melt flow exposed to 
AMFs generated by side and bottom heaters, 
respectively. Case 5 represents CMF driven flow. The 
stirring potential of different magnetic fields was app-
raised using corresponding fully developed buoyancy 
flow field as an initial state and as a benchmark. 
The transport phenomena occurring during directional 
solidification of silicon in the presence of magnetic 
fields are governed by the equations of continuity (1), 
Navier Stokes (2), energy balance (3) and Maxwell (4) 
together with the Ohms law (5). The influence of the 
silicon melt flow on induced current j, i.e. the term u x B 
in Equation (5) can be neglected (Spitzer, 1999). The 
resulting volume FL is given by Equation (6). 
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In case of double-frequency TMF, when the AC currents 
with different frequencies are combined, the resulting FL 
is obtained by simply adding the corresponding single-
frequency FL as given in (7) (Dropka et al., 2010; 
Spitzer et al., 1996). 
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Figure 1: Thermal BC for the local simulation of the melt 

flow resulted from the global 3D simulation (case 2, 
4 and 5). 

 
case 1 2 3 4 5 
MF type 1f 

TMF 
2f 

TMF 
AMF AMF  CMF 

FL direction down up horiz up up 

HMM position side side side down down 

φ [a.u.] -1 ±1 0 0 1 

f  [a.u.] 1 1; 25 1 2 2 
L [a.u.] 0.27 1 0.27 1 1 

Table 1: Studied cases and their important features. 
 
We calculated pure buoyancy driven melt flows until the 
pseudo steady state was achieved, defined as a moment 
when the temporal change of velocity in monitoring 
points is less than 1%. Particularly, the time evolution of 
velocity and temperature was traced both in different 
monitoring points in the melt as well as the volume 
averaged values (8).  
Volume average velocity uav is defined as follows: 
 

∫∫∫=
V

av dzdydxu
hL

u
2

1                                              (8) 

 
The development of the velocity profile is given on the 
time scale normalized by viscous time tvisc: 
 

ν

2
L

tvisc =                                                                      (9) 

The time normalization was introduced to enable the 
comparison of the flows occurring in the melts of 
different sizes. Similarly, the normalization of the velo-
city using the pure buoyancy as a benchmark facilitates 
decoupling of the magnetic from the buoyancy driven 
flow. 
Additionally, the influence of FL on the form of velocity 
streamlines was analyzed for different magnetic fields 
and visualized at different cross sections in the melt.  

RESULTS AND DISCUSSION 

The calculation of the fully developed flow field 
required an overall CPU time of about 1.107s on 8x2 
dual core 1.6 GHz processors, 32GB RAM server, for 
each examined condition. 

Lorentz Force Density Distributions 

Some typical results for FL distribution generated by 
HMMs are given in Figures 2-5.  
If side magnetic heaters are used for generation of TMF 
(case 1 and 2, Table 1), the maximal FL is obtained at 
the side walls (Figure 2).  The direction of the FL 
depends on the selected frequency and the phase shift. 
The superposition of two opposite directed longi-
tudinally TMFs increases the horizontal component of 
FL in the vicinity of the side walls simultaneously 
shifting the zone of steep meridional FL towards melt 
core (Figure 2). This kind of force distribution is 
beneficial for introduction of impulse into the melt flow, 
i.e. for the enhanced stirring without generation of high 
velocities in the vicinity of the crucible protection layer. 
No phase shift among side coils generates AMF with 
horizontal directed FL (case 3, Table 1). Corres-
pondingly, in-phase AC current supply to bottom coils 
generates AMF with vertical directed FL (case 4, Table 
1), as shown in Figure 3. 
 

 
 

 

Figure 2: FL streamlines in the middle vertical cross section 
of the melt generated by: a) double-frequency 
upwards TMF and b) partial single-frequency 
upwards TMF (case 2, Table 1). 

 

If bottom magnetic heaters are supplied with out-of-
phase AC current (case 5, Table 1), the CMF will be 
generated having FL revolving around the vertical melt 
axis, with the maximum in meridional direction at the 
crucible bottom, decreasing upwards (Figure 4, 5). In 
longitudinal direction, the FL maximum is observed at 
the melt core and it is decreasing towards the crucible 
side walls. The selected frequency determines the 
penetration, i.e. skin depth of FL and can serve as a 
tuning parameter. Without phase shift, FL is upwards 
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directed and pulses in the pace of AC frequency. If we 
compare CMF with the AMF generated by bottom 
heaters without phase shift among coils (Figure 3, 4), it 
can be noticed that the phase shift is responsible for 
banding of the force trajectories in the vicinity of the 
crucible bottom and decrease of the FL intensity. For 
example, the maximal value of FL vector for the case 5 
dropped to 57% of its value for the case 4. On the other 
hand, the vertical component of FL vector decreased 
only to 76% of the value for the case 4. The reason for 
different retarding effects of the phase shift on FL with 
respect to its vertical component lays in the increase of 
the horizontal FL components, i.e. inclination of the FL 

vector that brings swirling effect into the melt flow, 
enhancing stirring of the melt.  
 

 

 
 
 
Figure 3: FL streamlines in the melt generated by vertical 

AMF originated from bottom heaters (case 4, Table 
1) viewing from: a) side and b) top. 

Flow Fields in the Melt 

Figures 6-8 shows snapshots of the velocity flow fields 
presented either in 3D or as 2D cross sections of the 
melt for the cases described in Table 1. In case of the 
pure buoyancy flow, if the temperature distribution at 
the melt side boundaries is quasi-symmetrical, a sliced 
flow with one dominating central vortex will be obtained 
(Figure 6). Asymmetry in thermal BCs brought by e.g. 
asymmetry in the design of the side heaters, position of 
the crucible towards coils etc, can generate more in-
stability in the flow, i.e. more vortexes as shown in 
Figure 7c. 
 

 

 
 

Figure 4: FL streamlines in the melt generated by CMF with 
phase shift among heater coils (case 5, Table 1) 
viewing from: a) side and b) top. 

 
Introduction of different magnetic fields into the system 
tailors the melt flow in different ways. Downwards 
directed FL trigger the flow in both meridional and 
longitudinal directions, as shown in Figure 7a. The 
obtained 3D flow pattern can be beneficial for stirring 
and removal of the diffusion boundary layer. AMFs with 
horizontal FL intensify the flow in horizontal direction 
(Figure 7b) with respect to the pure buoyancy (Figure 
7c).  

 

 
 

Figure 5: Contour of time averaged FL in the middle vertical 
cross section of the melt for CMF generated by the 
bottom heaters (case 5, Table 1). 

 
The superposition of TMFs of different frequencies 
(Figure 2) shifts the flow maximum from the peripheral 
region towards the melt bulk increasing the melt mixing 
within the central region and improves, therewith, the 
process purity, as reported by Dropka et al. (Dropka et 
al., 2011). 
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Figure 6: Velocity streamlines in the silicon melt driven by 

pure buoyancy (benchmark for cases 1, 4, and 5, 
Table 1). 

 
CMFs with revolving predominantly upwards directed 
FL (Figure 4, 5) provoke strong circulation in the lower 
part of the melt in a form of vortex (Figure 8) that slows 
down towards melt free surface. Intensified horizontal 
mixing is enriched with acceleration of the upwards flow 
observed through the increase of vertical velocity 
component u after introduction of CMF to the buoyancy 
flow (Figure 10). These observations underline the 
feasibility of application of CMF, particularly for large 
melts. However, for the successful application of CMFs, 
the proper design of bottom coils is crucial, since they 

should be used only for generation of FL. Their thermal 
effects must be negligible or otherwise neutralized.  
 
The acceleration of the liquid phase measured via the 
increase of Re number for several cases of magnetic 
driven flows (Table 2) was studied by depicting the 
temporal profiles of volume average velocity of the melt 
exposed to magnetic fields scaled with volume average 
velocity at fully developed buoyancy.  

 

In all studied cases, the system requires a characteristic 
time to become hydro-dynamically developed. Inde-
pendent of the type of imposed magnetic field, i.e. the 
intensity and direction of generated FL in the melt, after 
initial speed-up time, little evolution in established 
velocity profile is noticeable thereafter. If we compare 
the results of cases 1 and 3, velocity profile develop-
ment proceeds more rapidly for the magnetic driven 
flows with horizontal directed FL of AMF in comparison 
to flows exposed to forces generated by downward 1f 
TMF (Figure 9). The same is valid for the comparison 
between the predominantly vertically directed Lorentz 
forces from CMF and upwards directed FL from 1f 
(shown elsewhere) and 2f TMFs. The stronger the FL, 
the longer the initial adjustment time.  
 

model 1 2 3 4 5 
ReMF/Rebuoy 1.09 2.24 1.06 1.21 1.76 
RaMF/Rabuoy 1.0005 1 0.999 0.999 1 
Pr 0.17 0.17 0.17 0.17 0.17 

Table 2: Characteristic non-dimensional numbers used in this 
study. 

 
Finally, it can be summarized that the use of tailor-made 
volume force distribution can be beneficial for removal 
of diffusion boundary layer, for mass transport of 

impurities from the crucible walls directly towards melt 
free interface or on contrary for better complete mixing 
of the melt. The choice of the most appropriate magnetic 
field proves to be different in each specific case de-
pending on the system and pure buoyancy con-
figurations.   

 
 
Figure 7: Snapshots of the velocity streamlines in middle horizontal (upper row) and middle vertical (lower row) cross sections 

of the melt driven by a) 1f TMF down (case 1, Table 1), b) AMF generated by side heaters (case 3, Table 1), and c) 
pure buoyancy. 

 

 
Figure 8: Snapshots of the velocity streamlines along (x,y)-plane at different heights of the melt stirred by CMF (case 5, 

Table 1). 
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melt driven by downwards TMF (case 1, Table 1) 
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Figure 10: Time history of volume averaged velocity 

components (u,v,w) in a melt driven by CMF (case 
5, Table 1). 

CONCLUSIONS 

Our simulations confirmed the inevitable role of 3D 
CFD simulations for understanding and further 
optimization of directional solidification processes of 
mc-Si. It has been shown that different sophisticated 
volume force distributions in addition to well estab-
lished single-frequency TMFs can be achieved, such as 
double-frequency TMFs, AMFs or CMFs. Favorable 
flow distributions for enhanced process purity can be 
selected by using one of such or combined magnetic 
fields. The optimal FL distribution represents an intrinsic 
property of each set-up, i.e. its size, design and selected 
process parameters. 
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ABSTRACT
In the present paper a Large Eddy Simulation approach is presented
for Eulerian-Eulerian polydisperse two-phase flows. It is based on
a moments model, considering the size dependency of particle mo-
tion and phase interaction forces by transporting the moments of the
particle size distribution with their individual moment transport ve-
locities. The filtered gas phase equations were closed using standard
subgrid-scale models. Filtering of the dispersed phase equations
was carried out using a rather phenomenological approach result-
ing in a closed set of dispersed phase equations as well as moments
model equations. The overall computational cost for the polydis-
perse LES is only about twice those of the single-phase one, which
is very favorable. Comparison of the numerical results with the ex-
perimental data of Sommerfeld and Qiu (1991) shows that complex
two-phase flows can be predicted accurately.

Keywords: Polydisperse flows, LES, Euler/Euler, Moments
Model .

NOMENCLATURE

Greek Symbols
ρ Density, [kg/m3]
µ Dynamic viscosity, [kg/ms]
ν Kinematic viscosity, [m2/s]
τττ Stress tensor, [N/m2]
τττ t Turbulent stress tensor, [N/m2]

Latin Symbols
g Gravitational acceleration, [m/s2]
p Pressure, [Pa]
u Velocity, [m/s]
D Particle diameter, [m]

Sub/superscripts
c Continuous phase
d Dispersed phase

INTRODUCTION

Simulation of complex multi-phase flows as they occur e.g.
in liquid fueled burners, fluidized beds or oil and metallurgy
industry requires advanced methods and models describing
phase dynamics and phase interaction. The computational
effort of an Euler/Lagrange simulation increases strongly
with the large number of particles necessary for representing

industrial-scale systems. In addition, difficulties concerning
stability and parallelisation have recently motivated the de-
velopment of Euler/Euler methods. Eulerian-Eulerian simu-
lation of polydisperse flows in the LES context is a very com-
plex topic and not many successful applications have been re-
ported until now in the literature. In the last few years, how-
ever, an increasing research activity can be observed. Pandya
and Mashayek (2002) derived a set of dispersed phase equa-
tions in LES context. In Riber et al. (2006) a LES model is
formally derived for the dispersed phase from the Williams
spray equation using the concept of “random uncorrelated
motion”, in order to take into account the deviation of the
individual particle velocities from the mean velocity of the
particle cloud, even though this approach is not strictly poly-
disperse in terms of diameter space. Chan et al. (2010) com-
bined DQMOM and LES for the simulation of exhaust parti-
cle formation in the wake of ground vehicles.

Carneiro et al. (2008, 2009) proposed a moments model to
describe polydisperse multi-phase flows based on the trans-
port of moments of the particle size distribution function (in
the following denoted as “Moments Model”). The size de-
pendency of the particle velocities is captured by transport-
ing the moments with individual moment transport velocities
(Carneiro et al., 2010). The phase interaction forces, for-
mally obtained by integration over the diameter spectrum,
can be expressed using the moments. Unknown moments,
needed for the closure of the exchange terms, can be calcu-
lated assuming a functional form of the particle size distri-
bution function. 2D simulations using RANS have shown
that polydisperse effects in bubbly flows and spray configu-
rations can be captured well. The present paper focuses on
the combination of this model with LES to be able to sim-
ulate complex flows more accurately, especially in terms of
the gas phase fluid dynamics. A proper derivation of LES
equations for the Moments Model equations is neither from
a physical point of view nor from a mathematical point of
view straight forward, since two averaging procedures ap-
plies, the size-weighting of the Moments Model and the fil-
tering of the LES, respectively. Therefore, the present paper
proposes a rather simple idea for obtaining filtered two-phase
LES equations. Results show, however, that most of the fea-
tures of the considered experimental configuration can be
successfully reproduced. A detailed description of the Mo-
ments Model used in this work to capture polydispersity in
particle-laden flows can be found elsewhere (Carneiro et al.,
2009, 2010). Therefore only a brief overview of the basic
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model equations is given in the next section, followed by
the LES-filtering procedure and related assumptions made.
Some comments on the implementation in the open source
CFD library OpenFOAM are given afterwards. The model is
then validated against the experimental data of Sommerfeld
and Qiu (1991).

MODEL DESCRIPTION

Moments Model

The Moments Model describes the dispersed phase dynamics
through integral properties of the population of particles, pro-
viding closure for the phase interaction forces such as drag,
lift, etc. It uses a presumed functional form to represent the
particle size distribution. By transporting the moments of
number density distribution function f (D) with their indi-
vidual moment transport velocities, it is possible to capture
the effect of particle size on particle phase dynamics. The
moment of k-th order is defined as

M(k) ≡
∫

∞

0
Dk f (D)dD , (1)

where the following physical interpretation can be associated
to the lower order moments:

M(0): total number of particles (per unit volume)
M(1): sum of particle diameters (per unit volume)

πM(2): total surface area of particles (per unit volume)
π

6 M(3): total volume of particles (per unit volume)
or the local volume fraction of the particles

The volume fraction α is related to the number density
distribution function through α =

∫
∞

0 f (D)πD3

6 dD. Trans-
port equations for the moments and their transport veloci-
ties can be derived by integrating the Eulerian particle equa-
tions (Multi-Fluid model) over the diameter spectrum. The
moment transport equations read (without mass transfer be-
tween phases and assuming the dispersed phase density to be
constant)

∂M(k)

∂ t
+∇ ·

(
M(k)u(k)

)
= 0 . (2)

The moment transport velocities u(k) are defined as

u(k) ≡ 1
M(k)

∫
∞

0
u(D)Dk f (D)dD , (3)

where it is assumed that particles with the same diameter
Di have the same velocity u(Di). In principle equations
for the moment flux of the k-th moment (in case of M(3)

the momentum) can be solved for the determination of the
u(k) (e.g. in Beck and Watkins, 2003). However, this would
be opposed to the idea of creating a computationally cost-
efficient model for polydisperse flows, especially in the LES
context. Therefore only the transport equation for the flux
of the third moment M(3)u(k) is solved for. To calculate
the unknown moment transport velocities, e.g. u(1) or u(2),
Carneiro et al. (2010) derived an integrated version of the
relaxation approach of Bollweg et al. (2007), which deter-
mines minor particle size velocities from a linear interpo-
lation between a reference particle velocity - here the mass
averaged particle phase velocity u(3) - and the gas phase ve-
locity. This approach used the idea of the “Equilibrium Eu-
lerian Method” originally introduced by Ferry and Balachan-
dar (2001, 2002). With help of the integral relaxation times

τ(k) the integral form can be written as

u(k) ≈ uc +
τ(k)

τ(3)

(
u(3)−uc

)
. (4)

Thus, u(k) is approximately determined with knowledge of
the gas phase velocity uc, u(3) and the relaxation times. The
τ(k) are related to the moments by

τ
(k)

∝
M(k+2)

M(k) . (5)

With the introduction of the relaxation approach, a closure
problem arises determining the moment M(k+2). This can be
solved, if the functional form of the distribution is assumed,
for example, the Gamma or Beta distribution as it is shown
later on in detail.
Integration of the momentum equation over the diameter
spectrum gives

∂

(
M(k)u(k)

)
∂ t

+∇ ·
(

M(k)u(k)u(k)
)

=
1

ρd

[
−M(k)

∇p+∇ ·
(

M(k)
τττd

)
−

∞∫
0

Dk−3MPIF dD

]
+M(k)g (6)

including the assumption1 that
∫

∞

0 u(D)u(D)Dk f (D)dD =
M(k)u(k)u(k) and where

∫
∞

0 Dk−3MPIF dD is the integral phase
interaction force, in general including drag, lift, etc. MPIF
represents the common (volumetric) formulation of the dif-
ferent phase interaction forces. The factor Dk−3 transforms
this volumetric formulation of the forces into differently av-
eraged expressions e.g. in terms of the particle surface, diam-
eter, etc. In the present paper only drag was considered, i.e.:
MPIF = MDrag. It is shown that the term for Stokes drag can
be closed analytically (see Carneiro et al., 2009), which reads
for k=3 (momentum conservation)

∫
∞

0 MDrag dD and contains
M(1) and u(1). The exact integral formulation of the Schiller-
Naumann correction term, as proposed by Schiller and Nau-
mann, reads2

∫
∞

0
MDrag, S&N-ext. dD

= 18
µc

ν0.687
c

0.15
∫

∞

0
(u(D)−uc)

· |u(D)−uc|0.687D1.687 f (D)dD . (7)

The analytical closure of this extension in terms of mo-
ments and their transport velocities is not obvious. There-
fore an approximation was used to obtain the present results,
which can be derived by setting u(D) = u(1) in the term

1If u(D) is decomposed into a mean particle velocity and a component
u′(D), which represents the deviation of the individual particle velocity to
the mean velocity of the particle cloud, the term

∫
∞

0 u′(D)u′(D)Dk f (D)dD,
generated by the integration, is unknown and is neglected here.

2In the simulations of the Sommerfeld and Qiu configuration performed
in this study, particle Reynolds numbers up to the order of 10 are expected
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|u(D)−uc|0.687:

∫
∞

0
MDragdD = 18µc

[
M(1)

(
u(1)−uc

)
︸ ︷︷ ︸

analytically (Stokes)

+0.15

(
|u(1)−uc|

νc

)0.687

M(1.687)
(

u(1.687)−uc

)
︸ ︷︷ ︸

approximated (Schiller and Naumann)

]
. (8)

The use of u(D) = u(1) approximating u(D), is in line with
the analytical expression for Stokes drag. The influence of
replacing it by u(D) = u(2) or u(D) = u(3) has not been in-
vestigated so far. Finally u(1.687) is given by:

u(1.687) = uc +
M(3.687)M(3)

M(1.687)M(5)

(
u(3)−uc

)
. (9)

Extension to LES

Filtering of the gas phase equations can be carried out as
usual. The smallest structures of the gas flow are expected
to be smaller than the cell width. Compared to single phase
equations the gas phase equations of the two-phase system
contain the volume fraction as an additional multiplicator e.g.
in the time and convective term. It is defined as such that it
represents a cell-averaged property. Therefore it does not
correlate with the density or the velocity, which means that a
filtered product of the volume fraction and another variable
is equal to the product of the filtered variables: αcφ = αc φ .
It is implicitely assumed that the LES filter width is approxi-
mately equal to the cell width.
Considering the particle phase equations we have two aver-
aging operations, the integration over the diameter spectrum
and the LES filtering. Here the sequence of their application
is an important issue. First, the integration over the diame-
ter spectrum has been applied as shown in the section before,
since we want to derive equations for new variables, inde-
pendent of the numerical CFD method applied afterwards to
solve these equations. Second the LES filtering will be ap-
plied as preparation for the numerical tool as shown below.
The strict mathematical filtering of the disperse phase equa-
tions would yield to terms containing high order correla-
tions whose appropriate closure is still an open question.
Therefore a rather phenomenological approach is used here.
The integration over the diameter spectrum, as done for the
derivation of the moments model equations, can be already
seen as a kind of cell average, since we integrate automati-
cally over all particles present in the cell. Therefore the mo-
ments are cell-averaged properties as well, which leads to the
assumption that a decomposition into a mean and a deviation
part is dispensable, again using a LES filter width equal to
the cell width. It follows that M(k)φ = M(k) φ .
Making similar considerations for the moment transport ve-
locities u(k), it can be stated that they represent cell-averaged
property as well, however, implying to additional ascpects.
First, arguing for constant values of u(k) over the cell, it has
to be considered, that u(D) in the Moments Model does not
allow multiple velocities for particles with the same diame-
ter. This characteristic of the Moments Model reduces the
problem by one “dimension”. Second, the decomposition of
the particle velocities into a mean part, representing the par-
ticle cloud velocity, and deviation part, representing the devi-
ation of the individual particle velocity from the cloud veloc-

ity, has been already carried out in the derivation of the Mo-
ments Model equations. The term

∫
∞

0 u′(D)u′(D)Dk f (D)dD,
which was neglected in the integration procedure (see foot-
note 1), is sometimes denoted as pseudo turbulence (Pros-
peretti and Tryggvason, 2007). In this light, the moment
transport equations can be seen as cell-averaged properties
already including the “particle turbulence”. Therefore the
“turbulence” term, usually occurring after filtering3, has al-
ready been dealt with. Summarising, it follows that

M(k)u(k)φ = M(k) u(k) φ . (10)

Considering the above conclusions, the application of the
LES filtering to the moment flux transport equation, gives4:

∂

(
M(k)u(k)

)
∂ t

+∇ ·
(

M(k)u(k)u(k)
)

=−M(k) ∇p
ρd

+
1

ρd
∇ ·
(

M(k)
τττd

)
− 1

ρd

∞∫
0

Dk−3MDrag dD+M(k)g . (11)

The filtering of the gas phase equations can be carried out in
the common manner, using standard eddy viscosity models
for the sgs-stresses. The only term which needs additional
attention is the phase interaction term. Considering first only
Stokes drag, it can be filtered straight forward, since it de-
pends linearly on the moment transport velocity u(1) and uc.
Filtering gives the corresponding counterpart of the filtered
variables. The filtered momentum equation of the gas phase
reads

∂ (αcuc)
∂ t

+∇ · (αcucuc)

=−αc
∇p
ρc

+
1
ρc

∇ ·
(
αc
(
τττc + τττ t

c
))

+
1
ρc

∞∫
0

MDrag dD+αcg . (12)

The conclusion that no additional terms arise due to the filter-
ing, however, does not necessarily mean, that the dispersed
phase flow field is fully resolved, since assumptions made
earlier in the derivation of the Moments Model. The question
arises, however, where the interaction between sgs-structures
of the gas phase and the droplets is considered. This part of
the drag that is generated by the interaction of the turbulent
gas phase fluctuations and the particles is called “turbulent
dispersion”. Subfilter-scale structures of the dispersed phase
arising due to the gas phase sgs-vortices are of the same order
as the gas phase fluctuations in case of Stokes particles. Since
gas phase fluctuations are modelled with the eddy viscosity
model, dispersed phase fluctuations should be captured by in-
troducing a turbulent dispersion term into the dispersed phase
moment flux equations. However, as shown before, neither
the integration nor the filtering of the drag term does produce

3Filtering of standard Two-Fluid model equations, considering the de-
composition of the particle velocity, yields to an unknown term, namely the
dispersed phase velocity fluctuation correlation term. Its closure is mostly
done in literature by using a combined Smagorinsky-Yoshizawa eddy vis-
cosity model for the shear stresses.

4The filtering bars for the integral values αc, αd , M(k) and u(k) are omit-
ted in the following for simplicity.
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new terms. The question is if turbulent dispersion for Stokes
particles is fully described by considering only the mean rela-
tive velocity between gas and particles. To give a final answer
is not aim of the present explanation. For high-Reynolds par-
ticles the present filtering procedure does not yield further
term as well. Unfiltered variables can be replaced by filtered
variables. In this case, however, assumptions have been made
in the integration of the high-Reynolds drag term. This ana-
lytical unclosed term can be seen as predestinated candidate
containing the effect of turbulent dispersion.

Validity of Moment Sets

In general, the reconstruction of a distribution function from
a finite set of moments is only possible, if the moment set
satisfies the conditions given by the Hankel-Hadamard deter-
minants (see Shohat and Tamarkin, 1963). For each moment
set, the corresponding determinants, given by the following
condition, must be satisfied.

∆k,l =

∣∣∣∣∣∣∣∣∣
M(k) M(k+1) · · · M(k+l)

M(k+1) M(k+2) · · · M(k+l+1)

...
...

. . .
...

M(k+l) M(k+l+1) · · · M(k+2l)

∣∣∣∣∣∣∣∣∣≥ 0 (13)

with k = 0,1,2, ...,2l +1. To be able to reconstruct the Beta
distribution (with Dmin = 0), four consecutive moments must
be known, which were chosen to be M(0)−M(3). The set
should include the third moment to ensure mass conserva-
tion. With this choice we have k = kmin = 0, l = 1 resulting
in the following two conditions:

M(2)M(0)− (M(1))2 ≥ 0, (14)

M(3)M(1)− (M(2))2 ≥ 0, (15)

which are the Hankel-Hadamard determinant ∆01 and ∆11,
respectively. These conditions are independent on the choice
of the functional form of the distribution. They constitute a
sufficient condition that a function exists for the given mo-
ment combination. However, with a specific choice of the
functional form of the distribution function, further condi-
tions arise due to the characteristics of the underlying math-
ematical function and the reconstruction algorithm. In the
case of the Beta distribution

f (D) =
C0

B(p,q)
Dp−1 (Dmax−D)q−1

Dp+q−1
max

, (16)

with B(p,q) being the Beta function, the moments can be
calculated using

M(k) = C0Dk
max

B(p+ k,q)
B(p,q)

. (17)

The parameters C0, Dmax, p and q can be determined using
the first four moments by

Dmax =
2(M(1))2M(3)−M(1)M(2)2−M(0)M(2)M(3)

M(1)2M(2)−2M(0)M(2)2 +M(0)M(1)M(3)
, (18)

p =
M(1)(DmaxM(1)−M(2))

Dmax(M(0)M(2)−M(1)2)
, (19)

q =
(DmaxM(0)−M(1))(DmaxM(1)−M(2))

Dmax(M(0)M(2)−M(1)2)
, (20)

C0 = M(0) . (21)

In practical simulations, it is extremely difficult to guaran-
tee the validity of moment sets throughout the whole com-
putational domain and time, even if the initial and boundary
moment sets fulfil these conditions (see e.g. Watkins, 2005;
Petitti et al., 2010). For unsteady, turbulent LES simulations
a bounding procedure ensuring valid moment sets for every
cell at every time is a crucial requirement for a stable simu-
lation. For the practical implementation, conditions must be
derived to be able to limit the moments in such a way that the
conditions are surely fulfilled with a minimal change in the
moment values. It is shown in the following how a reason-
able procedure can be achieved.
First of all, the moments have to be positive due to their spe-
cial physical meaning in the context of a particle size distri-
bution function. Starting with the parameters p and q, it is of
practical advantage to restrict both parameters to be positive
due to the characteristics of the Gamma function. This leads
in combination with the positive Hankel-Hadamard determi-
nant ∆01, which occurs in the denominator of both parame-
ters, and the obvious condition that Dmax > 0 to the following
restriction due to the enumerator of p:

DmaxM(0)−M(1) ≥ 0⇔ Dmax ≥ D10 , (22)

which directly leads to the second condition resulting from
the enumerator of the parameter q:

DmaxM(1)−M(2) ≥ 0⇔ Dmax ≥ D21 . (23)

The second condition is a non-functional relation between
the moments M(1) and M(2), which would give problems in
terms of finding a bounding rule for one moment depen-
dent on the other. Fortunately, it can be shown that these
two conditions are automatically fulfilled by the convexity
condition (also frequently called “Schwarz’s Inequalities”),
M(k)M(k−2) −M(k−1)2 ≥ 0, which implies: Dmax ≥ . . . ≥
D21 ≥ D10. Furthermore, the convexity condition is already
included in the Hankel-Hadamard determinants. Therefore
the further discussion of these two conditions is reduced to
their visual representation as shown in Fig. 1. Forcing both
enumerator and denominator of the Dmax term, as formulated
in the Eqn.18, to be positive yields the following restrictions:

M(1)
∆11 ≥M(3)

∆01 (24)

M(2) ≥−M(0)M(3)

2M(1) +

√
M(0)2M(3)2

4M(1)2 +2M(1)M(3) . (25)

and
M(0)

∆11 ≥M(2)
∆01 (26)

M(2) ≥ M(1)2

4M(0) +

√
M(1)4

16M(0)2 +
M(1)M(3)

2
(27)

Both equations can be recast to have M(2) as a function of the
other moments, which is part of the chosen bounding proce-
dure, where M(1) and M(2) are modified - if necessary - and
holding M(0) and M(3) constant since they represent total par-
ticle number and volume. Both properties are conservative
in non-evaporating sprays without coalescence and break-up.
To be able to determine the final range of valid M(1)−M(2)

combinations for given M(0) and M(3), it is helpful to plot
all constraints in a M(1) over M(2) graph. The map shown in
Fig. 1 is normalised with the coordinates of the critical point

4



Large Eddy Simulation of particle-laden swirling flow with a presumed function method of moments/ CFD11-92

(M(1)
max,M

(2)
max). It marks the maximum valid values of M(1)

and M(1) for given M(0) and M(3). It is characterised as in-
tersection of several conditions, from which it can be derived
that.

M(1)
max =

3
√

M(0)2M(3) M(2)
max =

3
√

M(0)M(3)2 . (28)

In Fig. 1 it is obvious that the conditions 22 and 23 are im-

Figure 1: Resulting zone for valid M(1)-M(2) combinations
(grey zone) for given M(0) and M(3). The lines show each
condition’s individual border between valid and invalid mo-
ment combination.

plicitely fullfilled in stricter constraints, as mentioned before.
As resulting bounding algorithm the following procedure has
been proven to be a practical solution (concerning code sta-
bility and validity of moment sets). First M(1) is bounded due
to the maximal valid value and afterwards M(2) due to either
the condition for Dmax (Eqn. 27) or ∆11. However, the pa-
rameters p and q as well as Dmax can still become very large,
which results in abnormal distribution shapes. This can be
avoided with additional constraints, which are e.g. demon-
strated by Watkins (2005).

IMPLEMENTATION IN OPENFOAM

In line with the work of Rusche (2002), phase-intensive ver-
sions of the moment, moment flux and gas phase momentum
transport equations were derived. This was done by factor-
ing out the time and convective term on the left hand side and
including the moment conservation equation:

∂u(k)

∂ t
+u(k)

∇ ·u(k)

=−∇p
ρd

+
∇ ·
(

M(k)τττd

)
ρdM(k)

− 1
ρdM(k)

∞∫
0

Dk−3MDrag dD+g (29)

as well as for the gas phase momentum equation (including
the gas phase continuity equation):

∂uc

∂ t
+uc∇ ·uc

=−∇p
ρc

+
∇ ·
(
αc
(
τττc + τττ t

c
))

ρcαc

+
1

ρcαc

∞∫
0

MDrag dD+g . (30)

The OpenFOAM solver twoPhaseEulerFoam can be
used as basis since it provides the framework for an Eulerian-
Eulerian two-phase solver. OpenFOAM is a modular built
open-source code for various CFD applications and it is a
convenient tool for the implementation and testing of new
submodels or solvers. Carneiro et al. (2008) presented the
implementation of the Moments Model in the context of the
twoPhaseEulerFoam. In the current work the turbulence
modelling has been extended from the standard k-ε model to
LES closure (indeed any available eddy viscosity model can
be used similar to the way as in the incompressible single
phase solver pisoFoam).
The structure of the twoPhaseEulerFoam requires pres-
sure terms for both phases (since it solves for a pressure
equation due to the pressure-velocity coupling). Therefore
the pressure gradient in the dispersed phase equation re-
mains and the pressure is set equal to the gas phase pres-
sure. It is difficult, however, to justify the continuum as-
sumption for a droplet-phase representing a dilute dispersion
without particle-particle interaction. Dispersed phase pres-
sure and shear-stresses become from the physical point of
view meaningless. Therefore, the dispersed phase “molecu-
lar viscosity” is set to a value orders of magnitude lower than
the corresponding gas phase value, νp << νg. The shear
stress term can be consequently neglected entirely (Crowe
et al., 1998) with the same effect, which is done in the cur-
rent approach. Only the pressure term remains due to stabil-
ity reasons (avoiding shock-like velocity gradients and very
high droplet number gradients) and due to the structure of
the pressure-based solver twoPhaseEulerFoam as men-
tioned before.
The implementation of the moment transport equations can
be found elsewhere (Carneiro et al., 2008). For the recon-
struction algorithm as well as for the calculation of the un-
known moments of higher order, algebraic equation have to
be solved. The bounding of the moments is done as outlined
before.

RESULTS

Test Case Description

Sommerfeld and Qiu (1991) investigated a swirling, particle-
laden flow configuration to provide experimental data as ba-
sis for validating two-phase solvers and models. The setup
consists of two coaxial inlet pipes and a cylindrical main
chamber. The central inlet pipe contains the particle-air mix-
ture, the surrounding coaxial annulus provides a swirled,
pure air stream, which is, in combination with the area expan-
sion between inlet pipes and the main chamber, responsible
for the vortex breakdown and the formation of a central recir-
culation zone. The air of the central jet will flow radially out-
wards when approaching the stagnation point, which forms
due to the opposite flow direction between central jet and
the recirculating air. The particles (mainly the bigger ones),
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however, are not able to follow the swirling air and penetrate
the recirculation zone as deep as their inertia allows. This
phenomenon is clearly dependent on the particles diameter.
Since particle Reynolds numbers numerically determined by
Oefelein (2006) for the same configuration and similar flow
conditions are clearly different comparing the mean diame-
ter of 45µm and larger diameters (particles with 60µm are
shown), differences between monodisperse and polydisperse
simulation results are expected, especially affecting the par-
ticle mass flux. The geometrical dimensions including the
locations of the measurement planes are shown in Fig. 2
as well as the experimental particle size distribution and its
mathematical approximation using a Beta distribution in Fig.
3. The inlet values for mass fluxes, mean particle sizes and
moments of the size distribution are given in Table 1. Glass
beads were used as particles.

Table 1: Inlet conditions of the particle phase
D10 45.5 µm M(0) =2.18266·108 m−3

ρp 2500kgm−3 M(1) =1.00612·104 m−2

ṁp 0.34gs−1 M(2) =5.25831·10−1 m−1

Loading 0.034 M(3) =3.05577·10−5

Dmin-Dmax 20-80 µm α =1.60000·10−5

Numerical Setup

The computational mesh contains only 933,000 hexahedral
cells, which is rather low number for such a configuration
concerning resolution requirements for LES. Most of the
cells, however, by applying a complex mesh structure, are
placed in the region of the vortex break-up and the recircula-
tion zone and only rather few cells cover the domain towards
the outlet. The boundary layers at the walls are not resolved.
With this approach, the computational costs could be kept
low as shown below. The CFL number has to be below 1 to
ensure stable simulation. The WALE model is used to model
the sgs-viscosity. This model has been chosen due to its su-
perior performance for wall bounded flows without explicitly
solving for the boundary layer. The axial and azimuthal ve-
locity profiles at the coflow inlets are considered, but without
imposing turbulent fluctuations to the mean flow. This is not
expected to influence results significantly, since the flow field
is mainly determined by the shear layers between the inlet
jets and the area expansion, respectively. The discretisation
is limited due to the available schemes in OpenFOAM to low
order in time (backward, second order implicit) and space
(second order). Moments equations are discretised using the
second order limitedLinear scheme.

Figure 2: Geometrical dimensions of the experiment of Som-
merfeld and Qiu and measurement planes

Figure 3: Inlet size distribution of particles (experimental and
approximation with Beta distribution)

Figure 4: Numerical mesh created with ANSYS ICEM CFD

Computational Costs

A comparison of the computational costs for single-phase,
monodisperse and polydisperse two-phase simulations is
shown in Table 2. The presented data are taken from sim-

Table 2: Comparison of computational costs

sec/iter on 24 proc.
single-phase LES 1.37
monodisperse two-phase LES 2.07 (+50%)
polydisperse two-phase LES 3.24 (+136% / +56%)

ulations computed on 3 dual socket quad core Nehalem units
with Infiniband connection. The additional computing time
compared to the single-phase LES is 50% for the monodis-
perse and 136% for the polydisperse two-phase case. Com-
paring both two-phase solvers, the amount of computing
time for the Moments Model including moment transport,
reconstruction and bounding is about 56% in addition to the
monodisperse solver. The additional computing time asso-
ciated with the polydisperse solver is expected to be worth
especially in configurations with higher level of polydisper-
sity or evaporating flows as discussed briefly later on in the
results section.

Results

Both, monodisperse and polydisperse simulations have been
carried out. The monodisperse results are obtained using the
experimentally given mean number diameter of 45µm, the
polydisperse results imposing the moment values on the in-
let as listed in Table 1. All other settings were the same.
The mean and RMS values shown are time averaged over 1s
physical time for both cases. Fig. 5 shows a snapshot of the
gas velocity, where the vortex breakdown and the inner re-
circulation zone are clearly visible. Comparison of the mean
velocity profiles and RMS values for the three velocity com-

6
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Figure 5: Instantaneous (top) and mean (bottom) contours of
gas phase velocity magnitude (m/s)

ponents shows a very good overall agreement with the exper-
imental data (Figures 6 and 7 as well as Figures 10 and 11
shown in the appendix). The upper part of each figure shows
the gas phase velocity, the lower part the volume-weighted
particle velocities. The difference between monodisperse
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the region where particles enter the recirculation zone, offers
a different behaviour of monodisperse compared to polydis-
perse results (see Fig. 6). This is due to the inertia of the par-
ticles which plays a significant role in this area, since bigger
particles tend to penetrate further in the recirculation zone. In
the monodisperse results, the stagnation point is far more up-
stream than in the results predicted by the Moments Model.
This effect can be seen also in the particle mass flux, which
is shown in Fig. 8, indicating that the monodisperse sim-
ulation can not predict the correct behaviour. In case of a
configuration with droplet evaporation and combustion, this
could have significant impact on the combustion due to cor-
responding differences in fuel vapor concentrations in this
area, where a flame would stabilise. In the polydisperse re-
sults, however, it can be seen that the particle velocity and the
mass flow are slightly overpredicted. A reason can be seen
in the assumptions made for the drag term closure - further
models will be tested in the future.
The mean diameters, given by ratios of the moments, obey
the formula Dab =

(
M(a)/M(b)

)1/a−b. The snapshot of the num-
ber mean diameter D10 (Fig. 9) shows a correct qualitative
behaviour in some aspects. Small droplets, for example, es-
caping the central jet in radial direction, are characterised by
a low D10 since the ratio of diameter sum to particle number
decreases with smaller droplets. The strong decrease down-
wards within the central jet, however, is opposite to the ex-
pections and the experimental results. Analysing the local

Figure 9: Instantaneous (top) and mean (bottom) contours of
D10 (m)

particle size distributions shows, that the parameters of the
Beta distribution often reach values, which give unphysical

7
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distribution shapes, e.g. distributions with particle numbers
approaching infinity when diameters come close to zero or
Dmax. This is clearly unphysical. A detailed study of the re-
lation between the bounding algorithm in combination with
appropriate parameter ranges have to be done to solve this
shortcoming of the current state of the Moments Model LES
solver. Nevertheless, results for velocity and mass-flux pro-
files indicate that moments and overall exchange terms with
the gas phase are correctly predicted.

CONCLUSION

A polydisperse two-phase LES model has been proposed and
was applied to a particle-laden, swirling flow configuration.
A model, based on the transport of moments of the parti-
cle size distribution to consider the size dependency (poly-
dispersity) of particle motion and forces, has been trans-
fered to LES context. The integral moment and moment
flux transport equations, describing the dispersed phase, re-
main closed after the applied LES filtering due to the char-
acteristics of the transported variables. Filtering has been
applied to the gas phase equations in the established way
using a common sgs model for closure. The drag force
term is closed after filtering. The extension of the Open-
FOAM solver twoPhaseEulerFoam to LES turbulence
modelling has been shown to work in combination with the
moments model used.
Numerical results for the test case of Sommerfeld and Qiu
(1991) demonstrate the capability of the presented approach
to predict complex, particle-laden turbulent flows accurately.
The flow field is captured very well in general by both
the monodisperse and polydisperse model, since the parti-
cles used in the experiment behave mostly like Stokes parti-
cles. Significant differences between the monodisperse and
polydisperse results, however, can be observed at the parti-
cle mass flow rate into the recirculating gas phase. There,
the polydisperse results are much closer to the experimen-
tal findings than the monodisperse counterpart. The increase
in computational costs for the polydisperse simulation com-
pared to a single-phase LES is only about a factor of two,
which is quite attractive for computational expensive indus-
trial configurations.
Further work has to be done on the correct prediction of the
mean diameters and particle size distributions. Future im-
provements could include a more accurate closures for the
Moments Model, especially for the drag closure and the dis-
persed phase velocity correlation term, as well as a more
strict filtering procedure of the dispersed phase equations.
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APPENDIX A

For completeness, the radial and azimuthal mean velocity
component and RMS values of the gas phase and the particles
are shown in the following figures. Symbols represent the
experimental data, dashed lines indicate the monodisperse
results using a number mean diameter of 45,5µm, polydis-
perse results are shown by the solid lines. The upper part of
each figure shows the gas phase velocity, the lower part the
volume-weighted particle velocities. Noticeable is the good
agreement of the RMS values, especially when considering
the fact that neither terms for particle turbulence nor for tur-
bulent dispersion have been considered in the simulations.
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ABSTRACT
In this work a free-energy binary liquid lattice Boltzmann scheme is
used to simulate Taylor/Bretherton flow in a micro-channel where
elongated gas bubbles move through a liquid with thin liquid films
between the bubbles and the channel walls. The main focus of our
work is a feasibility study of the binary-liquid model lattice Boltz-
mann model to simulate the Bretherton/Taylor phenomena. The
numerical scheme has a diffuse interface, and we thoroughly as-
sess resolution requirements for correctly resolving the liquid film
and bubble motion. The simulations are two-dimensional and three-
dimensional and span a capillary number range of 0.03 to 0.8 (for
2D) and range of 0.1 to 1.0 where the capillary number is based on
the liquid’s viscosity, the velocity of the bubble’s interface, and the
interfacial tension. The flow is driven by a body force, and periodic
boundary conditions are applied in the streamwise direction. We
obtain grid independent results as long as the liquid film thickness
is at least two times the width of the diffuse interface. The results
show that the lattice Boltzmann free energy binary liquid model can
be used to simulate the Bretherton problem with good accuracy.

Keywords: CFD, Multiphase Flows, Lattice Boltzmann Method,
Microchannel flow, Bretherton problem, Binary liquid, Free energy
method.

NOMENCLATURE

Greek Symbols
ρ Uniform density, [kg/m3]
µ LBM chemical potential, [lbu]
ν LBM dynamic viscosity, [lbu]
τ LBM relaxation parameter, [lbu]
γ LBM intefacial tension, [lbu]
ξ LBM characteristic length for the interface thickness,

[nodes].

Latin Symbols
dP
dx LBM pressure gradient, [lbu]
k LBM intefacial tension coefficient, [lbu]
A LBM free energy model parameter, [lbu]
Ububble Bubble interface velocity magnitude, [m/s].

Sub/superscripts
liq Liquid
gas Gas
i Index related to the lattice direction
α,β Index related to the coordinate x, y or z direction

INTRODUCTION

The Taylor/Bretherton (Bretherton, 1960) flow deals with
long gas bubbles moving through liquid in narrow channels.
Depending on the geometry it was found that the deposited
film thickness is a complicated function of the capillary num-
ber Ca, Eq. (1). For example, the deposited film thickness is
proportional to Ca2/3 in the range of small capillary numbers
for circular channels (Bretherton, 1960; Heil, 2001).

The problem of predicting flow patterns and associated mass
transfers for the Bretheron-type flows is of significant inter-
ests for chemical industry as it is widely used in chemical
monolith microreactors (Kreutzer et al., 2005). While it is
possible to calculate the flow analytically for small capillary
numbers (Bretherton, 1960), it’s not possible to extrapolate it
to the wider range of capillary numbers used in the chemical
industry. Thus, the desire of consistent numerical simula-
tions arises.

For what follows we distinguish two- and three-dimensional
cases and give a detailed acount of the literature.

2D case Bretherton made analytical assymptotic analysis
and predicted the Ca2/3 dependency of the film thick-
ness for the circular shaped microchannels in the range
of the small capillary numbers (typically Ca < 0.003),
where capillary number is defined as:

Ca =
µliqUbubble

γ
, (1)

where µliq is the liquid’s kinematic viscosity, Ububble is
the bubble velocity, and γ is the interfacial tension be-
tween gas and liquid. For the case of the continuous
interface models, Ububble is the interface velocity.
Later on, it was realized (Wong et al., 1995a,b) that the
film thickness is proportional to Ca2/3 only in the cer-
tain region behind the front meniscus. Overall, the film
thickness varies over the bubble length for bubbles of
finite or infinite length (Hazel and Heil, 2002). Numer-
ical simulations (Giavedoni and Saita, 1997) and exper-
imental studies (Kreutzer et al., 2005) showed a devia-
tion from the Ca2/3 rule and Reynolds number effects
on the film thickness for capillary numbers larger than
0.003.
To consistently predict a flow pattern for capillaries in
different ranges of the capillary number, simulations
have been conducted. The simulations are typically val-
idated with analytical solutions in the range of the small
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capillary numbers and then extended to more practical
regimes.

There are a number of numerical methods which were
used for the simulation of the Taylor/Bretherton flow.
van Baten and Krishna (2004) studied the mass transfer
and film thickness for rising bubbles in a circular cap-
illary using the finite volume method. Kreutzer et al.
(2005) also used the finite volume method to perform
simulations of a circular capillary for a number of dif-
ferent Reynolds and capillary numbers. Heil (2001)
and Ingham and Ritchie (1992) studied gas finger prop-
agation in a two-dimensional channel for a range of
Reynolds and capillary numbers using the finite element
method. Giavedoni and Saita (1997) performed cross
validation of the finite element solution with previously
published results. The solutions were obtained for cir-
cular and planar cases. Smooth particle hydrodynam-
ics (SPH) is presented by Liu et al. (2007). However
except showing that the SPH is able to reproduce the
gas-liquid interface, there is no thorough study of the
deposited film thickness.

3D case In comparison with the two-dimensional Brether-
ton flow there is a vast number of experimental re-
sults available for the three-dimensional case. For in-
stance, Han and Shikazono (2009) obtained experimen-
tal results for the deposition length dependency on the
capillary number for ethanol/air and water/air mixtures
and for square, circular and triangular shaped mirochan-
nels. Thulasidas et al. (1995) performed a lot of experi-
ments for a buble-train flow in capillaries of circular and
square cross section for horizontal, upward and down-
ward flows. The interested reader is referred to these
works for comprehensive experimental correlations.

The experimental works supported by numerical sim-
ulations reveal interesting phenomena occuring in
three-dimensional geometry cases. It was found
(Hazel and Heil, 2002; Wong et al., 1995a) that for rect-
angular or square shaped capillaries there is a transi-
tion for a certain capillary number, where the bubble
crosssection changes from the non-axisymmetric to ax-
isymmetric case, Fig. 5. From hereon, we limit our-
selves to the case of microchannels with square cross-
sections. Non-axisymmetric case is attributed to the
situation where the axial radius is different from the
diagonal radius and the bubble has the non-circular
shape in the channel crossection. In this case the bub-
ble shape mimics the shape of the square and looks
like a rounded square. The dependence of the diago-
nal and axial radii on the capillary number is shown in
Fig. 1. The transition capillary number (Ĉa) between
non-axisymmetric case and symmetric is indicated in
a number of works as Ĉa = 0.04 (Thulasidas et al.,
1995), Ĉa = 0.1 (Kolb and Cerro, 1993), Ĉa = 0.033
(Hazel and Heil, 2002). If the capillary number is larger
than the critical capillary number, i.e. Ca > Ĉa, then
the bubble becomes axisymmetric with the radius of the
droplet dependant on the capillary number. One ex-
ample for the bubble radii dependence on the capillary
number is in Fig. 1.

Hazel and Heil (2002) also indicated another interest-
ing phenomenon. They indicated the transition capil-
lary number where the streamlines pattern changes from
having a vortex in front of the bubble and not having it

Figure 1: Hazel and Heil (2002) results for the variation of
the deposited liquid for the range of capillary number. One
can see the asymmetry between diagonal (rd) and axial rh
radii for the capillary number Ca ≤ Ĉa = 0.04. Courtesy of
Hazel and Heil (2002).

for larger capilllary numbers, Fig. 7. For the square
channel the critical number is Ca = 0.691.
There are also a number of numerical works for
the three-dimensional case. For instance, Wong et al.
(1995a,b) studied three-dimensional bubbles in polyg-
onal capillaries and calculated bubble shapes for dif-
ferent slug and bubble cross sections and menisci
appearance. Hazel and Heil (2002) performed three-
dimensional simulations for circular shaped, square
and rectangular shaped capillaries. Also, they investi-
gated gravitational effects for circular shaped capillar-
ies. They also found an empirical correlation which
allows one to place different aspect ratio rectangular
channels simulation results on one curve. Liu and Wang
(2008) performed numerical simulations by the VOF
technique for the non-circular shaped capillaries as
square and triangular shaped capillaries. The VOF tech-
nique is the continuous interface method based on a
non-uniform grid. It is of particular interest for us to
compare it with the continuous interface method by the
LBM implementation. They also performed numerical
simulations for the determination of the critical capil-
lary number Ĉa.

Almost all the simulations indicated above for the two-
dimensional and three-dimensional cases are performed with
the help of the finite element method (Ingham and Ritchie,
1992; Heil, 2001; Hazel and Heil, 2002). However, this
method is of limited applicability for problems involving
complex geometries, free interface motion, or for problems
involving coalescence and/or droplet breakup. The continu-
ous interface models are more flexible for this kind of simu-
lations. However, if the interface is smeared out over several
grid nodes, the question of proper film resolution in com-
parison with the interface resolution arises. Therefore, the
goal of this work is to reproduce the numerical results and
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phenomena presented above with the help of the continuous
interface binary liquid free energy lattice Boltzmann model.
We focus on exploring the parameter range of the binary liq-
uid lattice Boltzmann method for correctly resolving the flow
in a range of capillary numbers.

The lattice Boltzmann method (LBM) has emerged as a suc-
cessful method to simulate a wide variety of phenomena
including hydrodynamics (Yu et al., 2003), thermal flows
(Ansumali et al., 2003), microflows (Ansumali et al., 2006),
ferrofluids (Falcucci et al., 2009), and multiphase flows
(Swift et al., 1995; Shan and Chen, 1994). Thanks to its ki-
netic nature, LBM as a particle method easily tackles com-
plex geometries and allows incorporation of physical phe-
nomena on the microscopic level, as in the case of multi-
phase models. Most multiphase lattice Boltzmann models
(Swift et al., 1995; Shan and Chen, 1994) resolve the inter-
face using continuous interface methods where the interface
spans over several grid nodes. Such a representation brings
issues of the film thickness resolution versus interface reso-
lution – the diffuse interface should be dealt with in such a
way as to have a negligible effect on the physics of the film.

The binary liquid free-energy LB model due to Swift et al.
(1995) we used simulates two liquids with the assumption of
uniform overall density. While the classical Bretherton prob-
lem is stated for gas and liquid, which are of significantly dif-
ferent densities and viscosities, it was indicated (Bretherton,
1960) that inertia effects can be neglected. Moreover, the
results of Giavedoni and Saita (1997) and Heil (2001) show
negligible Reynolds number effects on the film thickness for
a relatively wide range of Reynolds numbers. Therefore, a
major governing factor for microchannel flows is not the den-
sity ratio, but the viscosity ratio. The goal of this work is
to do a feasibility study of the LBM binary-liquid model to
simulate and correctly predict flow patterns for the Brether-
ton/Taylor problem. The work results are in good agree-
ment with other simulations (Giavedoni and Saita, 1997;
Heil, 2001; Hazel and Heil, 2002).

One should also acknowledge the works of
Ledesma-Aguilar et al. (2007) on menisci in thin films
for fingering phenomena. Yang et al. (2002) performed
lattice Boltzmann simulations of two-dimensional chan-
nel flows for a relatively large capillary numbers, and
found discrepancies with the classical Bretherton theory,
which is limited to the low capillary number regime
(Giavedoni and Saita, 1997).

The paper is organized as follows. First, we briefly explain
the binary liquid lattice Boltzmann model. Then, the pre-
liminary results for the two-dimensional and for the three-
dimensional case are presented in the results section. The
paper is concluded with a summary of the main findings.

LATTICE BOLTZMANN BINARY LIQUID MODEL

The lattice Boltzmann equation (LBE) operates on a rectan-
gular grid representing the physical domain. It utilizes prob-
ability distribution functions (also known as particle popu-
lations) containing information about macroscopic variables,
such as fluid density and momentum. LBE consists of two
parts: a local collision step, and a propagation step which
transports information from one node to another in certain
directions specified by the discrete velocity set. The LBE is

typically implemented as follows:

f ∗i (xxx, t) = ω f eq
i (xxx, t)− (1−ω) fi(xxx, t)+Fi, collision step

fi(xxx+ ccciii, t +1) = f ∗i (xxx, t), propagation step,
(2)

where fi is the probability distribution function in the direc-
tion ccciii, ω is the relaxation parameter, and Fi is the external
force population.
The binary fluid LB model is based on a free-energy func-
tional (Swift et al., 1995; Landau and Lifshitz, 1987), and
operates with two sets of populations: one to track the pres-
sure and the velocity fields, and another to represent the
phase field φ indicating gas or liquid. The equilibrium popu-
lations (Pooley et al., 2008) are defined as:

f eq
i = wi

(
3p0 − kφ∆φ +

uα ciα
c2

s
+

Qiαβ uα uβ

2c4
s

)
+ kwαβ

i ∂α φ∂β φ , i = 1÷Q−1

f eq
0 = ρ −∑

i6=0
f eq
i

geq
i = wi

(
Γµ +

φciα uiα
c2

s
+φ

Qiαβ uα uβ

2c4
s

)
, i = 1÷Q−1

geq
0 = φ −∑

i6=0
geq

i ,

(3)
where Γ is the mobility parameter; the chemical potential
µ =−Aφ +Aφ 3 −k∆φ ; k is the parameter related to the sur-
face tension; A is the parameter of the free-energy model;
Q is the number of the directions (9 and 19 for the D2Q9
and D3Q19 models, correspondingly); the tensor Qiαβ =

ciα ciβ − c2
s δαβ with the sound speed parameter c2

s = 1/3.
The bulk pressure is expressed as p0 = c2

s ρ +A(−0.5φ 2 +
0.75φ 4). The particular weights and velocity sets for the
D2Q9 and D3Q15 models are indicated in Appendix A.
The set of equations (3) restores the macroscopic fluid equa-
tions as:

∂tρ +∂α ρuα = 0

ρ
(
∂t +uβ ∂β

)
uα =−∂β Pαβ +ν∂β

(
ρ∂α uβ +ρ∂β uα

)
∂tφ +∂α φuα = M∂ 2

ββ µ,
(4)

where ν = c2
s (τ −1/2) is the dynamic viscosity, M = Γ(τφ −

1/2) is the mobility parameter, and τ = 1
ω and τφ are the

relaxation parameters of density and phase fields.
The system allows the separation of the liquid phase with
φ = 1 and a so-called gas phase with φ = −1. The relax-
ation time is taken as linearly dependent on the relaxation
times τgas and τliq: τ = τgas +

φ+1
2 (τliq −τgas). This allows to

change viscosity from the gas viscosity νgas =
1
3

(
τgas − 1

2

)
to the liquid viscosity νliq =

1
3

(
τliq− 1

2

)
while phase changes

accordingly.The surface tension in the framework of the bi-

nary liquid model is
√

8kA
9 .

NUMERICAL BENCHMARK

To be able to properly simulate and compare simulation re-
sults with data published in the literature, one needs to design
a numerical benchmark addressing all the challenges for the
lattice Boltzmann method. That includes the diffuse nature
of the interface which needs to have a negligible effect on
the results. Also, as far as the density is uniform, the bi-
nary liquid model can address only different viscosities of
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gas and liquid. Another challenge is boundary conditions
because one needs to couple inlet and outlet boundary condi-
tions (Hazel and Heil, 2002) for the film thickness to estab-
lish. The geometry of the problem is also of concern. In the
literature, most numerical simulations are done for a channel
with circular cross section, which is quite difficult to address
in terms of lattice Boltzmann framework. We thoroughly dis-
cuss all the challenges associated with the lattice Boltzmann
microchannel simulations in our recent work (Kuzmin et al.,
2010).
Given all the concerns and challenges, the suggested lattice
Boltzmann framework is a two-dimensional flow between
plates and three-dimensional square shaped microchannels,
both driven by a body force. We limit ourselves to the study
of body force driven flows, because of their simplicity and
better numerical stability. This implies that we can use the
periodic boundary conditions in the streamwise direction. As
soon as the periodic boundary conditions are applied, not a
single bubble but a bubble train is simulated. In this case one
needs to ensure that the channel length is large enough to ex-
clude mutual bubble influence. The channel length is taken
to be 15 channel heights with the bubble length to be 5 chan-
nel heights. The chosen numbers are shown to be sufficient
to give results consistent with the theory, i.e. for the the film
thickness to stabilize and to exclude mutual bubble influence.
The geometry dimensions are represented in Fig. 2.

Figure 2: The x− y benchmark crosssection. δ corresponds
to the film thickness. 5ξ corresponds to the interface thick-
ness. We take the microchannel length to be 15 times larger
than its height. The threedimensional benchmark has the
same geometry extending it in the z dimension to have a
square shaped crosssection.

RESULTS

2D results

Two-dimensional binary-liquid simulations are presented in
our recent work (Kuzmin et al., 2010). Here we outline the
two most important results. The first one addresses the ques-
tion of how the interface should be resolved to obtain grid
independent result. Though the simulations are performed
for the lattice Boltzmann model, the results can be applied
for any uniform grid continuous interface method. The sec-
ond part of results are comparisons with the literature for the
film thickness dependency on the capillary number.

Grid refinement

To properly estimate the interface resolution one needs to
study the convergence as a function of the grid resolution.
To do that the grid resolution is varied while all remaining
parameters, including the bubble velocity and the capillary
number, are fixed. Our goal is to determine the ratio of the
interface thickness to the film thickness at which results are
no longer dependent on the grid resolution.

Nx Ny δ Ububble
5ξ

Hfilm
Niter

1500 102 0.0694 0.0041 0.824 200000
1875 127 0.0688 0.0041 0.646 250000
2250 152 0.0676 0.0040 0.539 300000
2625 177 0.0679 0.0040 0.453 350000
3000 202 0.0668 0.0041 0.400 400000
3375 227 0.0663 0.0039 0.355 450000

Table 1: The parameters and results for grid resolution. The
simulated domain is of size Nx ×Ny. Ububble is the interface
velocity of the bubble center measured at the front meniscus.
Niter is the number of simulation time iterations. 5ξ is the
interface thickness. Hfilm = δ (Ny − 2) is the size of the film
in lattice Boltzmann units.

We performed a number of simulations for grids indicated in
Table 1. Other parameters are defined as k = 0.04, A = 0.04
and Γ = 1.0. Note that in the case of the half-way bounce-
back walls (Yu et al., 2003) which are used in the simulations
one needs to calculate the film thickness as:

δ = (φ0 −0.5)/(Ny −2) = (φ0 −0.5)/Heff, (5)

where φ0 is the grid coordinate where phase field is 0, Heff =
Ny − 2 is the effective channel height. If the grid size in
the y direction is Ny, then one has Ny − 1 regions represent-
ing the physical domain with top and bottom nodes being
bounce-back nodes. Then the effective wall location is in
the middle between bounce-back and fluid nodes. Overall
there are Ny − 2 nodes representing the fluid. Note that it
is a simplification to impose the boundary in the middle be-
tween the bounce-back node and the fluid node. The loca-
tion of the wall for bounce-back nodes is viscosity dependent
(Ginzburg and d’Humières, 2003). However, the effective
location of the wall for the multiphase models to the best au-
thors’ knowledge is not yet derived. The bubble is initialized
as a rectangular box with coordinates y = 7 × Heff

100 . . .Ny −
7× Heff

100 −1, x = Nx
3 . . . 2Nx

3 and phase φbubble =−1. All other
nodes are initialized with the phase field φ = 1. The initial-
ization procedure is done to keep the self-similarity. The ini-
tial width and body force were chosen to aim for the capillary
number Ca = 0.05 (Kuzmin et al., 2010). After choosing the
reference parameters, the grid refinement procedure needs to
keep the macroscopic parameters constant. It is easy to check
that it yields the following quantity to be independent of grid
size H2

eff
dP
dx = (Ny − 2)2 dP

dx = const. For the grid Heff = 100
we chose the body force as dP

dx = 1.508× 10−6 lattice units.
The simulation results in terms of the film thickness δ , in-
terface bubble velocity Ububble and associated capillary num-
bers are summarized in Table 1. The unified scaled profiles
are shown in Fig. 3. One can see that results converge for
Heff ≥ 175. To calculate how well the interface is resolved,
the ratio of the interface thickness to the film thickness is
calculated. The interface itself occupies approximately 5ξ ,
where ξ =

√
k/A = 1. The ratio of the interface thickness to

the film thickness 5ξ/Hfilm is shown in Table 1.
Based on these results one can conclude that the interface
needs to be resolved as 40−50 percent of the expected film
thickness for simulations to be grid independent. We further
examine the velocities in the center of the bubble to calcu-
late the capillary number. One can see from Table 1 that the
bubble velocities are consistent and the calculated capillary
number corresponding to these velocities is 0.07.
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Figure 3: Grid-refined profiles for the effective channel
widths Heff = 100,125,150,175,200,225. δ is scaled on Heff
and δ = 0 corresponds to the wall location. The profiles
were taken at x = 14 (nondimensional coordinates). Capil-
lary number we aim for is Ca = 0.05. The capillary number
obtained from simulations Ca = 0.07.

Capillary number region

The purpose of this section is to validate the correlations of
Giavedoni and Saita (1997) and Heil (2001) for a film thick-
ness dependancy on the range of capillary numbers. Because
of limited computational resources, we skip the small capil-
lary numbers and make calculations for the range of capillary
numbers 0.03− 0.8, which is a computationally reasonable
task. To be consistent with the grid independant results, we
choose the grid to be 202×3001. Then 5 lattice Boltzmann
units do not occupy more than 60 percent of the effective film
thickness. Because the simulation gets unstable with smaller
grids and larger gradients, all the capillary number simula-
tions were performed on the same grid. To properly initial-
ize the body force, the proportionality law was utilized. The
forcing 6 ·10−6/16 was chosen to obtain the predicted capil-
lary number 0.05. The forcing for other grids can be obtained
using simple proportionality relationships:

Calit ∝ Ububble

Ububble ∝
dP
dx

N2
y

Calit ∝
dP
dx

N2
y or

dP
dx

∝
Calit

N2
y
,

(6)

where the subscript „lit” stands for the predicted capillary
number (Giavedoni and Saita, 1997; Heil, 2001). The grid
number Ny is not involved because all simulations are con-
ducted on the same grid. The pressure gradient can be ob-
tained through the capillary number ratio:

dP
dx

= 6 ·10−6/16
Calit

0.05
(7)

The film thickness is initialized through the ratio of capillary
numbers as well:

w = 12
Calit

0.05

10-1 100

Ca

10-2

10-1

100

�

Giavedoni
Heil
This work

Figure 4: A comparison between simulation results and re-
sults of Giavedoni and Saita (1997) and Heil (2001). One
can see a reasonable agreement. The plots depict the film
thickness as a function of the the capillary number.

Calit δlit δ Ububble Ca
0.03 0.04 0.042 0.0022 0.039
0.05 0.06 0.066 0.0041 0.072
0.08 0.08 0.085 0.0068 0.120
0.1 0.1 0.077 0.0055 0.098
0.2 0.12 0.123 0.0185 0.328
0.4 0.13 0.153 0.0388 0.686
0.6 0.15 0.164 0.0592 1.046
0.8 0.16 0.173 0.0782 1.383

Table 2: The parameters and results for capillary number re-
gion simulations. δlit is the film thickness with corresponding
Calit taken from literature. δsim is the simulation film thick-
ness with corresponding Ca. Ububble is the bubble interface
velocity. Ca is based on the interface bubble velocity Ububble.

The results obtained after 2 ·105 steps are presented in Table
2. One can see that the calculated capillary numbers are over-
predicted (the actual capillary number is larger than the cap-
illar number we aim for, Ca>Calit). We extracted the data of
Giavedoni and Saita (1997) and Heil (2001) with the help of
software “Engauge Digitizer” and compared them with our
results (see Fig. 4).

3D results

One can see from Fig. 1 that the difference between the axial
and diagonal radii happens at the capillary numbers less than
0.1. However the axial radius has a value around 0.99Heff.
Therefore, the film occupies 0.01Heff which needs to be re-
solved with at minimum 10 lattice units (see results for grid
independency). This condition implies grids to be at least
size 1000× 1000× 15000, which is not a computationally
feasible task. Even the symmetric and non-symmetric pro-
files are obtained by current simulations, Fig. 5, the grid in-
dependence is only guaranteed for symmetric cases. There-
fore our target simulations are for Ca ≥ 0.1, where the axial
radius equals to the diagonal radius. In what follows we will
show two particular simulations. One is for the dependance
of the bubble radius on the capillary number. Another one
is for the velocity patterns. In comparison with simulations
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of Hazel and Heil (2002) the transition capillary number is
located in the range 0.47 < Ca < 0.63.

Figure 5: Symmetric (Ca = 0.63) and non-symmetric (Ca =
0.026) crosssections in the middle of the bubble. One can see
that for the symmetric profile Rh = Rd and for the antisym-
metric Rh 6= Rd .

We also simulate only the quarter of the channel by imposing
the mirror boundary conditions. This gives an improvement
in memory requirements and simulution time by factor of
four.

Capillary region

We performed a number of simulations of grid size 52×52×
1500 for the quarter of geometry and of refined grid size 82×
82× 1500. Other parameters were chosen as k = 0.04,A =
0.04, and Γ = 1.0.
The results are presented in Fig. 6 along with reference
data obtained by Hazel and Heil (2002). One can see that
refined grids produce the same results. Thus, the grid of
size 52× 52× 1500 for the quarter of geometry is enough
to obtain grid independent results for Ca ≥ 0.1. The cap-
illary number is calculated based on the interface velocity
along the center axis. The simulations results as radii values
are underestimated in comparison with the reference data by
Hazel and Heil (2002). This can be explained by the influ-
ence of inertia. For example, one can refer to experimen-
tal data obtained by Han and Shikazono (2009) with differ-
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a
x
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Figure 6: The comparison between reference data by
Hazel and Heil (2002) and simulation for the axial and the
diagonal radiuses versus capillary numbers.

ent liquids where real liquid results can be located below or
above the reference curve.

Velocity pattern

We examined velocity patterns to identify the moment of
the streamlines pattern change. We chose two representa-
tive capillary numbers as Ca = 0.47 and Ca = 0.61. Scaled
velocity profiles in the center plane are shown in Fig. 7. For
demonstration purposes, we restricted the size of shown ve-
locity vector maps to apply certain scaling and to be able to
show the vortex in the slug. Velocity vector maps are gen-
erated in the reference frame of the moving bubble. One
can see a clear transition between associated patterns. The
transition capillary number (Hazel and Heil, 2002) is slightly
higher than the simulation results. We outline that this fact
can be attributed to the binary-liquid simulations instead of
the free-surface classical Bretherton problem.

CONCLUSION

This work presents numerical studies of the Brether-
ton/Taylor problem using the binary liquid lattice Boltzmann
method. The bubble was chosen sufficiently long for the film
thickness to stabilize, and periodic boundary conditions were
used to keep the simulations robust. The distance between
bubbles was taken large enough to minimize the mutual in-
fluence of neighboring bubbles. The computational results
in terms of capillary number dependence and shape of the
bubbles show consistency with the previously published data
in two and three dimensions. The simulations show that in
the range of low capillary numbers the binary liquid model
can be used to simulate gas finger/bubbles propagation in the
microchannel. The model is able to catch not only the film
thicknesses but also the change in velocity patterns. An ex-
amination of the influence of grid resolution on the results
allowed us to determine that the phase interface should be re-
solved as at least 50 percent of the film thickness in order for
the simulations to be grid independent. Though our results
are specific to the binary liquid lattice Boltzmann method,
the numerical hints and procedures can be used for any con-
tinuous interface method.
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Figure 7: Velocity vector maps for Ca = 0.47 and Ca = 0.63.
One can see that there are no vortexes created before the bub-
ble for Ca= 0.63. The transition happens between Ca= 0.47
and Ca = 0.63, which is a different value than Ca = 0.69
(Hazel and Heil, 2002).
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APPENDIX A

Specific realization of D2Q9 and D3Q15 models.

D2Q9 model

Velocity set is defined as cix = {0,1,0,−1,0,1,−1,−1,1}
and ciy = {0,0,1,0,−1,1,1,−1,−1}. Parame-
ters specific to the D2Q9 grid are the weights
wi =

{ 4
9 ,

1
9 ,

1
9 ,

1
9 ,

1
9 ,

1
36 ,

1
36 ,

1
36 ,

1
36

}
. The weights related to the

inclusion of the surface tension coefficient into the equations
are as follows: wxx

1−2 = wyy
3−4 = 1/3, wxx

3−4 = wyy
1−2 = −1/6,

wxx
5−8 = wyy

5−8 = −1/24, wxy
1−4 = 0, wxy

5−6 = 1/4 and
wxy

7−8 =−1/4.

D3Q15 model

Velocity set is defined as:

cix = {0,1,−1,0,0,0,0,1,−1,1,−1,0,0,0,0,1,−1,1,−1}
ciy = {0,0,0,1,−1,0,0,1,1,−1,−1,1,−1,1,−1,0,0,0,0}
ciz = {0,0,0,0,0,1,−1,0,0,0,0,1,1,−1,−1,1,1,−1,−1}.

(8)
The weights are w0 = 0, w1−6 = 1

6 and w7−18 = 1
12 . The

weights related to the inclusion of the surface tension are:

wxx
1−2 = wyy

3−4 = wzz
5−6 =

5
12

wxx
3−6 = wyy

1−2,5−6 = wzz
1−4 =−1

3

wxx
7−10,15−18 = wyy

7−14 = wzz
11−18 =− 1

24

wxx
11−15, = wyy

15−18 = wzz
7−10 =

1
12

wxy
7,10 =−wxy

8,9 = wyz
11,14 =−wyz

12,13 = wzx
15,18 =−wzx

16,17 =
1
4
.

(9)
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2.0 INVESTIGATION OF CFD/PROCESS MODEL 
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2.1.1 Electric Furnace Model Implementation 



 Integrated CFD and process modelling for improved process design / CFD11-095 

2.1.2 Electric Furnace Results Discussion 
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2.2.0 Coal-Fired Boiler 
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2.2.1 Coal-Fired Boiler Model Implementation 

2.2.2 Coal-Fired Boiler Results Discussion 
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ABSTRACT
We have developed a 2D model to capture the effect of self-
sustained oscillations of vocal fold tissue in the human larynx due
to the interaction with the airflow from the lungs. We describe the
flow by the compressible Navier-Stokes equations in the arbitrary
Lagrangian–Eulerian (ALE) formulation and the structure by the
linear elastic wave equation. The solver utilizes globally fourth or-
der accurate summation by parts (SBP) finite difference operators
in space and the classical fourth order explicit Runge-Kutta method
in time. Simultaneous approximation term (SAT) expressions are
derived to weakly impose the velocity and traction boundary condi-
tions for the structure.
We have performed simulations for the explicitly coupled fluid-
structure system with realistic parameters for human phonation. We
have been able to model the self-sustained oscillations at the ex-
pected frequency.

Keywords: fluid-structure interaction, high order finite difference
method, phonation .

NOMENCLATURE

Greek Symbols
Λ Eigenvalue matrix for linear elastic equations.
λ , µ Lamé parameters; λ also refers to an eigenvalue.
σ Cauchy stress tensor.
ξ ,η Computational coordinates.

Latin Symbols
A, B Coefficient matrices for the linear elastic wave equa-

tion.
cp, cs Primary and secondary wave speeds in the structure.
F,G Flux vectors in x- and y-directions.
f ,g,h Components of the Cauchy stress tensor σ in the

structure.
Fc,v,Gc,v Inviscid (c) and viscous (v) flux vectors.
gI,II Functions representing the boundary conditions for

characteristic variables uI,II.
H Diagonal norm matrix associated with Q.
J−1 Jacobian determinant of coordinate transformation.
k = ξ ,η Computational coordinate.
p Pressure in the fluid.
Q Finite difference operator.
q, q̂ Vector of unknowns in the structure in physical and

computational coordinates.
q̂ Grid function of unknowns in the structure in compu-

tational coordinates.
R,L Matrices for right and left going characteristic vari-

ables at right and left boundaries.
SAT(k)

i Vector value of SAT expression in characteristic vari-
ables at grid point i in direction k = ξ ,η .

SAT(k)
i Vector value of SAT expression in standard variables

at grid point i in direction k = ξ ,η .

ŜATi, j Vector value of total SAT expression in standard vari-
ables at grid point i, j.

T Matrix of eigenvectors.
t̄ Traction from the fluid at fluid-structure interface.
t Time.
U,Û Vector of conservative variables in the fluid in physical

and computational coordinates.
u,v Velocity components in the structure.
uI,II,uI,II Characteristic variables corresponding to positive

and negative eigenvalues and their corresponding grid
functions.

ū(k = k0, t), v̄(k = k0, t) Specified boundary conditions on
variables u,v at k = k0.

Û′ Grid function of conservative perturbation variables in
the fluid in computational coordinates.

u Discrete solution.
x,y Cartesian coordinates.

Sub/superscripts
′ Perturbation variables.
i, j Indices i, j.
n Time level n.

INTRODUCTION

Our voice is generated in our larynx by the vibrating vocal
folds interacting with the airstream from the lungs. The vo-
cal folds, or vocal cords, are two symmetric membranes that
protrude from the walls of the larynx at the top of the trachea
of humans and most mammals forming a slit-like opening
known as the glottis in the airway. In a simplified three-
layer model, the vocal folds are composed of the thyroary-
tenoid muscle, also known as the vocal fold muscle, and
the vocal ligament covered by a mucous layer, cf. Figure
1. During normal breathing, the vocal tract is open and air
can pass unobstructedly. During phonation, the vocal fold
muscle is tensed in the longitudinal direction so that the glot-
tal opening becomes narrower. As the high-pressure air ex-
pelled from the lungs is forced through this narrow opening,
it pushes the vocal folds apart. The air column gains momen-
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Figure 1: Schematic view of the human larynx

tum, and the velocity in the glottis increases. The increase in
velocity causes a pressure drop in the glottis according to
the Bernoulli principle. The decrease in pressure leads to an
aerodynamic force which together with the elastic force in
the vocal folds strives to close the glottis. A build-up in pres-
sure upstream of the glottis resulting from the closure leads
to a pressure force which opens the vocal folds and allows
the passage of air. Under favorable circumstances, this pro-
cess is repeated in a self-sustained manner and driven only
by the pressure from the lungs. It is important to point out
that no periodic contraction of muscles occurs during phona-
tion. The opening and closing of the glottis is in this respect
a passive process (Titze, 2000).
During normal speech, the vocal folds collide with each
other, closing the glottis completely. However, in certain
types of phonation such as a very breathy voice or while
whispering, the vocal folds do not necessarily make contact.
The outermost mucous layer of the vocal folds have been
shown to play an important role in the self-sustained oscil-
lation, facilitating the vibrations of the much stiffer ligament
(Titze, 2000).
As the vocal folds oscillate rapidly, they generate a funda-
mental frequency. When we speak normally only the lowest
mode of vibration is excited, in which all the layers of the
vocal folds vibrate symmetrically and as a whole. Higher
modes of oscillation can, however, be excited to produce
higher pitched tones for example when singing. By stretch-
ing the vocal fold muscle, the vocal fold length changes as
well as the stiffness, and higher modes can thus be created.
These higher modes correspond to an oscillation concen-
trated mainly to the ligament or the mucous layer and have
a higher frequency. The different modes of oscillation are
commonly referred to as registers (modal, falsetto etc) and
singers are often particularly good at smoothing out the tran-
sition between these registers (Titze, 2008).
The acoustic signal resulting from the glottal flow interacting
with the vibrating vocal folds is further modified by the vocal
tract which functions as an acoustic filter. By changing the
shape of the vocal tract, different frequencies are amplified
and suppressed so that a multitude of different vowels can be
formed from the same source signal.
The computational models for self-sustained vibrations of
vocal folds have advanced from simple models based on the
Bernoulli equation for the airflow and mass-spring models
for the vocal folds used in the 1970ies to full-fledged 2D and
3D unsteady fluid-structure interactions (FSI) coupling the
Navier-Stokes equations and Navier’s equation (Titze, 2000;
Luo et al., 2008; Link et al., 2009). In general, lower or-
der finite difference, volume and element methods have been
used.

In this paper, we employ a high order finite difference
approach based on summation by parts (SBP) operators
(Strand, 1994; Gustafsson et al., 1995; Gustafsson, 2008) to
solve the compressible Navier–Stokes equations and the lin-
ear elastic wave equation, i.e., Navier’s equation. Fluid and
structure interact in a two-way coupling, meaning that fluid
stresses deform the flexible structure which in turn causes
the fluid to conform to the new structural boundary via no-
slip boundary conditions. The traction boundary conditions
and the location and velocity of the vocal fold boundaries are
communicated between structure and fluid at the beginning
of each time step of the explicit Runge-Kutta time stepping
of fluid and structure. While the velocity and traction bound-
ary conditions for the structure are weakly imposed using
the simultaneous approximation term (SAT) approach (Lars-
son and Müller, 2011), the no-slip boundary conditions for
the fluid are enforced by injecting the data supplied by the
structure. The approach has been tested for a 2D model of
the larynx and the vocal folds.
The present work is based on Martin Larsson’s PhD thesis
(Larsson, 2010) and the six papers by Larsson and Müller
(Larsson and Müller, 2009a,b, 2011, 2010b,a,c) contained
therein.

GOVERNING EQUATIONS

Compressible Navier–Stokes equations

The perturbation formulation is used to minimize cancella-
tion errors when discretizing the Navier–Stokes equations
for compressible low Mach number flow (Sesterhenn et al.,
1999; Müller, 1996). The 2D compressible Navier–Stokes
equations in conservative form can be expressed in perturba-
tion form as (Müller, 2008; Larsson and Müller, 2009a)

U ′
t + Fc′

x +Gc′
y = Fv′

x +Gv′
y , (1)

where the vector U ′ denotes the perturbation of the conser-
vative variables with respect to the stagnation values. U ′ and
the inviscid (superscript c) and viscous (superscript v) flux
vectors can be found in, e.g., (Larsson and Müller, 2009a).
General moving geometries are treated by a time depen-
dent coordinate transformation τ = t, ξ = ξ (t,x,y), η =
η(t,x,y). The transformed 2D conservative compressible
Navier–Stokes equations in perturbation form read (Larsson
and Müller, 2009a)

Û ′
τ + F̂ ′

ξ
+ Ĝ′

η = 0 , (2)

where Û ′ = J−1U ′ , F̂ ′ = J−1(ξtU ′ + ξx(Fc′ − Fv′) +
ξy(Gc′ − Gv′)) and Ĝ′ = J−1(ηtU ′ + ηx(Fc′ − Fv′) +
ηy(Gc′ − Gv′)). Equation (2) constitutes the arbitrary
Lagrangean–Eulerian (ALE) formulation of the 2D com-
pressible Navier–Stokes equations in perturbation form.
No-slip adiabatic wall boundary conditions are used at the
upper and lower walls of the vocal tract including the moving
boundaries of the upper and lower vocal folds, cf. Figure
2. The Navier–Stokes Characteristic Boundary Conditions
(NSCBC) technique by (Poinsot and Lele, 1992) is employed
at the outflow, i.e., the right boundary in Figure 2 (Larsson
and Müller, 2009b). At the inflow, i.e., the left boundary
in Figure 2, the pressure, temperature and y-component of
velocity are imposed as p = patm +∆p,T = T0 = 310K, and
v = 0, respectively. The x-component of velocity u at the
inflow and the pressure p at the walls are computed from the
2D compressible Navier–Stokes equations (2) discretized at
the boundaries.
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Structure 1

Structure 2

Fluid

Figure 2: Computational fluid and structure domains of air-
flow and vocal folds, respectively

Linear elastic wave equation

The 2D linear elastic wave equation written as a first order
hyperbolic system reads in Cartesian coordinates

qt = Aqx +Bqy, (3)

where the unknown vector q = (u,v, f ,g,h)T contains the ve-
locity components u,v and the stress components f ,g,h. The
coefficient matrices A, B depend on the the Lamé parame-
ters λ ,µ and the density ρ which are here all taken to be
constant in space and time, e.g., (Fornberg, 1998; LeVeque,
2002; Larsson and Müller, 2010c).
The linear combination P(kx,ky) = kxA + kyB can be diago-
nalized with real eigenvalues and linearly independent eigen-
vectors. The eigenvalue matrix is defined as the diagonal ma-
trix with the eigenvalues of P(kx,ky) in decreasing order,

Λ̃(kx,ky) = (k2
x + k2

y)
1/2diag(cp,cs,0,−cs,−cp)

= diag
{

λ̃i(kx,ky)
}5

i=1
, (4)

where the wave speeds are cp =
√

(λ +2µ)/ρ and cs =√
µ/ρ , referred to as primary (or pressure) and secondary

(or shear) wave speeds, respectively.
To treat curvilinear grids we introduce the mapping x =
x(ξ ,η), y = y(ξ ,η). The Jacobian determinant J−1 of the
transformation is given by J−1 = xξ yη − xη yξ and the linear
elastic wave equation can then be written as

q̂t = (Âq̂)ξ +(B̂q̂)η (5)

where the hats signify that the quantities are in transformed
coordinates, i.e., q̂ = J−1q, Â = ξxA + ξyB and B̂ = ηxA +
ηyB.

Characteristic variables

In order to describe the simultaneous approximation term
(SAT) expressions in transformed coordinates we need to
find the characteristic variables for the transformed equation
in which the coefficient matrices are linear combinations of
the coefficient matrices in the x- and y-directions.

q̂t = ((kxA+ kyB)q̂)k (6)

where k = ξ ,η . We form the linear combination P(kx,ky) =
kxA + kyB. The coefficient matrices A and B have the same
set of eigenvalues Λ = diag(cp,cs,0,−cs,−cp), whereas for
the linear combination P(kx,ky) we get Λ̃(kx,ky) = (k2

x +
k2

y)
1/2Λ. To find the linearly independent eigenvectors of

P(kx,ky), we solve the underdetermined system (P(kx,ky)−

λ̃iI)vi = 0 for i = 1, ...,5. These five eigenvectors vi be-
come the columns in the eigenvector matrix T (kx,ky), cf.
Appendix A. We have some degrees of freedom in choos-
ing T , because each column can be scaled by any nonzero
constant. The inverse of this matrix is obtained with a sym-
bolic computer program, cf. Appendix A. In Appendix A,
we have introduced the following abbreviations k̄ = (k2

x −
k2

y)/(k2
x + k2

y), r = (k2
x + k2

y)
1/2, c̃p = rcp, c̃s = rcs, α =

(λ + 2µ)/λ and β = αλ/µ . For all directions (kx,ky)
we have that T−1(kx,ky)P(kx,ky)T (kx,ky) = Λ̃(kx,ky). The
transformation to characteristic variables u is given by u(k) =
T−1(kx,ky)q̂ for each of the two coordinate directions k =
ξ ,η . The transformation back to flow variables is given by
q̂ = T (kx,ky)u(k).

TIME STABLE HIGH ORDER DIFFERENCE
METHOD

Energy method

The energy method is a general technique to prove sufficient
conditions for well-posedness of partial differential equa-
tions (PDE) and stability of difference methods with general
boundary conditions.
Consider the solution of the model problem in 1D with

ut = λux, λ > 0, 0≤ x≤ 1, t ≥ 0, u(x,0)= f (x), u(1, t)= g(t).
(7)

Here, the symbol λ represents a general eigenvalue for the
hyperbolic system and should not be confused with the Lamé
parameter. Define the L2 scalar product for real functions v
and w on the interval 0 ≤ x ≤ 1 as

(v,w) =
∫ 1

0
v(x)w(x)dx (8)

which defines a norm of the continuous solution at some time
t and an energy E(t) = ||u(·, t)||2 = (u,u). Using integra-
tion by parts (v,wx) = v(1, t)w(1, t)−v(0, t)w(0, t)− (vx,w),
we get dE

dt = d||u||2
dt = (ut ,u)+(u,ut) = λ [(ux,u)+(u,ux)] =

λ [(ux,u)+ [u2]10 − (ux,u)] = λ [u2(1, t)− u2(0, t)]. If λ > 0,
the boundary condition u(1, t) = 0 yields a non-growing solu-
tion (note that periodic boundary conditions would also yield
a non-growing solution), i.e., E(t)≤ E(0) = || f (x)||2. Thus,
the energy of the solution is bounded by the energy of the ini-
tial data. As a unique solution of the initial-boundary value
problem (IBVP) (7) exists, the problem is well-posed.

Summation by parts operators

The idea behind the summation by parts technique for first
order IBVP is to devise difference approximations Q of the
first spatial derivative satisfying the discrete analogue of in-
tegration by parts called the summation by parts (SBP) prop-
erty (Gustafsson, 2008). To outline the idea for the numerical
solution of (7), we introduce the equidistant grid x j = jh, j =
0, ...,N, h = 1/N, and a solution vector containing the solu-
tion at the discrete grid points, u = (u0(t),u1(t), ...,uN(t))T.
The semi-discrete problem can be stated using a difference
operator Q approximating the first derivative in space,

du
dt

= λQu, u j(0) = f (x j). (9)

We also define a discrete scalar product and corresponding
norm and energy by

(u,v)h = h∑
i, j

hi juiv j = huTHv, Eh(t) = ||u||2h = (u,u)h,

(10)
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where the symmetric and positive definite norm matrix H =
diag(HL, I,HR) has components hi j. In order for (10) to de-
fine a scalar product, HL and HR must be symmetric and pos-
itive definite. We say that the difference operator Q satisfies
the summation by parts property (SBP), if

(u,Qv)h = uNvN −u0v0− (Qu,v)h. (11)

It can be seen that this property is satisfied, if the matrix G =
HQ satisfies the condition that G+GT = diag(−1,0, ...,0,1).
If Q satisfies the SBP property (11), then the energy method
for the discrete problem yields:

dEh

dt
=

d||u||2h
dt

= (ut ,u)h +(u,ut)h

= λ [(Qu,u)h +(u,Qu)h]

= λ [(Qu,u)h +u2
N −u2

0− (Qu,u)h]

= λ [u2
N −u2

0]. (12)

How to obtain time stability dEh/dt ≤ 0, i.e., no energy
growth in time, is the topic of the next section.
For diagonal HL and HR, there exist difference operators Q
accurate to order O(h2s) in the interior and O(hs) near the
boundaries for s = 1,2,3 and 4. These operators have an ef-
fective order of accuracy O(hs+1) in the entire domain. Ex-
plicit forms of such operators Q and norm matrices H were
derived by (Strand, 1994).
For this study, we use an SBP operator based on the central
sixth order explicit finite difference operator (s = 3) which
has been modified near the boundaries in order to satisfy the
SBP property giving an effective O(h4) order of accuracy in
the whole domain (Strand, 1994).

Simultaneous approximation term

Since the term λu2
N in (12) is non-negative, time stability

does not follow when using the injection method for the
summation by parts operator, i.e., by using uN(t) = g(t).
For injection affects the operator Q and the SBP property
(11) (Strand, 1994; Gustafsson, 2008). In contrast, the si-
multaneous approximation term (SAT) method by (Carpen-
ter et al., 1994) is an approach where a linear combination of
the boundary condition and the differential equation is solved
at the boundary. This leads to a weak imposition of the phys-
ical boundary condition. The imposition of SAT boundary
conditions is accomplished by adding a source term to the
difference operator, proportional to the difference between
the value of the discrete solution uN and the boundary con-
dition to be fulfilled. The SAT method for the semidiscrete
advection equation (9) can be expressed as

du
dt

= λQu−λτS(uN −g(t))

where S = h−1H−1(0,0, ...,0,1)T and τ is a free parameter.
The added term does not alter the accuracy of the scheme,
since it vanishes when the analytical solution is substituted.
Thus, we can imagine the SAT expression as a modification
to the difference operator so that we are effectively solv-
ing an equation ut = λ Q̃u with Q̃ = Q + Qsat where the
boundary conditions are accounted for by the operator it-
self. When H is diagonal, the scheme is only modified at
one point, namely at the point where the boundary condi-
tion is imposed. We can now show that this scheme is time
stable for g(t) = 0. The energy rate for the solution of the

semi-discrete equation is dEh
dt = d||u||2h

dt = (ut ,u)h + (u,ut)h

= λ [(Qu − τSuN ,u)h + (u,Qu − τSuN)h] = λ [(Qu,u)h −
τ(S,u)huN + (u,Qu)h − τ(u,S)huN ] = λ [(1− 2τ)u2

N − u2
0]

since (S,u)h = (u,S)h = huTHh−1H−1(0,0, ...,0,1)T = uN .
The discretization is time stable if τ ≥ 1/2.
The extension of the time stable SAT method to 1D hyper-
bolic systems

ut = Λux (13)
with a diagonal r× r coefficient matrix Λ is performed in the
following way (Carpenter et al., 1994). The coefficient ma-
trix Λ is chosen such that the diagonal entries appear in de-
scending order, i.e., λ1 > λ2 > ... > λk > 0 > λk+1 > ... > λr.
The solution vector u is split into two parts corresponding to
positive and negative diagonal elements uI = (u(1), ...,u(k))T

and uII = (u(k+1), ...,u(r))T, where u(i) is the ith component
of u. Since the ith component of (13) reads u(i)

t = λiu
(i)
x , the

vectors uI and uII are transported to the left and right, re-
spectively. Therefore, boundary conditions have to be pre-
scribed on uI at the right boundary x = 1 and on uII at
the left boundary x = 0. To allow for coupling of the in-
and outgoing variables at the boundaries, we introduce a
k× (r− k) matrix R and a (r− k)× k matrix L. We define
boundary functions gI(t) = (g(1)(t), ...,g(k)(t)) and gII(t) =
(g(k+1)(t), ...,g(r)(t)). Then, the boundary conditions are
given by

uI(1, t) = RuII(1, t)+gI(t), uII(0, t) = LuI(0, t)+gII(t).
(14)

Under the constraint |R||L| ≤ 1, the IBVP (13) with (14) is
well-posed (Carpenter et al., 1994), where the matrix 2-norm
is defined by |R|=

√
ρ(RT R) and ρ(A) is the spectral radius

of A.
We define the grid functions of the components of u as
u(i) = (u(i)

0 , ...,u(i)
N )T , where u(i)

j = u(i)(x j). Then, we define
the grid functions of uI and uII as uI = (u(1), ...,u(k)) and
uII = (u(k+1), ...,u(r)). The boundary conditions (14) for the
semi-discretization of (13) are imposed by the SAT method
as (Carpenter et al., 1994)

du(i)

dt = λiQu(i)−λiτS(i)(u(i)
N − (RuII

N)(i)−g(i)(t)),
1 ≤ i ≤ k

du(i)

dt = λiQu(i) +λiτS(i)(u(i)
0 − (LuI

0)
(i−k)−g(i)(t)),

k +1 ≤ i ≤ r
(15)

where S(i) = h−1H−1(0,0, ...,1)T for 1 ≤ i ≤ k and S(i) =
h−1H−1(1,0, ...,0)T for k + 1 ≤ i ≤ r. Regarding the no-
tation, (RuII

N)(i) should be interpreted as follows: uII
N =

(u(r−k)
N , ...,u(r)

N )T is the last row of uII transposed. Multiply-
ing R by uII

N yields a new vector of which the (i)th com-
ponent is taken. The interpretation of uI

0 is similar with
uI

0 = (u(1)
0 , ...,u(k)

0 )T . As shown by (Carpenter et al., 1994),
the SAT method is both stable in the classical sense and time
stable provided that

1−
√

1−|R||L|
|R||L|

≤ τ ≤
1+

√
1−|R||L|
|R||L|

. (16)

SAT EXPRESSIONS FOR THE LINEAR ELASTIC
WAVE EQUATION

Notation for boundary conditions

We adopt the notation u(k0, t) = ū(k = k0, t) to represent a
1D boundary condition on the solution variable u in any di-
rection k where k = ξ or k = η and ū(k, t) is the given func-
tions of time on the boundaries k0 = 0 and k0 = 1 which the
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solution variable u should match on those boundaries. For
example, ū(ξ = 1, t) is the given u-velocity at the boundary
ξ = 1 and u(1, t) is the corresponding solution to the equa-
tions. In 2D, the boundary condition also depends on the sec-
ond coordinate direction, which we indicate by ū(ξ = 1,η , t)
and ū(ξ ,η = 1, t) for boundary conditions in the ξ - and
η-directions, respectively. Finally, for the discretized 2D
boundary conditions, we write instead ū j(ξ = 1, t) = ū(ξ =
1,η j, t) and ūi(η = 1, t) = ū(ξi,η = 1, t).

Presentation of SAT expressions

The SAT expressions for the linear elastic wave equation de-
rived in (Larsson and Müller, 2010c) are summarized here.
To apply the theory for 1D linear diagonalized hyperbolic
systems (13), we have to express (6) in characteristic form,
i.e., ut = Λ̃uk. u = u(k) = T−1(kx,ky)q̂ is the vector of
the characteristic variables in the k-direction where q̂ =
J−1(u,v, f ,g,h)T. Λ̃ = Λ̃(kx,ky) is the diagonal matrix with
the eigenvalues of P(kx,ky) where k = ξ or k = η , and
uk = ∂u

∂k .
We form the two sub-vectors corresponding to positive and
negative eigenvalues as

uI(kx,ky) = (u1,u2)T, uII(kx,ky) = (u4,u5)T (17)

with the aim to form boundary conditions with the matrices
R and L. Since the components of uI and uII contain veloc-
ity and stress components in positive or negative pairs, it is
easy to find 2× 2 matrices L and R in Equation (14) in or-
der to prescribe velocity or traction components as boundary
conditions gI and gII. Let us illustrate this approach for pre-
scribing the velocity components u and v at the boundaries.
Looking at the characteristic variables, we find the follow-
ing identities to prescribe the velocity components un =
(kxu + kyv)/r and ut = (−kyu + kxv)/r normal and tangen-
tial, respectively, to a grid line k = const:

uI(kx,ky)−
[

0 1
−1 0

]
uII(kx,ky) =

J−1

r

 λ

c̃p
un

ut

 (18)

uII(kx,ky)−
[

0 −1
1 0

]
uI(kx,ky) =

J−1

r

 ut

− λ

c̃p
un

(19)

Thus, using the matrices L =
[

0 −1
1 0

]
and R =[

0 1
−1 0

]
in Equation (14), we can prescribe bound-

ary conditions for gI(kx,ky, t) =
J−1

r2

 λ

c̃p
(kxu+ kyv)

−kyu+ kxv

 and

gII(kx,ky, t) =
J−1

r2

 −kyu+ kxv

− λ

c̃p
(kxu+ kyv)

, cf. (20) and (21)

below. Note that L and R are independent of the direction,
but depend on the particular type of boundary condition to
be imposed (velocity or traction). For boundary conditions
on the velocities u and v, we get using the identities (18)–
(19) the following expressions

gI(kx,ky, t) =
J−1

r2

 λ

c̃p
(kxū(k = 1, t)+ kyv̄(k = 1, t))

−kyū(k = 1, t)+ kxv̄(k = 1, t)

 ,

R =
[

0 1
−1 0

]
(20)

n =
[

ξx
ξy

]
1√

ξ 2
x +ξ 2

y

n =
[

ηx
ηy

]
1√

η2
x +η2

y

ξ = 0
ξ = 1

η = 0

η = 1

Figure 3: Coordinate transformation

gII(kx,ky, t) =
J−1

r2

 −kyū(k = 0, t)+ kxv̄(k = 0, t)

− λ

c̃p
(kxū(k = 0, t)+ kyv̄(k = 0, t))

 ,

L =
[

0 −1
1 0

]
(21)

where ū(k, t), v̄(k, t) are the given boundary conditions on u,v
at the boundaries.
The boundary conditions on the stresses come from a traction
boundary condition of the form σn = t̄ where t̄ = (t̄x, t̄y)T is

the given traction vector from the fluid and σ =
[

f g
g h

]
is the Cauchy stress tensor in the structure. The unit normal
n can be expressed in terms of the coordinate transformation
as n = (1/r)(kx,ky)T, cf. Figure 3, and the components of gI

and gII for traction boundary conditions can be written as

gI(kx,ky, t) =
J−1

r2

 1
αr

(kxt̄x(k = 1, t)+ kyt̄y(k = 1, t))
r

ρ c̃s
(−kyt̄x(k = 1, t)+ kxt̄y(k = 1, t))

 ,

R =
[

0 −1
1 0

]
, (22)

gII(kx,ky, t) =
J−1

r2


r

ρ c̃s
(kyt̄x(k = 0, t)− kxt̄y(k = 0, t))

1
αr

(kxt̄x(k = 0, t)+ kyt̄y(k = 0, t))

 ,

L =
[

0 1
−1 0

]
. (23)

Therefore it is sufficient to specify the two parameters t̄x and
t̄y on each boundary instead of all of the three f̄ , ḡ, h̄, which
might otherwise violate well-posedness.
Inserting the definitions of gI,II and R,L gives with Equation
(15) a SAT expression (which we simply call SAT) for
each of the five equations in characteristic variables. At
a general index i ∈ {0,1, ...,N} in the k-direction, the
SAT vector for prescribed velocity components will be
SAT (k)

i (kx,ky, t) =− τJ−1

hkr2
λh−1

NNδiN [kx(uN − ū(k = 1, t))+ ky(vN − v̄(k = 1, t))]
c̃sk̄h−1

NNδiN [−ky(uN − ū(k = 1, t))+ kx(vN − v̄(k = 1, t))]
0

c̃sk̄h−1
00 δi0[−ky(u0− ū(k = 0, t))+ kx(v0− v̄(k = 0, t))]

−λh−1
00 δi0[kx(u0− ū(k = 0, t))+ ky(v0− v̄(k = 0, t))

,

where h00 and hNN are the first and last entries, respectively,
of the diagonal norm matrix H. Note that the SAT term for
the characteristic variable u3 with characteristic speed zero
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Fixed Flexible Fixed

Figure 4: The boundary of the fluid domain consists of fixed
and flexible parts. The velocity at the boundary of the flexi-
ble part determines the internal grid point velocity. Only the
lower half of the domain is shown.

is zero, because for u3 no boundary condition must be given.
For k = ξ , we use the index i, while for k = η we employ
index j for i and M for N. Equation (16) implies τ = 1.
For each of the two spatial directions, the transformation ma-
trix T (kx,ky) is applied to get the corresponding SAT expres-
sions in flow variables.

SAT(k)
i = T (kx,ky)SAT(k)

i (kx,ky) (24)

for k = ξ and η . Finally, the total SAT expression is then the
sum of the two contributions from the two coordinate direc-
tions.

ŜATi, j = SAT(ξ )
i, j (ξx,ξy)+SAT(η)

i, j (ηx,ηy) (25)

FLUID-STRUCTURE INTERACTION

Arbitrary Lagrangean–Eulerian (ALE) formulation

The displacement of the fluid-structure interface determines
the shape of the fluid domain, and the structure velocity at
the interface determines the internal grid point velocities in
the fluid domain. The left and right boundaries of the fluid
domain are the in- and outflow, respectively. The top and
bottom parts of the fluid domain are bounded by the flexible
vocal folds and the inner wall of the vocal tract which is here
assumed to be rigid. As we do not assume symmetry with
respect to the streamwise centerline of the vocal tract, the
motions of the two vocal folds are solved individually. In our
arbitrary Lagrangean–Eulerian (ALE) formulation, the posi-
tions and velocities of the grid points in the fluid domain are
linearly interpolated along the grid lines connecting the up-
per and lower vocal folds where the positions and velocities
are given by the structure solution. Figure 4 shows the given
structure velocities with bold arrows and the interpolated grid
point velocities ẋ, ẏ (thin arrows) for three grid lines.
To obtain the time derivative of J−1 as needed in (2), a ge-
ometric invariant (Visbal and Gaitonde, 2002) is used. This
geometric conservation law states that

(J−1)τ +(J−1
ξt)ξ +(J−1

ηt)η = 0 . (26)

The time derivatives of the computational coordinates ξ ,η
can here be obtained from the grid point velocities ẋ, ẏ as
ξt =−(ẋξx + ẏξy), ηt =−(ẋηx + ẏηy) which can be seen by
differentiating the transformation with respect to τ . With the
ξ - and η-derivatives in (26) discretized by the globally fourth
order SBP operator, we get the time derivative (J−1)τ at each
time level. The Jacobian determinant J−1 of the coordinate
transformation is determined by J−1 = xξ yη − xη yξ and the
metric terms by J−1ξx = yη , J−1ξy = −xη , J−1ηx = −yξ ,
J−1ηy = xξ .

Description of fluid-structure interaction algorithm

At the start of a simulation, we construct the fixed reference
configuration for the structure and set the initial variables to
zero (zero velocity and no internal stresses). The initial con-
ditions for the perturbation variables U ′ in the fluid domain
are taken equal to zero as well (stagnation conditions). In the
first time step, the fluid domain is uniquely determined by the
reference boundary of the structure. To go from time level n
to n+1, we first take one time step for the fluid with imposed
pressure boundary conditions at the inflow and adiabatic no-
slip conditions on the walls, i.e., u = uw and ∂T/∂n = 0.
After the fluid time step, the fluid stress on the wall is calcu-
lated based on the new fluid velocities and pressures. These
fluid stresses σ f are passed on to the structure solver via the
traction boundary condition. The force per unit area exerted
on a surface element with unit normal n is t̄ = σ f n, where n
is here the outer unit normal of the structure, calculated from
the displacement vector field.
The traction computed at time level n for the fluid is then used
to advance the structure solution to time level n+1. Note that
the traction t̄n is used, although t̄n+1 is available. For we em-
ploy explicit time integration where we start from time level
n for both structure and fluid. The solution for the structure
at the new time level gives the velocities and displacements
on the boundary, which in turn are used to generate the new
fluid grid and internal grid point velocities. This procedure
is repeated for each time step.
The fluid-structure interaction algorithm is summarized as
follows:

1. Generate the initial fluid grid based on the reference
configuration for the structure. ⇒ x0, ẋ0.

2. Give initial values for the fluid and the structure. ⇒
F0,S0.

3. For time step n = 1,2, ..., do:

(a) Calculate the fluid stress on the boundary and cal-
culate the force per unit area, i.e., traction, on the
structure via the unit normal. Store the traction
vector t̄n.

(b) Take one time step for the fluid: Fn+1 = F(xn, ẋn).
(c) Calculate the traction force from the fluid on the

structure on the boundary, cf. Figure 5(a). ⇒ t̄n+1.
(d) Take one time step for the structure using the

boundary conditions t̄n: Sn+1 = S(t̄n).
(e) Recalculate the fluid grid and the grid point veloci-

ties based on the new structure solution, cf. Figure
5(b). ⇒ xn+1, ẋn+1.

4. Repeat from 3 with time step n+1 until the final time is
reached.

DISCRETIZATION

Notation

The Kronecker product of an n×m matrix C and a k× l ma-
trix D is the n×m block matrix

C⊗D =

 c11D · · · c1mD
...

. . .
...

cn1D · · · cnmD

 . (27)

This notation will be useful for writing the discretization in a
compact form.
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nT(x, t) = σ fn

Ωf

Ωs

x

(a) The traction vector T(x, t) = t̄(x, t) ex-
erted on the structure by the fluid is calcu-
lated on the fluid-structure interface as the
fluid stress tensor times the outward unit
normal.

v

(i, j)
ẋi, j

Ωf

Ωs

(b) The grid point velocity ẋi, j at grid point
(i, j) is interpolated from the given velocity
v of the structure on the interface.

Figure 5: Illustration of fluid-structure interaction algorithm.

Linear elastic wave equation

Introduce a vector q̂ = (q̂i jk)T =
(q̂001, ..., q̂005, q̂101, ..., q̂105, ..., q̂NM5)T where the three
indices i, j and k represent the ξ -coordinate, η-coordinate
and the solution variable, respectively. We define difference
operators in terms of Kronecker products that operate on one
index at a time.
Let Qξ = Qξ ⊗ IM ⊗ I5 and Qη = IN ⊗Qη ⊗ I5 where Qξ and
Qη are 1D difference operators in the ξ - and η-directions,
respectively, satisfying the SBP property (11). The identity
operators IN and IM are unit matrices of size (N+1)×(N+1)
and (M +1)× (M +1), respectively. The computation of the
spatial differences of q̂ can then be seen as operating on q̂
with one of the Kronecker products, i.e., Qη q̂ operates on the
second index and yields a vector of the same size as q̂ repre-
senting the first derivative approximation in the η-direction.
To express the semi-discrete linear elastic wave equation, we
also need to define Â = IN ⊗ IM ⊗ Â and B̂ = IN ⊗ IM ⊗ B̂.
Note that these products are never actually explicitly formed
as they are merely theoretical constructs to make the notation
more compact. The products correspond well to the actual
finite difference implementation, i.e., the approximations of
the first derivatives are calculated by operating on succes-
sive lines of values in the computational domain. Using the
Kronecker products defined above, the semi-discrete linear
elastic wave equation with constant coefficients including the
SAT expression can be written as

dq̂
dt

= Qξ (Âq̂)+Qη(B̂q̂)+ ŜAT (28)

where ŜAT is the SAT expression in transformed coordinates
defined in Equation (25).

Navier–Stokes equations

For the fluid equations, we employ a similar procedure, i.e.,
we define vectors for the solution variables Û′ = (Û ′

i jk)
T =

(Û ′
001, ...,Û

′
004,Û

′
101, ...,Û

′
104, ...,Û

′
NM4)

T, and similarly for
the two flux vectors F̂′ and Ĝ′, where again the three indices
i, j and k represent the ξ -coordinate, η-coordinate and the
solution variable, respectively. The same difference opera-
tors are used as for the linear elastic wave equation. The
discretized fluid equation can thus be written as

dÛ′

dτ
=−Qξ F̂′−Qη Ĝ′ (29)

Time integration

The systems (28) and (29) of ordinary differential equa-
tions can readily be solved by the classical 4th order explicit
Runge–Kutta method. For the linear elastic wave equation,
calling the right-hand side of (28) f(tn, q̂n) at the time level
n, we advance the solution to level n + 1 by performing the
steps

k1 = f(tn, q̂n)

k2 = f
(

tn +
∆t
2

, q̂n +
∆t
2

k1

)
k3 = f

(
tn +

∆t
2

, q̂n +
∆t
2

k2

)
k4 = f(tn +∆t, q̂n +∆tk3)

q̂n+1 = q̂n +
∆t
6

(k1 +2k2 +2k3 +k4)

and similar expressions for the fluid equations (29). The
boundary conditions are updated only after all four stages
for the respective field have been completed. That is to say,
the structure solution at level n+1 is obtained using only the
fluid stress at time level n. Likewise, the fluid solution at time
level n + 1 is based only on the position and velocity of the
structure at time level n.

RESULTS

Verification

Our fluid solver has previously been verified and tested for
numerical simulation of Aeolian tones (Müller, 2008) and
qualitatively tested for simulation of human phonation on
fixed grids (Larsson and Müller, 2009a) as well as moving
grids in ALE formulation (Larsson, 2007).
The solver for the linear elastic equations with the SAT ex-
pression has been tested with a manufactured solution (Lars-
son and Müller, 2011, 2010c) and an academic 2D test case
(Larsson and Müller, 2010c) where we obtained a rate of
convergence of 3.5 to 4 in the 2-norm.

Problem parameters

The initial geometry for the vocal folds is here based on the
geometry used in (Zhao et al., 2002) for an oscillating glottis
with a given time dependence. The initial shape of the vocal
tract including the vocal fold is given as

rw(x) =
D0−Dmin

4
tanhs+

D0 +Dmin

4
, (30)
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where rw is the half height of the vocal tract, D0 = 5Dg is
the height of the channel, Dg = 4 mm is the average glot-
tis height, Dmin = 1.6 mm is the minimum glottis height,
s = b|x|/Dg − bDg/|x|, c = 0.42 and b = 1.4. For −2Dg ≤
x ≤ 2Dg, the function (30) describes the curved parts of the
reference configuration for the top and bottom (with a minus
sign) vocal folds. The x-coordinates for the in- and outflow
boundaries are −4Dg and 10Dg, respectively.

Vocal fold material parameters

The density in the reference configuration is ρ0 =
1043kg/m3, corresponding to the measured density of vocal
fold tissue as reported by (Hunter et al., 2004). The Pois-
son ratio is chosen as ν = 0.47 for the tissue, corresponding
to a nearly incompressible material with ν = 0.5 being the
theoretical incompressible limit. The Lamé parameters are
chosen as µ = 3.5 kPa and λ given by λ = 2µν/(1−2ν).

Fluid model

We use a Reynolds number of 3000 based on the average
glottis height Dg = 0.004m and an assumed average velocity
in the glottis of Um = 40m/s. We employ these particular
values in order to be able to compare with previously pub-
lished results by (Zhao et al., 2002; Zhang et al., 2002) and
by (Larsson, 2007; Larsson and Müller, 2009a). The Prandtl
number is set to 1.0, and the Mach number is 0.2 based on the
assumed average velocity and the speed of sound. We delib-
erately use a lower value for the speed of sound c0 = 200m/s
in order to speed up the computations. We implemented the
higher Mach number by using the stagnation density ρ0, the
lowered stagnation speed of sound c0 and ρ0c2

0 as reference
values of the nondimensional density, velocity and pressure,
respectively. The air density is 1.3kg/m3, and the atmo-
spheric pressure is patm = 101325Pa. The equation of state
is the perfect gas law, and we assume a Newtonian fluid. At
the inlet, we impose a typical lung pressure during phonation
with a small asymmetric perturbation by setting the acoustic
pressure to pacoustic = p− patm = (1+0.025sin2πη)2736Pa,
where η = 0 at the lower vertex and η = 1 at the upper vertex
of the inflow boundary. The outlet pressure is set to atmo-
spheric pressure, i.e., p− patm = 0Pa.

Numerical simulation

Both fluid and structure use the same set of variables for
nondimensionalization, and the same time step is used for
both fields so that the two solutions can exchange informa-
tion at the same time levels. The structure grid consists of
81×61 points for each vocal fold, i.e., for the upper and the
lower vocal folds, and the fluid grid has 241×61 points. The
time step is determined by the stability condition for the fluid,
which is satisfied here by requiring CFL ≤ 1. Since the fluid
domain changes with time, the CFL condition puts a stricter
constraint on the time step when the glottis is nearly closed.
The solution is marched in time with given initial and bound-
ary conditions to dimensional time t = 12ms (total number
of time steps 277310).
The solution is first integrated to time t = 6ms so that the
effect of initial conditions will be negligible. After that, the
solution is recorded at consecutive 2ms intervals as shown
in Figure 6 where the vorticity and pressure contours are de-
picted in the left and right columns, respectively.
Initially, a starting jet is formed in the glottis which becomes
unstable near the exit and creates the beginnings of vortical
structures at time t = 6ms. Since the boundary conditions are
not symmetric with respect to the centerline, also the solution

is not symmetric. In the following, vortices are shed near the
glottis and propagate downstream driven by the pressure gra-
dient. The pressure plots indicate a sharp pressure drop just
before the orifice. Downstream, the pressure minima occur
in the vortex centers as expected.
The observed frequency of the vortex shedding is about
80Hz, which is close to the typical phonation frequencies
of 100Hz for men and 200Hz for women.

CONCLUSIONS

Our 2D model for the vocal folds based on the linear elas-
tic wave equation in first order form and the airflow based
on the compressible Navier–Stokes equations in the vocal
tract proves to be able to capture the self-sustained pressure-
driven oscillations and vortex generation in the glottis. The
high order method for the linear elastic wave equation with
a SAT formulation for the boundary conditions ensures a
time-stable solution. The fluid and structure fields are si-
multaneously integrated explicitly in time and boundary data
is exchanged only at the end of a time step. With this for-
mulation, there is no need for iterations in order to find the
equilibrium displacement for the structure depending on the
fluid stresses. For the problem we consider here, the limiting
factor on the time step is the CFL condition from the com-
pressible Navier–Stokes equations. Since the fluid grid of
the vocal tract has more grid points than the structure grids
of the vocal folds and the nonlinear flow equations are more
involved than the linear structure equations, the effort of in-
tegrating the linear elastic wave equation to get the structure
displacement is small compared to the flow solution.
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APPENDIX A

The eigenvector matrix T (kx,ky) of P(kx,ky) reads
T (kx,ky) =

kxc̃p/λ −ky 0 −ky −kxc̃p/λ

kyc̃p/λ kx 0 kx −kyc̃p/λ

k2
xα + k2

y − 2kxky c̃sρ

r2 k2
y

2kxky c̃sρ

r2 k2
xα + k2

y
2kxkyµ/λ ρ c̃sk̄ −kxky −ρ c̃sk̄ 2µkxky/λ

k2
yα + k2

x
2kxky c̃sρ

r2 k2
x − 2kxky c̃sρ

r2 k2
yα + k2

x


(31)

The inverse of this matrix reads
T (kx,ky)−1 =

1
2r2



kxλ

c̃p

kyλ

c̃p

k2
x

αr2 2
kykx

αr2

k2
y

αr2

−ky kx −
kxky

ρ c̃s

k̄r2

ρ c̃s

kxky

ρ c̃s

0 0 −2k̄
α

+
4k2

y

β r2 −8
kxky(λ + µ)
r2(λ +2µ)

2k̄
α

+4
k2

x

β r2

−ky kx
kxky

ρ c̃s
− k̄r2

ρ c̃s
−

kxky

ρ c̃s

−λkx

c̃p
−

λky

c̃p

k2
x

αr2 2
kykx

αr2

k2
y

αr2


(32)

where the parameters are defined by k̄ = (k2
x −k2

y)/(k2
x +k2

y),
r = (k2

x + k2
y)

1/2, c̃p = rcp, c̃s = rcs, α = (λ + 2µ)/λ and
β = αλ/µ .
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ABSTRACT 
A simple method for measuring large volumetric flow rates 

with high precision and low cost is proposed for industrial use. 
A micro-foil heat flow sensor (HFS) was attached to the 
forward stagnation point of a heated sphere which was placed 
in a fully developed turbulent pipe flow. The time-averaged 
local Nusselt number at the forward stagnation point, 

sNu , 

was calculated by  






)TT(

dqdh
Nu

fw

ss
s

. Numerical simulation 

was performed using unsteady axisymmetric Reynolds 
equations and the low-Reynolds number k-ε model. In order 
to clarify the effects on the 

sNu  due to the anisotropic 

turbulence intensity ( 22
 vvg r

) during which the 

streamwise main velocity was being reduced toward the 
forward stagnation point, we proposed a simplified algebraic 
equation for g. It was found experimentally and numerically 
that 

sNu  is directly proportional to the volumetric flow rate Qv 

for the flow rate below 273 Nm3/hr (Reynolds number, 

 /Re DVmD
≦60,000). Qv can be obtained by using this linear 

relationship.  

Keywords:  Flow meter, Volumetric flow rate, Forced 
convection, Heated sphere, Pipe flow, Micro-foil heat flow 
sensor (HFS), low-Reynolds number k  model, CFD .  

 

NOMENCLATURE 

Latin Symbols 
C1, C2, Cε1, Cε2, Cμ     Turbulent constant, [-].  
cP        Specific heat at constant pressure, [J/(kg·K)].  
d         Outer diameter of heated sphere, [20 mm].  
D         Inner diameter of pipe, [107 mm].  
g          Anisotropic turbulent intensity, 2

rv - 2
v  [m2/s2].  

hs        Heat transfer coefficient at forward stagnation 
point, [W/m2·K].  

k           Turbulent kinetic energy, [m2/s2].  
Nus        Nusselt number at forward stagnation point,  




 )TT(

dqdh

fw

ss  [-].  

P           Pressure, [Pa].  
Pr         Prandtl number, ν/α [-]. 

 
 
qs          Heat flux at forward stagnation point, [W/m2].  
Qv         Volumetric flow rate, [Nm3/hr].  
Qm         Mass flow rate, [kg/hr].  
Red        Reynolds number based on sphere or cylinder 

diameter d, Vmd/ν [-].  
ReD        Reynolds number based on inner pipe diameter  

D, VmD/ν [-].  
t             Time, [s].  
T            Temperature, [K].  
Tw          Uniform temperature of sphere surface, [K].  
T’           Fluctuation temperature, [K].  
v             Fluctuation velocity component, [m/s].  
V           Time-averaged velocity component, [m/s].  
Vm          Mean velocity in pipe, [m/s].  
vr FI         Fluctuation intensity of instantaneous local  

velocity, 100/2 mr Vv [%].  

Greek Symbols 
α            Thermal diffusivity, κ/(ρcp) [m

2/s].  
ε            Turbulent energy dissipation rate, [m2/s3].  
κ             Thermal conductivity, [W/(m·K)].  
ν             Kinematic viscosity, [m2/s].  
νt            Turbulent kinematic viscosity, [m2/s].  
ρ             Fluid density, [kg/m3].  
σκ, σε, σT      Turbulent Prandtl number, [-].  
Subscripts 
θ           Angular displacement from the reference  

direction around the sphere, (Fig. 3). 
r           Distance from the origin in the radial coordinate  

around the sphere, (Fig. 3). 
Overline 
           Time-averaged value of physical amount of  .  
 

INTRODUCTION 

Flow measurement is a classical field of 
measuring technology. A large number of researchers 
have already developed large flow rate measuring 
methods based on a wide variety of principles [1, 2]. 
There are two classifications for flow measurements: 
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non-thermal and thermal. The most popular non-thermal 
flowmeters are based on a mechanical working 
principle. Orifice and nozzle flowmeters are commonly 
used for deriving flow rate by measuring the pressure 
drop through an orifice plate and nozzle across which a 
pressure difference is generated by the flow [3]. For the 
vortex flowmeter, a Karman vortex street is a term used 
in fluid dynamics for a repeating pattern of swirling 
vortices caused by the unsteady separation of a fluid 
flow over bluff bodies. Using this measuring principle, 
a bluff body in the flow can be used to measure flow 
rate indirectly by the shedding frequency of swirling 
vortices. A volumetric flow rate is obtained by using the 
linear relationship between the shedding frequency and 
the flow velocity (relationship between the Strauhal 
number and the Reynolds number). This kind of 
flowmeter has been widely used in industrial gas, liquid 
and steam flow measurements because of its simple 
installation, high reliability and high accuracy. It is 
usually employed to measure the volumetric flow rate, 
but several methods using a vortex flowmeter to detect 
mass flow rate have been recently introduced [4]. One 
particular true mass flowmeter, which is now sold 
widely and is commercially available, is a Coriolis 
flowmeter based on a Coriolis force which acts on an 
oscillating tube with fluid flowing inside [5].  

On the contrary, in situations where a high 
volumetric flow rate is required to be metered, only a 
few of them are by thermal flow measurements because 
the heating capacity of the sensor becomes great as the 
flow rate enlarges. In this paper, a new thermal 
measurement method of a large flow rate with high 
precision and low cost is proposed for industrial use [6]. 
The method is based on the local heat transfer 
coefficient of a heated sphere at the forward stagnation 
point which is inserted inline with the pipe flow. It was 
found that the time-averaged local Nusselt number at 
the forward stagnation point 

sNu  is directly proportional 

to the volumetric flow rate Qv in a pipe. Thus, Qv can be 
obtained by using this linear relationship. The validity 
of measuring the flow rates below 273 Nm3/hr for air 
was confirmed both experimentally and numerically. 
 

MEASUREMENT PRINCIPLE 

Figure 1 shows the measurement principle of the 
new flowmeter. Figure 1(a) is the schematic drawing of 
a heated sphere placed in the center part of a fully 
developed turbulent pipe flow. When the local Nusselt 
number of a heated sphere at the forward stagnation 
point, 

sNu , is directly proportional to the volumetric 

flow rate Qv for a wide range of a turbulent flow as 
shown in Fig. 1(b), Qv can be obtained by using the 
linear relationship between 

sNu  and Qv. This measuring 

method is usable for all gases and liquids.  
The density of liquid ρ is mostly unaffected by the 

change of ambient temperature and pressure under 
normal operations, therefore, conventional mass flow 
rate Qm is simply derived from the volumetric flow rate 
Qv multiplied by liquid density ρ. On the other hand, the 
fluid volume of gases is a function of ambient fluid 
temperature T and pressure P. Thus, the mass flow rate 
can be calculated as Qm =ρ(P, T) ·Qv , and its density ρ 

of gas can be obtained by measuring both P and T of a 
flowing gas.  
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 

              (b) Relationship between 
sNu  and Qv.  

 
Figure 1:  Measurement principle.  

 
 

EXPERIMENT 

Experimental Setup 
Figure 2 shows the schematic view of the 

experimental apparatus. Figure 2(a) shows the 
schematic drawing of setup and Fig. 2(b) shows the 
cross section of the pipe.  
 

 

 

 

 

 

 

 

 

           (a)  Schematic drawing of setup.  

 

 

 

 

 

 

 

 

 

Figure 2: Experimental apparatus.  

(a) Schematic drawing of flow meter. 
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The working medium was air (Prandtl number 
Pr=0.71) which was compressed by a blower and sent 
into a horizontal straight pipe downstream of a 
turbulence promoter. The pipe was 2 m long and made 
of transparent acrylic 3 mm thick with an inner diameter 
(D) of 107 mm. The sphere was made of 1 mm thick 
copper with an outer diameter (d) of 20 mm, and was 
set in the center part of the pipe. The dimensionless 
hydrodynamic entrance length is independent on the 
Reynolds number for the turbulent flow: 20×D, where 
D is the pipe inner diameter [7]. Therefore, in order to 
obtain a fully developed turbulent flow within a shorter 
entrance length, it was better to promote the turbulence 
by setting a turbulence promoter. The sphere was 
horizontally attached to one end of a stainless-steel pipe, 
which served as a support. The pipe had a 2 mm outer 
diameter and was 50 mm in length and was fixed to the 
traversing system. The blockage ratio of the sphere in 
the pipe, d/D, was 0.187. The flow velocity of the air 
was measured by the hot wire anemometer (HWA). A 
wire diameter of 5 μm and a 1.2 mm  prong length were 
used.  
 
Nusselt Number 
Figure 3 shows the schematic drawing of the measuring 
position of the heated sphere and the coordinate system.  
 
 

Axisymmetric condition:   
0
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Figure 3:  Schematic layout of heated sphere and sensor.  

  
 

A nichrome-wire, which was inserted into a flexible 
tube with an outer diameter of 1 mm and electrically 
insulated, was inserted into the sphere through the 
opening of an inner diameter of 2 mm as shown in the 
lower part of Fig. 3, and it was electrically heated by a 

constant direct current. The isothermal boundary 
condition of the sphere surface was checked by 
thermocouples, and the surface temperature was kept 
uniform and constant to within 1 K at ReD=10,000. The 
temperature difference between the uniform forced flow 
and the sphere was set to about 20 K. The experiments 
were carried out at several Reynolds numbers up to 
60,000.  

The main structure of the thermal flowmeter 
consisted of a micro-foil heat flow sensor (HFS) and a 
heater, and an electric circuit. The heat transfer 
coefficient at the forward stagnation point of a heated 
sphere placed in a fully developed turbulent pipe flow 
was measured using a HFS with a thickness of 75 μm, a 
sensing area of 1.5×4 mm2 and a response time of about 
0.02 s. The spatial resolution of the HFS was about 8.6° 
around the sphere. The HFS was pasted on the heated 
sphere surface at the forward stagnation point as shown 
in Fig. 3, and its output was amplified 100,000 times. 
The amplified output was then passed through a low-
pass filter with a cut-off frequency of 20 Hz. The time-
averaged heat flux, 

sq , from the amplified time series of 

the HFS was obtained using a personal computer. The 
time-averaged Nusselt number at the forward stagnation 
point of a heated sphere 

sNu , was calculated by 







)TT(

dqdh
Nu

fw

ss
s

. Six thousand data points were 

sampled from a time series of the HFS output using an 
AD converter with a 16 bit resolution, and the sampling 
time was set to 0.01 s.  
 

NUMERICAL SIMULATION 

Numerical simulation provides a powerful tool for 
analyzing flowmeter behavior. Therefore, it can be used 
to determine the design of the measurement device and 
the validity of the flow measurement principle. The 
following flow characteristics exist in this flow system:  
(i)  A strong anisotropic turbulence is produced due to a 
large reduction rate of the streamwise main velocity in 
line of the forward stagnation point of a bluff body such 
as a sphere and a cylinder which is placed against the 
main flow [10]-[12]. In order to predict the anisotropic 
turbulent structure, which strongly affects the heat 
transfer performance at the forward stagnation point of 
a sphere, the simplified algebraic stress model for the 
anisotropy is proposed.  
(ii) A thin stagnant layer is produced along the forward 
stagnation point of the bluff body [13]. Therefore, it is 
necessary to set the zero velocity such as the mean 
velocity components and turbulent quantities around a 
sphere surface.  
(iii) The heated sphere is placed in the center part of the 
turbulent pipe flow, and then the body-fitted coordinate 
system, which is provided in the commercial software 
package CFD2000 [9], is employed.  
      The standard k -  model is known to yield less 
accurate predictions of flows with strong anisotropic 
turbulence such as a rectangular duct turbulent flow 
which produces the secondary flow in a cross section 
[14]. Furthermore, it is necessary to set zero turbulence 
quantities such as k ,   and other turbulence stresses 

Fully developed pipe flow 
 

20 D 5D 

r 

θ 

HFS 

d = 20 mm, D = 107 mm 

D d 
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to the sphere surface. Therefore, in order to more 
simply predict the turbulent structure near the forward 
stagnation point of a bluff body for industrial use, a 
simplified algebraic anisotropic stress model was 
proposed. Then, we customized the proposed turbulence 
model into a low-Reynolds number k -  model, 
which is provided in the commercial software package 
CFD2000 [9].  
 
Basic Equations  

In order to promote the realization of the flow 
fields, such as flow pattern and turbulent structure near 
the forward stagnation point of the heated sphere which 
is placed in the center part of the turbulent pipe flow, 
the basic equations and turbulent model are described 
using a spherical coordinate system. The following 
assumptions were made for this flow system.  
(i)  Flow in the pipe is assumed to be fully developed, 
and the flow field around the sphere also has a 
symmetric nature for time-averaged values in the 

azimuthal direction ( 0

  ).  

(ii) The mixed convection parameter of Gr/ReD
2 is 

between 10-3 and 10-5, therefore this flow is considered 
as a pure forced convection [10]. Also, the radiation 
heat transfer effect is neglected.  
(iii) The physical properties of the fluid are assumed to 
be constant.  
 
Continuity equation 

             
 
 
Momentum equations for rV  and V  
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with Laplacian operator   
 
  
 
 
Energy equation 
 
 
 
 
                                                                                           
 
 

 (4) 
 
 

 
Turbulence Model 

The Reynolds stresses of 2
rv  and 2

v  which appear in the 

above Reynolds equations of (2) and (3) are modeled using 

the low-Reynolds number k -  turbulence model. The 

transport equations for turbulence energy k and its 
dissipation rate  adopted are equivalent to those used for 
the standard model [14].  
 

Transport equation for k  
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Transport equation for   
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     The accelerated velocities along the sphere in the 
angular direction of 


 V

r

1  which appear in the 

production terms in equations (5) and (6) are replaced 
by the streamwise main velocity reduction rate of  

r

Vr


  

using equation (7). From the potential theory [11], the 
reduction rate of the main streamwise velocity toward 
the forward stagnation point becomes twice that of the 
acceleration rate towards the downward direction along 
the sphere surface from the stagnation point as given by 
the following relation:  








 V

rr

V r 1
2  

A strong non-homogeneous turbulent structure due 
to the large reduction rate of the streamwise main flow 
is produced in this flow situation, which is important for 
determining how to model the turbulent production 
terms in the transport equations of k and  in the first 
terms on the right hand sides of equations (5) and (6). 
Therefore, instead of using the full transport equations 
of 2

rv  and 2
v , we propose a simplified algebraic stress 

model for industrial use. At first, the advection and 
diffusion terms are neglected in the 2

rv and 2
v  

equations, because it is assumed that both terms have 
negligible effects on the turbulent production which are 
controlled by the reduction rate of the main streamwise 
velocity near the forward stagnation point. The quantity 

)
3
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2

1
( 22 kvvr  

 appearing in the production terms 
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, 
 of both equations (5) and (6) is 
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Reynolds stresses  2
rv  and 2

v  are rewritten as k and g: 

23

22 g
kvr   and 

23

22 g
kv 

. As the production terms 

are rewritten by 
r

V
kgP r

k 


 )
3

2

4

3
(,

 in terms of g and 

k instead of 2
rv  and 2

v , the simplified algebraic 

stress equation of g is made. Next, the redistribution 
terms are modelled using Launder’s proposal [15]. The 
modelled Reynolds stress equations for normal stresses 

2
rv  and 2

v  are as follows:  

 
 
 
                                                                                        

(8)  
 
 
 
         ------------   -----    ------------------------------------------ 

   
  Production   Dissipation       Redistribution term 

                                                                                        (9) 
 
Subtract equation (9) from equation (8), and then 
relation (7) is inserted into the resulting equation. Then 
the stress equation of g = 2

rv - 2
v  is given in the 

following:  
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V
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k
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Finally, by inserting the relations 
23

22 g
kvr   and 

23

22 g
kv 

 into the above equation (10), the algebraic 

stress equation of g is given by equation (11).  
Algebraic stress equation for g 
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In addition, we use the Boussinesq’s concept of eddy 
viscosity for shear stress 

vvr
, and heat fluxes 'Tvr

 and 

'Tv
:  
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The turbulent eddy viscosity is given by the following 

relation:  
ε

k
fCν

2

μt   

where  )50/R1/(5.2expf t , )/(2  kRt .  

The above algebraic stress equation of g was 
transformed into the body-fitted coordinate and was 
combined with the CFD2000 [9]. The empirical 
constants which appear in the above equations are given 
by the following standard values:   
C1 = 1.5, C2 = 0.6, Cε1 = 1.44, Cε2 = 1.92, Cμ = 0.09, σk = 
1.0, σε = 1.3, σT = 0.9. 
 
Calculation Procedure 

The body-fitted coordinate was used in this 
calculation. The boundary conditions were no slip at the 
pipe inner wall and at the sphere surface. The inlet flow 

conditions were set to the fully developed turbulent 
flow, and the outlet flow condition was set to free 
stream, that is, the gradients of all variables along the 
streamwise direction were set to zero. The convective 
terms were discretized using a second order accurate 
upwind difference scheme. The ADI (Alternating 
Direction Implicit) method was used to solve a set of 
basic equations [9]. A LU incomplete factorization 
method was used to solve the pressure field. All 
calculations were carried out with double precision 
using a personal computer.  

The computational domain extends from 10 times 
the pipe inner diameter of D in the upstream regime 
around the heated sphere and to 5D in the downstream 
regime. A non-uniform 400 (in the streamwise 
direction)×30 (in the radial direction) grid with a finer 
mesh near the sphere was used. Prior to the final 
computations, grid independence tests were performed 
for all the Reynolds number flows. Calculation was 
carried out for air flow (Pr=0.71). 
 

RESULTS  

Time-averaged Velocity 

Figure 4 shows the characteristics of the streamwise 
mean velocity in line of the forward stagnation point of 
a heated sphere which was placed in the center part of 
the turbulent pipe flow at ReD=10,000. Figure 4(a) 
shows the main streamwise velocity Vr, and Fig. 4(b) 
shows the reduction rate of the streamwise main 
velocity dVr/dr which was obtained from the velocity 
distribution of Fig. 4(a), respectively. The solid line 
represents the experimental result and the dashed line 
represents the calculated result. The dash-dotted lines 
show the analysed result of a sphere placed in a uniform 
velocity flow by the potential theory [11].  

The reduction rate of the experimental result is in 
good agreement with that of the potential theory, but a 
small discrepancy is produced between the experimental 
result shown by the solid line and the calculated result 
indicated by the dotted line for 2r/d<0.1 specified by 
mark ↓. In total, the proposed turbulence model mostly 
predicts the main stream reduction phenomena toward 
the forward stagnation point of a sphere which was 
placed in the center part of the turbulent pipe flow. The 
reduction rate of the main velocity by the potential 
theory near the forward stagnation point is linearly 
decreased. On the contrary, Vr is rapidly decreased from 
2r/d ≈ 0.5 to the stagnation point. That is, a large 
discrepancy is produced between the result of the 
potential theory shown by the dotted and dashed line, 
and the experimental and simulated results in a pipe 
flow, because the flow near the forward stagnation point 
of a sphere placed in the center part of a pipe is strongly 
influenced by the main streamwise reduction effect not 
only due to the existence of the sphere but also due to 
the restriction of no slip condition by the peripheral pipe 
wall.  
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(a) Streamwise main velocity.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

           (b) Reduction rate of the streamwise main velocity.  

 
Figure 4: Streamwise velocity  in line of  the forward  

stagnation point of a sphere. 
 
 
Turbulent Structure 

Figure 5 shows the turbulent structure in line of the 
forward stagnation point of a heated sphere at 
ReD=10,000. Figure 5(a) shows the anisotropic 
turbulence of g = 2

rv - 2
v  and Fig. 5(b) indicates the 

turbulence intensity of vr FI, respectively. The solid line 
represents the experimental result and the dashed line is 
the simulated result.  

As expected, the anisotropy of g is seen to increase 
rapidly from 2r/d≈ 0.25 toward the forward stagnation 
point. The experimental turbulence intensity, vFI, shown 
by the dotted line is also in good agreement with that of 
the calculated result for 2r/d>0.1. The maximum values 
of g and vFI taken at around  2r/d ≈ 0.1, originate 
exactly in the same place where the highest reduction 
rate of the streamwise main velocity is located as shown 
by mark ↓ in Fig 4(b). This rapid increase of Vr FI near 

the forward stagnation point was mainly caused by the 
amplification of anisotropic turbulence of g due to the 
large reduction rate of dVr/dr as shown in equation (11). 
That is, it is found that the simplified algebraic stress 
model predicts well the reduction rate of the streamwise 
main flow which affects the turbulence near the forward 
stagnation point.  
 
 
 

 

 

 

 

 

 

 

 

 

 

(a) Anisotropic turbulence of 22

rvvg  
. 

 

 

 

 

 

 

 

 

 

 

 

 

 

                    (b)  Turbulence intensity of vr FI.  

 

Figure 5: Turbulent structure in line of the forward  
stagnation point of a sphere. 

 

 
Nusselt Number 

    Figure 6 shows the relationship between the time-
averaged local Nusselt number at the forward stagnation 
point, 

sNu , and the volumetric flow rate, Qv for 5,000≦

ReD ≦ 60,000. The corresponding Reynolds number 
based on the sphere diameter, Red=Vmd/ν, ranges from 
930 (ReD=5,000) to 11,200 (ReD=60,000). The solid 
line represents the asymptotic linearized line which 
interporates the simulated results shown by marks ◆. 
The experimental results shown by marks ■ are  in 
good agreement with those of the simulated results for 
Reynolds number, ReD, ranging from 10,000 to 40,000. 
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Also, it is found that this flowmeter reflects well both 
the wide linear range and high sensitivity, both of which 
are critical parameters for designing the flowmeters.  
That is, it is found that heat transfer enhancement at the 
forward stagnation point was mainly caused by the 
amplification of turbulence intensity of vr FI as is shown 
in Fig. 5(b) due to the large reduction rate of the main 
streamwise velocity near the forward stagnation point.  
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

  

   

 

 

 

  Figure 6:  Relationship between 
sNu  and ReD. 

 
 
Conversion Factor 

In the case of the measurement of different kinds of 
gases and liquids, it is necessary to obtain the Nusselt 
number at the forward stagnation point for each fluid 
flow. Therefore, it is essential to calculate the 
conversion factor using CFD2000 in advance, which 
indicates the multiplication number based on the output 
of HFS for air flow for Qv= 45 Nm3/hr (ReD=10,000). 
Table 1 shows the conversion factors, thermal 
diffusivity α , density ρand Prandtl number Pr for 
representative gases. Thus, it is not necessary to conduct 
an experiment in advance for various fluid flows by 
using the conversion factor.  
 
 
 
 

 

 

 
CONCLUSION 

A new measurement technique for determining 
large volumetric flow rates with high precision and low 
cost has been proposed for industrial use. A micro-foil 
heat flow sensor (HFS) was attached to the forward 
stagnation point of a heated sphere which was placed in 
a fully developed turbulent pipe flow. It was found that 
the local Nusselt number at the forward stagnation point, 

sNu , is directly proportional to the volumetric flow rate 

Qv. Thus, Qv in a pipe can be obtained by using the 
linear relationship.  

In order to clarify the effect on the local Nusselt 
number of the forward stagnation point due to the 
anisotropy of the turbulence intensity ( 22

rvvg  
) 

during which the streamwise main velocity was reduced 
toward the forward stagnation point, we proposed the 
simplified algebraic equation of g which appears in the 
production terms of k  and   transport equations. The 
algebraic stress equation of g was combined with the 
CFD2000 software [9], and the calculation was 
performed by using a low-Reynolds number  k -   
turbulence model.  

The new measurement technique has been 
demonstrated experimentally and numerically by using 
air flow over a range of volume flow rates from 23 to 
273 Nm3/hr (Reynolds number, 
5,000≦  /Re DVmD

≦60,000).  
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APPENDIX A 

Turbulent Structure in a Fully Developed Pipe 
Flow 

Prior to the experiment of inserting the sphere into a 
pipe, it was confirmed that the flow without a sphere 
was in a fully developed turbulent region at ReD=10,000. 
The measuring position of the velocity field was 20 D 
downstream from the tube inlet as shown in Fig. 3. 
Figure A shows the turbulent structure in a fully 
developed pipe flow. Figure A(i) shows the streamwise 
mean velocity distribution across the pipe cross-section, 
Vz, Fig. A(ii) shows the turbulence intensity, vz FI, 
respectively. The solid lines are the experimental 
present results of Nagano et al. [8], and the dashed lines 
are the present experimental results using a HWA. The 
mean velocity profile, Vz, fits well to the one-seventh 
law. The present experimental results were in good 
agreement with those of the experimental results of 
Nagano et al. [8]. As we confirmed the experimental 
accuracy, the experiment which was inserted a sphere 
into the center part of a tube was performed.  
 

 

 

 

 

   

 

(i)  Mean velocity of Vz.  

 

 

 

 

(ii)  Turbulence intencity of vz FI.  

 

Figure A: Mean velocity and turbulence intensity 
distributions in a fully developed pipe flow.  
 

 

APPENDIX B 

Flow Characteristics Around the Forward 
Stagnation Point of a Cylinder Placed in a 
Uniform Flow 

In order to clarify the predictability of the proposed 
algebraic stress model shown in equation (11), we 
compared the present results with those of the 
calculated results of Hijikata et al. [12] whose model is 
the full transport equation for 2

r
2 vvg  

 in the case of 

the flow around a cylinder. The turbulence model also 
uses the low-Reynolds number k -  turbulence model. 
The Reynolds number based on the sphere diameter is 
Red=50,000 and the turbulence intensity in the uniform 
flow is 10%. A non-uniform 200 (in the streamwise 
direction)×60 (in the radial direction) grids with a finer 
mesh near the cylinder was used. Calculation was 
carried out for air flow (Pr=0.71).  

Figure B shows the turbulent structures in line of 
the forward stagnation point of a cylinder. Figure B(i) 
shows the turbulence intensity, vr FI (%), and Fig. B(ii) 
shows the anisotropy, g/(2k/3). The dashed lines show 
the present results using the algebraic stress model 
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which is based on equation (11), and the solid lines 
show the results of Hijikata et al. [12] using the full 
anisotropic stress equations of  2

r
2 vvg  

. The present 

simulated results shown by the dashed lines which are 
used by the simplified algebraic stress model are mostly 
in agreement with those of the simulated results shown 
by the solid lines which used the full transport equation 
of 2

r
2 vvg  

. That is, it is found that the proposed 

simplified algebraic stress model, of which both 
advection and diffusion terms of g are neglected, could 
predict the turbulent structures of which strongly affects 
the heat transfer characteristics in line of the forward 
stagnation point.  

The paper [12] described in the conclusion that heat 
transfer enhancement at the forward stagnation point 
was found mainly caused by the amplification of 
turbulence energy due to the large reduction rate of the 
main streamwise velocity in line of the forward 
stagnation point. The numerical results calculated by the 
turbulence model suggested in this paper were found to 
agree well with the experimental results reported so far.  
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(ii)  Anisotropy of g.  

 

Figure B: Turbulent structure in line of the forward 

stagnation point of a cylinder.  
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ABSTRACT 

In the present study, to investigate the heat transfer 

characteristics of gas-solid flow in a circulating fluidized bed 

reactor, numerical approach is applied by using CFD 

(computational fluid dynamics). For the multiphase thermal 

flow fields between gas and solid, an Eulerian-Eulerian 

approach is applied. To investigate the characteristics of wall 

heat transfer, walls are heated with constant temperature and 

cold gas and sand are inserted at the bottom and side inlets, 

respectively. Hence, heat transfer occurs from the wall to the 

bed material. The flow and heat transfer characteristics of the 

circulating fluidized bed reactor are fully investigated with 

varying superficial gas velocity. In particular, the rising and 

falling solid motions and their roles for the wall heat transfer 

are studied. From the predicted results, it is fully scrutinized 

that the heat transfer between bed material and wall is mainly 

governed by particular solid motions and these are changed by 

varying superficial gas velocity. 

Keywords: CFD, Circulating fluidized bed, Gas-solid flow, 

Heat transfer.  

 

NOMENCLATURE 

Greek Symbols 

ε volume fraction. 

ρ density, [kg/m
3
]. 

τg  deviatoric stress tensor for gas phase, [Pa]. 

γ gas-solid heat transfer coefficient, [J/m
3
•K•s]. 

 

Latin Symbols 

Cp specific heat capacity at constant pressure, [J/kg•K]. 

F coefficient for interphase force, [kg/m
3
•s]. 

g gravitational acceleration, [m/s
2
]. 

k gas or solid thermal conductivity [J/m•K•s] 

p pressure, [Pa]. 

T temperature, [K]. 

t      time, [s]. 

q conductive heat flux, [J/m
2
•s]. 

Ssj solid phase stress tensor, [Pa]. 

v  velocity, [m/s]. 

 

Sub/superscripts 

g gas phase. 

sj j
th
 solid phase. 

 

INTRODUCTION 

The circulating fluidized bed (CFB) reactors have been 

widely used in industry such as power and heat 

generation because of their higher combustion efficiency, 

their applicability for the wide range of lower grade 

solid fuels and lower pollutant, etc. If the reaction 

temperature should be carefully controlled in the 

operation of the reactor, the characteristics of the gas-

solid flow and consequent heat transfer become very 

important. Hence, to optimally design the circulating 

fluidized bed reactor, the design factors such as heat 

transfer coefficient should be obtained with high fidelity. 

However, computational fluid dynamics (CFD) studies 

are rare, which  find out the heat transfer characteristics 

of circulating fluidized bed reactor for the application of 

its optimal scale-up design (Almuttahar and Taghipour, 

2008, Zhang et al., 2010). In this regard, a numerical 

study with computational fluid dynamics has been 

carried out to investigate the gas-solid flow and heat 

transfer characteristics of a circulating fluidized bed 

reactor. For the simulation of the multiphase thermal 

flow fields between gas and solid, an Eulerian-Eulerian 

approach is applied for the circulating fluidized bed 

reactor considering computational cost and accuracy. 

Especially, the gas and solid phase conductivities are 

calculated by the method of Kuipers et al. (1992). To 

look into the wall heat transfer characteristics, the 

reactor walls are heated with higher temperature and 

cold gas and sand are inserted into the bottom and side 

inlets. Hence, the heat is transferred from the walls to 

the cold solid particles and gas flow in the reactor and 

this transferred heat is convected over the entire reactor 

by the gas and solid emulsion flows. In the present study, 

the flow and thermal characteristics of the reactor are 

fully investigated with varying superficial gas velocity. 

In particular, the contributions of the gas and solid 

emulsion phase flows on the wall heat transfer are 

scrutinized. Following the normal direction of the 

reactor, the solid volume fraction and solid flow 

behaviour are calculated and analysed, especially at very 

close to the wall. Because the typical solid flow moving 

from the wall to the bed center has a great effect on the 
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wall heat transfer. From the predicted results, it is fully 

elucidated that the heat transfer mechanism are mainly 

governed by the particular gas flow motions and related 

solid emulsion flow. In particular, the heat transfer 

coefficients are calculated and obtained and this may be 

very helpful to the optimal design of the circulating 

fluidized bed reactor. 
 

MODEL DESCRIPTION 

Governing Equations 

The governing equations for gas-solid multiphase flow 

are chosen according to Wachem et al. (2001) and are 

given as follows. 

 

For continuity equations 

 

( ) ( ) 0=⋅∇+
∂
∂

ggggg
t

vρερε ,    (1) 

( ) ( ) 0=⋅∇+
∂
∂

sjsjsjsjsj
t

vρερε ,          (2) 

 

here subscript ‘g’ and ‘sj’ mean gas and j
th
 solid phase, 

respectively and ε is the volume fraction of gas or solid 

phase.  

 

For momentum equations 
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here, v is velocity vector and τg and Ssj are the gas phase 

deviatoric stress tensor and j
th
 solid phase stress tensor, 

respectively. The Fgsj and Fsksj are coefficients for 

interphase force between gas and solid phases and 

between solid phases, respectively.  

 

For energy equations 
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here T is temperature and q is the conductive heat flux 

for gas or solid phase. The γgsj is the gas-solid heat 

transfer coefficient.  

For fluid-solid drag formula of the momentum equations, 

the following equation is adopted, which was derived by 

Syamlal and O’Brien (1988). 
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where vtsj is the terminal velocity of j
th
 solid particle 

(Garside and Dibouni, 1977), CDs is the single particle 

drag function and Reynolds number for j
th
 solid particle 

is defined as 
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For solids-solids momentum transfer, the drag 

coefficient developed by Syamlal (1987a) is applied as 

follows.  
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here esjsk is the coefficient of restitution, Cfsjsk is the 

coefficient of friction between j
th
 and k

th
 solid phase 

particles and the radial distribution function at contact is 

defined as follows (Lebowitz, 1964). 
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 In the present calculation, the solid phase stress tensor, 

Ssj, in equation (4) is treated differently for two distinct 

flow regimes, which are plastic flow and viscous flow 

regimes. For the viscous flow regime, granular 

temperature, Θsj, is adopted to solve the solid phase 

stress tensor. In the present study, a simplified algebraic 

expression for the granular temperature is adopted as 

follows (Syamlal, 1987b). 
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here,  Dsj is solid phase rate of strain  tensor and Kisj is 

granular stress constant.  

To calculate interphase heat transfer between gas and 

solid phases (see Eqs. (5) and (6)), the interphase heat 

transfer coefficient, γgsj , is assumed that there is no mass 

transfer between gas and solid phases in the present 

study. Then, the interphase heat transfer coefficient is 

defined as followings. 
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here the Prandtl number is defined as Pr = CPg µg/kg 

For conductive heat flux for gas and solid phases (see 

Eqs. (5) and (6)), Fourier’s law is applied as follows. 

 

,gggg Tk ∇−= εq      (13) 

.sjsjsjsj Tk ∇−= εq      (14) 

 

Here, microscopic gas and solid conductivities, kg and 

ksj , are obtained following Kuipers et al. (1992). The 
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details of the computational theory and techniques used 

above governing equations can be found in MFIX 

documentation theory guide (Syamlal et al., 1993). 
 

Computational Procedures 

Figure1 shows the computational domain used in the 

present study. Cold gas (air) flow is issued uniformly 

into the bottom of the reactor to circulate a sand bed. 

Cold sand is inserted into the solid inlet and the sand 

particles and gas go out together from the outlet. The 

reactor side walls are heated at 373K and the sand 

particles and gas are heated by the hot walls. The 

geometry of circulating fluidized bed reactor and 

calculation conditions used in the present study are 

shown in Table 1. For the solid particles, the diameters 

are set as 400µm for sand and in this case particles are 

classified into Geldart B particle (Kunii and Levenspiel 

1991).  

For the temporal discretization of the governing 

equations, the first-order implicit Euler scheme is used. 

For the spatial ones, the first-order UPWIND scheme is 

adopted. The time step is changed and adjusted during 

the calculation for reducing total computational time. 

For grid allocation, total grid number is 20ⅹ200, which 

is carefully selected through grid dependency test. In the 

present calculation, several cases are solved with 

increasing superficial gas velocity or inlet gas velocity 

from 2.0 m/s to 6.0 m/s to look into the effect of 

circulating flow field on the passive scalar evolution. 

RESULTS AND DISCUSSION 

 

Figure2 shows the instantaneous gas-solid flow and 

thermal fields for case 1. Figures 2(a) and 2(b) represent 

the contour of gas volume fraction and solid phase 

velocity vector map, respectively. The solid particles 

mainly go downward near the wall and go upward at the 

middle of the circulating fluidized bed reactor. This is 

typical solid flow characteristics in a circulating 

fluidized bed reactor. Hence, the solid particles circulate 

through the fluidized bed reactor according to the 

upward and downward flow motions.  

 
Table1: Calculation conditions 

Computational domain (2- dimensional) 

Length (x) 0.1 m 

Height (y) 4.5 m 

Grid allocation (x,y) 20 x 200 

Boundary conditions 

Gas inlet Case 1:  Vg_inlet = 2.0m/s, T g_inlet=298 K) 

Case 2: Vg_inlet = 4.0m/s, T g_inlet=298 K) 

Case 3: Vg_inlet = 6.0m/s, T g_inlet=298 K) 

Solid inlet Dirichlet Vs_inlet , T s_inlet=298 K 

Outlet Neumann 

wall No-slip for gas, Johnson & Jackson for 

solid, T wall=373 K 

 

 

Figure 1: Computational domain. 

 

 

            
(a) εg    (b) Vs     (c) Ts 

Figure 2: Instantaneous flow and thermal fields for case 1. 

 

During the circulation, solid particles and gas are heated 

by the hot walls. Figure 2 (c) shows the contour of solid 

phase temperature and at this moment the cold solid 

lumps are going upward, which are inserted in the solid 

inlet. However, the solid phase temperature is higher 

near the walls where the downward solid flow appears 

as in Figure 2 (b). It is noted that the magnitude of near-

wall solid phase velocity is lower compared with the 

solid phase velocity near the middle of the reactor. And 

the heated solid particles near wall are convected into 

the middle of the reactor resulting in heat transfer from 

the wall to the circulating fluidized bed. This greatly 

helps the wall heat transfer and this will be discussed in 

detail in the following figures. 
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(a) εg    (b) Ts 

 

 
(c) εg    (d) Ts 

 
(e) εg    (f) Ts 

 

Figure 3: Instantaneous contours of gas volume fraction and 

solid phase temperature for the three different instantaneous 

times for case 1. 

Figure 3 shows the instantaneous contours of gas 

volume fraction and solid phase temperature for the 

three different instantaneous times for case 1. For 

reference, the black lines on the contours of solid phase 

temperature represent solid phase streamwise velocity. 

In the line, solid line indicates positive value and dotted 

line means negative one. In the dashed circle of Figures 

(a) and (b), the gas flow is passing through the middle of 

the reactor with higher velocity and the solid flow is 

going down following the walls. During downward solid 

flow, the solid lumps are heated by the hot walls. After 

short period, upward solid flow is generated in Figures 3 

(c) and (d). As in Figure 3 (c), the hot solid particles are 

moved from the wall to the entire circulating fluidized 

bed region of the dashed circle. These hot solid lumps 

are mixed with the cold solid particles from the solid 

inlet as well as cold gas. Hence, firstly, the heat is 

transferred to the near-wall solid flow and then the heat 

is transported into the reactor inside by the convection 

of the heated solid particles. After another short period, 

the gas flow is passing through the middle of the reactor 

with higher velocity and the solid flow is going down 

following the walls again in Figures 3(e) and 3 (f).  

To look into the effects of gas-solid flow fields on the 

wall heat transfer, calculation is made with increasing 

superficial gas velocity or gas inlet velocity. Figure 4 

shows the instantaneous contours of gas volume 

fractions for the three different cases with varying 

superficial gas velocity. With increasing superficial gas 

velocity, the gas volume fraction is increased. In other 

word, with increasing superficial gas velocity, solid 

circulation rate is increased for the same mass flow rate 

of the solid then the depth of the near-wall solid flow is 

decreased. In this case, the heat is mainly transferred to 

the gas flow, where no solid lumps exist. Especially, 

solid lumps only can be seen near the solid inlet in case3. 

This may decrease the wall heat transfer rate. 

 

 
 

(a) case 1   (b) case 2    (c) case 3 
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Figure 4: Instantaneous contours of gas volume fraction with 

increasing superficial gas velocity. 

 

Figure 5 shows the distribution of time-averaged gas 

volume fraction over an appropriate time span at y=2m 

for the three different cases. The gas volume fraction is 

increased from the case 1 to case 3 as the superficial gas 

velocity is increased. It is noted that the gas volume 

fraction is rapidly decreased near the wall region and 

this region indicates the near-wall solid flow. As 

expected from Figure4, the gas volume fraction of this 

rapid decrease region is lower as the superficial gas 

velocity is decreased, which represents the increase of 

the depth of near-wall solid flow. The downward near-

wall solid flow can be found in Figure 6. Figure 6 shows 

the distribution of time-averaged streamwise solid phase 

velocity over an appropriate time span at y=2m for the 

three different cases. The rapid decrease region of gas 

volume fraction coincides with that of higher negative 

streamwise velocity regions. This means that solid 

downward volume flow rate is increased near the wall 

with decreasing superficial gas velocity. This may affect 

the wall heat transfer and will be discussed in the 

following figure. 

 

 

Figure 5:  Distribution of time-averaged gas volume fraction 

at y=2m for the three different cases. 

Figure 

6:  Distribution of time-averaged streamwise solid phase 

velocity at y=2m for the three different cases. 

 

Figure 7 shows the distribution of instantaneous heat 

transfer coefficient for the three different cases. Here, 

the wall heat transfer coefficient is defined as 

( )bulkwallwall

wall
tins

TTA
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h

−
=tan

 and qwall is heat flux from the 

wall to the circulating bed and defined 

as ])1([
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∂
−= εε . Where, A is the 

heat transfer area, n is the normal direction to the wall, 

h*instant is non-dimensional heat transfer coefficient 

normalized by the maximum value and t* is non-

dimensional time normalized by time interval in Figure7. 

For reference, the experimental data for instantaneous 

local heat transfer coefficient obtained by Wu et al. 

(1991) are compared with the present CFD results. The 

heat transfer coefficient is increased as decreasing 

superficial gas velocity due to the mechanism of wall 

heat transfer in a circulating fluidized bed as discussed 

before. Hence, the behaviour of the near-wall solid flow 

plays an important role on the wall heat transfer. 

 

 

Figure 7:  Distribution of instantaneous heat transfer 

coefficients for the three different cases. 

 

CONCLUSION 

In the present study, to investigate the heat transfer 

characteristics of gas-solid flow in a circulating fluidized 

bed reactor, numerical approach is applied by using 

CFD. For the multiphase thermal flow fields between 

solid and gas, an Eulerian-Eulerian approach is applied. 

To investigate the characteristics of the wall heat 

transfer, walls are heated by constant temperature and 

cold gas and sand particles are inserted at the bottom 

and side inlets, respectively. Hence, heat transfer from 

the wall to the bed material occurs. From the results, at a 

instant, gas flow is passing through the middle of the 

reactor with higher velocity and the solid flow is going 

down following the walls. During downward solid flow, 

the solid lumps are heated by the hot walls. However, 

after short period, upward solid flow is generated and 

the hot solid particles are moved from the wall to the 

entire circulating fluidized bed region. These hot solid 
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lumps are mixed with the cold solid particles from the 

solid inlet as well as gas. Hence, firstly, the heat is 

transferred to the near-wall solid flow and then the heat 

is transported into the reactor inside by the convection 

of the heated solid particles. With increasing  superficial 

gas velocity, the gas volume fraction of the rapid 

decrease region near the wall is decreased as the 

superficial gas velocity is decreased, which represents 

the increase of the depth of near-wall solid flow. This 

means that near the wall solid downward volume flow 

rate is increased with decreasing superficial gas velocity. 

This greatly affects the mechanism of wall heat transfer.  

Hence, the behaviour of the near-wall solid flow plays 

an important role on the wall heat transfer. 
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ABSTRACT
The understanding of meso-scale phenomena in multiphase flows
plays a critical role in accurate multiphase modelling. For many
process applications control and manipulation of multiphase flow
dynamics is a key issue that requires deeper understanding of in-
terfacial phenomena. In mineral froth flotation, in particular, an
accurate model of the behavior of fine solids at the gas-liquid inter-
face is of major importance in macro-scale modelling. In this paper
we discuss a method where momenta of liquid, gas, and solid parti-
cles are coupled. In order to describe systems characterized by high
volume fraction of solids, particles are modelled using the Discrete
Element Method (DEM) while fluids are modelled separately in the
CFD code. Particle and fluid momenta are then transferred between
the codes and coupled as source terms in the momentum equations.
The modelling method presented in this work can give valuable in-
sight in the behavior of three-phase systems and can contribute to
better statistical models for industrial applications.

Keywords: CFD-DEM, multiphase flow, mineral froth flotation,
bubble-particle interaction .

NOMENCLATURE

Greek Symbols
α Phase void fraction,[−].
β Coefficient in Eqs.(9) and (10),[−].
γ Surface tension,[N/m].
δ Particle overlap distance,[m]
θ Contact angle,[rad].
ε Turbulent kinetic energy dissipation rate,[m2/s3].
κ Curvature,[m−1].
ρ Density,[kg/m3].
←→σ Total stress tensor,[kg/mss].
τ Particle time step in Eqs.(9) and (10),[−].
φ Physical property in Eq.(5) and angle in Eq.(15).
ω Angle in Fig.3, [rad].

Latin Symbols
c Compression factor in Eq.(7),[−].

C Damping coefficient,[kg/s].
d Diameter,[m].
F Force,[N].
g Gravitational constant,[m/s2].
k Stiffness coefficient in Eqs.(9-10) and turbulent kinetic

energy in Fig.1, [kg/s2,m2/s2].
n̂ Interface normal vector,[m−1].
p Pressure,[Pa].
r Radius,[m].
U Velocity, [m/s].
z Deflection depth,[m].

Sub/superscripts
12 Interaction between particle 1 and 2.
a Attachment.
c Compression in Eq.(7).
cap Capillary.
g Gas.
hyd Hydrostatic.
i Index i.
j Index j.
l Liquid.
n Normal in Eq.(9).
p Particle.
t Tangential in Eq.(10).

INTRODUCTION

The understanding of meso-scale phenomena in multiphase
flows plays a critical role in accurate multiphase modelling.
In many process applications control and manipulation
of multiphase flow dynamics is a key issue that requires
deeper understanding of interfacial phenomena. For this
discussion it is helpful to define three spatial (and temporal)
scales for modelling of multiphase processes; the macro-,
meso-, and micro-scale, respectively. The macro-scale is
the level of industrial applications, such as the length and
time scales of interest in modelling of an entire tank cell or
column. Typical length scales are in the order of 10-1-101

m. In industrially meaningful simulations, the number of

1
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particles is so high that commonly a statistical approach is
necessary to model the process. Processes that take place on
the meso-scale are those that directly interact with both the
macro- and micro-scale. Length and time scales at this level
of observation are typically of the scale of a few bubbles
and particles. Length scales are in the order of∼10-5-10-1

m. The micro-scale, then, is the scale at which close range
forces occur. At the micro-scale the characteristic length
scales are in the order of 10-10-10-5 m. Many experimental
and theoretical findings at the micro-scale could serve as
valuable input in statistical or Lagrangian approaches at
the macro-scale. However, this scale-up requires scalability
of the findings and modelling at the micro-scale. It is the
meso-scale that is key in scale-up to and formulation of
input for macro-scale modelling.

The central aim of this paper is to introduce a computational
framework for modelling of meso-scale phenomena in mul-
tiphase flows. Accurate meso-scale models can improve the
quality and predictive power of global statistical modelling
at the macro-scale.

The modelling framework has been set up using the open
source CFD package OpenFOAM (OpenCFD Ltd.,2009).
The modular and open structure of the code has allowed
to develop a transparent computational framework for
evaluate and improve micro- and meso-scale physico-
chemical phenomena. A central issue is to capture local
kinetic phenomena in meso-scale models and use these
in modelling of macro-scale processes. The relative mo-
tion and kinetic interaction between disperse media, i.e.
momentum coupling, is an area of particular interest. In
many industrial processes the distances between bubbles
or particles are in the range of bubble or particle diam-
eter (Wierink and Heiskanen, 2008). Under these dense
conditions, the coupling between dispersed phases is in the
regime of four-way coupling (Elghobashi, 1991), as shown
in Fig. 1. For particles in the size range found in typical
flotation process, say 10-150µm, and an average bubble
diameter of 1 mm, the momentum coupling regime for the
system lies in the upper right corner of Fig.1. The need for
a modelling approach with four-way momentum coupling is
therefore evident.

Four-way momentum coupling entails coupling between
particles and carrier phase, between bubbles and carrier
phase, between bubbles and bubbles, and between particles
and particles. In the current approach, particles are tracked
in a Lagrangian frame of reference and momenta are
completely coupled. This approach allows for simulation of
flows with higher void fraction. For systems with very high
solid void fraction, a Discrete Element Method (DEM) is
coupled with the CFD simulations.

MODEL DESCRIPTION

The modelling methods in this work fall into two cate-
gories. The first is the development of a Lagrangian par-
ticle class that includes interaction forces between parti-

cles and a gas-liquid interface. This class is developed
within the framework of the open source CFD toolbox Open-
FOAM (OpenCFD Ltd.,2009). The second development is
the implementation of the kinetics described below, in the
CFD-DEM coupled code CFDEM (CFDEM, 2011). These
modelling methods are discussed in the following sections.

Gas-liquid model

Motion of the gas-liquid system is computed using the Vol-
ume of Fluid (VOF) method (Hirt and Nichols, 1981). The
authors are aware that the VOF method is not particularly
suitable for two-phase flows where surface tension plays an
important role (Weller,2008). An interface tracking method,
rather than a interface capturing method, would be more
suitable for surface tension dominated flows. However,
dynamic re-meshing and topological changes in the mesh
make bubble break-up and coalescence mathematically
challenging and computationally heavy. The authors aim to
include an interface sharpening method in the current VOF
model to counter this issue, although the compromise is clear.

In the VOF method for incompressible, isothermal two-phase
flow, the transport of a phase fraction parameterα is com-
puted on the computational domain. The set of equations
describing the system are the continuity equation, the phase
transport equation, and the momentum equation, respec-
tively (Weller,2008):

∇ ·U = 0, (1)

∂α
∂ t

+∇ · (αU) = 0, (2)

∂ (ρU)

∂ t
+∇ · (ρUU) = −∇ ·←→σ , (3)
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Figure 1: Momentum coupling regimes for the log of the ra-
tio of particle response timeτp and fluid response timeτ f
(log Stokes number)versus particle-particle distances, nor-
malized by particle diameterdp (after Elghobashi(1991)).
Approximate volumetric concentration C of the dispersed
phase is indicated in brackets.

2



Mechanistic modelling of particle-interface interaction in three-phase flows / CFD11-101

where←→σ is the total stress tensor composed of the normal
stress tensor, i.e. pressure, the shear stress tensor, and the
surface stress tensor as:

←→σ = ←→σ n +←→σ τ +←→σ σ . (4)

Physical properties, such as density and viscosity in Eq.(4),
are locally averaged according to:

φ = αφ1 +(1−α)φ2, (5)

whereφ1 andφ2 are the physical properties of phase 1 and
phase 2, respectively. In the standard VOF approach the in-
terface disperses due to numerical diffusion (Weller, 2008),
but the diffuse interface is also a characteristic of the VOF
method itself. To counter this effect in a numerically sta-
ble manner,Weller (2008) implemented a counter-gradient
transport equation (Weller, 1993). This equation takes the
form of:

∂α
∂ t

+∇ · (αU)+∇ · [Ucα (1−α)] = 0, (6)

where the interface compression velocityUc is defined as:

Uc = min(cα |U|,max(|U|))
∇α
|∇α|

(7)

In Eq.(7),cα is an interface compression factor, here set to
1. Hence,Uc is a contribution to flux normal to the gas-
liquid interface, resulting in interface compression. Note that
the interface compression only contributes at the gas-liquid
interface due to the termα (1−α) in Eq.(6).

Particle-particle model

The motion of particles is modelled in a Lagrangian frame of
reference. The governing equation is:

mp
dUp

dt
= ∑F, (8)

whereF contains the relevant forces acting on the particle.
Commonly these are the drag force, the buoyancy force,
and a driving force due to pressure gradient. Interfacial,
electrostatic, and other forces can be added in Eq.(8) to
accommodate the physics specific to the system at hand.
The particle forces described in the current and next section
are models found in literature and are surely incomplete.
However, the structure of the current modelling framework
allows to continuously update the particle model according
to experimental and theoretical findings.

To account for particle-particle collisions in more dense dis-
persed flows a soft-sphere collision model (Bertrandet al.,
2005; Cundall and Strack, 1979) was implemented. Particles
are represented by spheres with a center point and a radius.
During particle-particle collision the particles are allowed a
small overlapδp, as shown in Fig.2. The normal forceFcn,i, j
between particlesi andj are the calculated as (Bertrandet al.,
2005):

Fcn,i, j = knδ β1
n,i, j +Cn

∂δn,i, j

∂τ
(9)

and the tangential force as:

Ftn,i, j = ktδ
β2
t,i, j +Ct

∂δt,i, j

∂τ
, (10)

wherekn, kt are the stiffness coefficients andCn, Ct are the
damping coefficients, in the normal directionn and tangen-
tial direction t, respectively. In this work a linear collision
model is used so that the coefficientsβ1 andβ2 are both set
to 1. The forces in Eqs.(9) and (10) are then added to the
right hand side of Eq.(8). In the results presented here,k is
0.9 kg/s2 and C is 800kg/s. The values fork andC are
not based on physical particle properties, but rather to en-
sure that particles do not overlap and collide with reasonable
restitution and to provide a proof of concept. At a later stage
physical parameters are to be tested, such as those reported
by Malone and Xu(2008).

Figure 2: Particles colliding using the soft-sphere collision
model. The particles overlap by distanceδp, Fn is the normal
force andFn the tangential force.

Particle-interface interaction

As a particle approaches the gas-liquid interface a net at-
tachment force occurs. This net attachment force is the
result of a balance of many forces, e.g. forces related
to the film rupture and lubrication (Ivanovet al., 1978;
Schulze, 1983; Barnocky and Davis,1989), as well as DLVO
forces (Israelachvili,1992). The characteristic length scale
for calculation of DLVO forces in particular, is in the order
of 100 to 103 nm, the latter for very clean systems. In the cur-
rent work, the particle-interface attachment force is modelled
as a function of particle position relative to the interface and
physical parameters, such as surface tension and three-phase
contact angle. The attachment forceFa is modelled as:

Fa ∝ −n̂ f (α)Fa, (11)

where f (α) is a function centering the force at the interface.
In the VOF method the gas-liquid interface is diffuse, but
we can use a chosen center valueα̃ to represent the sur-
face. In this work the interfacial center is chosen to be at
a gas void fraction of 0.5, i.e.̃α = 0.5. The smooth function
tanh(α − α̃) is used to representf (α) in and on both sides
of the gas-liquid interface. In Eq.(11)n̂ is the interfacial nor-
mal vector and defined as:

3
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n̂ =
∇α
|∇α|

(12)

The attachment forceFa in Eq.(11) is also proportional to
a physical force Fa. Force Fa is related to surface tension
and the three-phase contact angle.Schulze(1983) identified
the attachment force between the gas-liquid interface and the
solid particle as the sum of the capillary force and the hydro-
static pressure force. The capillary forceFcap can be written
as (Schulze, 1983):

Fcap = −πr2
psin2 (ω)ρl gz0, (13)

where the angleω and the deflection depthz0 are indicated
in Fig. 3. When the density of the air is neglected we can
write for the hydrostatic force (Schulze, 1983):

Fhyd = −2πrpγsin(ω)sin(ω +θ) n̂, (14)

whereθ is the contact angle. To quantify the capillary force
the deflection depthz0 must be determined. From Fig.3 we
can estimate the that

z0 ≈
r0

2
tan(φ0) , (15)

wherer0 is the particle radius at the three-phase contact line,
as shown in Fig.3. For the angleφ0 Shanget al. (2009)
write:

sin(φ0) = cos
(

3
4π −ω −θ

)

(16)

Combining Eqs.(15) and (16) and usingr0 = rpsin(ω), we
can write for the deflection depth:

z0 ≈
rp

2
sin(ω) tan

{

sin−1[

cos
(

3
4π −ω −θ

)]}

(17)

Now, using the estimate thatω ≈ π − θ/2 (seeSchulze
(1993)), we can write for the attachment force Fa in Eq.(11)
as:

Fa = |Fcap+Fhyd|
= πrpsin(ω) [rpsin(ω)ρl gz0 +2γsin(ω +θ)]
≈ πrpsin(π −θ/2)

[rpsin(π −θ/2)ρl gz0 +2γsin(π +θ/2)]
(18)

At this point it must be pointed out that in the particle-
interface force model above, in particular in Eqs.(13) and
(14), it is assumed that the particle is already attached to the
gas-liquid interface. The model would improve considerably
when dynamic forces are included. This is, however, beyond
the scope of this paper.

CFD-DEM coupling

In the modelling of particulate flows two main strate-
gies can be followed; the continuum and the discrete
approach (Gonivaet al., 2010). In a continuum approach the
multitude of particles is considered as an artificial continuum
and is based on the solution of the underlying conservation
equations (Gidaspowet al., 1992). In the discrete approach,

however, the motion of each individual particle is described,
with a special treatment of eventual particle-particle and
particle-wall collisions. This allows the application of
DEM especially for dense particulate flows. Additional
forces acting on the particles can be considered, such as
electromagnetic forces, or as described in the present paper,
particle-interface forces.

The most important discrete model is the Discrete Element
Method (Cundall and Strack,1979). The nature of the DEM
allows accurate capture of all granular physical phenomena
and thus accurately model granular flow. CFDEM (CFDEM,
2011) is an open source code dedicated to the coupling
of the CFD package OpenFOAM (OpenCFD Ltd.,2009)
and the DEM solver LIGGGHTS (LIGGGHTS, 2011).
LIGGGHTS allows accurate particle-particle interaction
calculation within its own computational domain. In this
work a linear Hooke law is used to model particle-particle
collisions. The advantage of LIGGGHTS over a classical
Discrete Phase Model (DPM) is that LIGGGHTS can
handle higher void fraction and is a flexible open-source
model, where case-specific sub-models can be readily
implemented (Klosset al., 2009).

The CFDEM coupling routine between can be described as
follows (Gonivaet al., 2010):

1. The DEM solver calculates the particles positions and
velocities;

2. The particles positions and velocities are passed to the
CFD solver and for each particle, the corresponding cell
in the CFD mesh is determined;

3. For each cell, the particle volume fraction as well as a
mean particle velocity is determined;

4. Based on the particle volume fraction, the momentum
exchange between particles and carrier phases is calcu-
lated;

5. The forces acting on each particle are sent to the DEM
solver and used within the next time step. They are
assumed to be constant over the coupling interval and
treated as explicit term in the integration of the particles
trajectory;

Figure 3: Spherical particle adhering to a gas-liquid interface
(afterSchulze(1983)).
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6. The CFD solver calculates the fluid velocity taking
into account local volume fraction and momentum ex-
change. Hereby particles volume fraction is treated ex-
plicitly in the volume averaged Navier Stokes equations,
whereas the momentum exchange term is treated semi-
implicitly for sake of stability (Gonivaet al., 2010);

7. The routine is repeated from (1).

Currently, the particle-interface force model, detailed in this
paper, has been implemented as an additional sub-module
within CFDEM framework. This allows for implementing
new models which directly resolve particle-bubble interac-
tion. The parallel nature of the underlying codes enables to
use arbitrary geometries and large numbers of particles. Pre-
liminary results are presented in Results Section.

Computational domain and solution procedure

The computational domain consists of an orthogonal struc-
tured mesh and is 13db wide in all three orthogonal directions
to minimize wall effects. In order to maintain this domain
width, the central part of the mesh was refined. The total
amount of computational cells was 152,000 hexahedral cells.
The bottom and walls have a no-slip boundary condition for
velocity and zero flux condition for pressure. At the top of
the domain an outlet boundary condition is set for the void
fractionα and the velocity field. For the pressure field a total
pressure condition is set at the outlet. The solution proce-
dure is based on the Pressure Implicit Splitting of Operators
(PISO) (Issa, 1986). The computational model is fully par-
allelized using the MPI library specification. The 152,000
cell case is computed in about 5 hours per ms, scaled to a
single CPU. At the present stage of development excessive
code efficiency studies have not yet been carried out, how-
ever first tests of the parallel performance of the coupling
show promising results.

RESULTS AND DISCUSSION

Comparison with the Young-Laplace equation

A measure of the accuracy of a numerical method for mod-
elling of gas-liquid systems is assessment of the pressure
jump condition across the interface. (Brackbill et al., 1992)
assessed the accuracy of the normal boundary condition of
an interface of an incompressible and inviscid fluids by cal-
culating the surface pressureps for constant surface tension
coefficient. Under the aforementioned conditions, the sur-
face stress boundary condition reduces to the Young-Laplace
equation (Landau and Lifshitz,1987):

ps ≡ p2− p1 = γκ , (19)

where κ is the interface curvature andp1 and p2 are the
pressure outside and inside the drop, respectively. The
comparison of the numerical calculation of surface pres-
sure to the analytical value of Eq.(19), is therefore propor-
tional to the accuracy of the interfacial curvature calcula-
tion (Brackbill et al., 1992). Brackbill et al. (1992) used a
two-dimensional drop of 4 cm in diameter, centered in a
square numerical domain of 6 by 6 cm. In this test, the
mesh resolution is 60 by 60 cells, drop density is 1000 kg/m3,

background density is 500 kg/m3, surface tension is constant
at 0.02361 N/m. Under these conditions the pressure jump
condition can be estimated by:

ps = γκ =
γ
R

, (20)

whereR is the drop radius. From Eq.(20), ps is 1.1805 Pa.
(Brackbill et al., 1992) computed the mean drop pressure by:

〈p〉=
1

Nd

Nd

∑
i, j=1

pi, j , (21)

for computational cells (i,j). The number of "drop cells"Nd
is defined as the number of cells for whichρ ≥ 990 kg/m3.
The comparison betweenps of Eq.(20) and〈p〉 of Eq.(21) is
shown in Fig4. The results of this test for the VOF solver
used in this work, shows a downward deviation from the an-
alytical solution in the order of 15 to 20%. This suggests a
similar deviation for the curvature calculation of around 1.5
to 2 times the analytical value for curvature, as reported by
Brackbill et al. (1992) andUbbink (1997). For the current
purpose this level of accuracy is sufficient.
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Figure 4: Result of the droplet surface pressure
test (Brackbill et al., 1992) for computed mean drop
pressure〈p〉 in Eq.(21) and analytical surface pressureps
according to the Young-Laplace equation, Eq.(19).

Simulation of particle capture

The method described above allows for simulation of
three-phase flow systems. With regard to mineral froth
flotation the capture of solid particles by air bubbles is of
particular interest. A numerical simulation is performed,
where a 1 mm air bubble rises in stagnant liquid and collides
with three mineral particles of 100µm in diameter. The
density of the particles is 3000 kg/m3. The gas-liquid
surface tension coefficient is kept constant at 70 mN/m
and the three-phase contact angle is 1.15 rad, or 66◦.
Fig. 5 shows a sequence of snapshots of the air bubble
encountering solid particles. Since the actual position of the
gas-liquid interface is not exactly known when using the
VOF method, theα = 0.5 contour is chosen to represent
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the bubble surface. The result shown in Fig.5 have been
computed using a set of special particle classes developed
in the OpenFOAM package, as detailed in the above sections.

Three particles are released at different positions above the
bubble, as shown on the left in Fig.5. In the second and third
snapshots in Fig.5 the particles slide along the surface of the
bubble and are exposed to the addition force described by
Eq.(18). After colliding with each other the first and second
particle detach from the bubble surface and continue their
way through the liquid. The third particle stays attached to
the bubble and rises with it to the surface.

Figure 5: A 1 mm air bubble rising and colliding with three
particles at 5 ms intervals. The particles are 100µm in di-
ameter and have a density of 3000 kg/m3.

In order to accommodate heavy mass loading by dispersed
media and allow for complex particle mechanics, the flota-
tion particle classes and solver have been ported to the cou-
pled CFD-DEM code CFDEM (CFDEM, 2011). Preliminary
results of bubble-particle interaction calculations are shown
in Fig. 6. Particle and fluid motion are computed by different
solvers using different meshes and different time stepping.
As such, both routines can be optimized more efficiently. In
both the CFD and the CFDEM approach, particle positions
and momenta are computed for every particle and therefore
particle forces can be calculated. These force calculations
can be used for validation against experimental findings of
interface kinetics and it must be noted that the current com-
putational framework is operational, yet needs more input of
force models.

CONCLUSION

The interaction between small drops or solid particles and
a gas-liquid interface is a physico-chemical phenomenon
of major importance in many process applications. The
scale of most industrial (macro-scale) processes makes
detailed modelling commonly infeasible and semi-statistical
or empirical models are needed. The micro-scale models
that constitute the physico-chemical basis of the macro-scale
are typically geared towards semi-static systems of a single
particle and a single bubble. This approach has proven
useful in the design and optimization of many industrial

applications. However, the predicitve power independent of
specific process characteristics, such as particle properties,
is commonly poor. In this work we present a computational
framework for modelling of bubble-particle interaction on
the meso-scale, i.e. for swarms of bubbles and particles. A
deeper understanding of the kinetics at this scale can lead to
better statistical models for simulation of processes at a scale
meaningful for industrial application. The physico-chemical
submodels still lack many parts; the particle-particle colli-
sion parameters need a physical basis, the particle-interface
force model needs improvement, and the effect of turbulence
must be introduced. The development of the modelling
framework presented is, however, a major step forward
in unifying physical and (physico-)chemicial micro-scale
phenomena to larger scales. This is the aim of this paper.

The computational platforms for the investigation reported
here are the CFD package OpenFOAM (OpenCFD Ltd.,
2009) and CFDEM (CFDEM, 2011) code, coupling Open-
FOAM and the DEM code LIGGGHTS (LIGGGHTS,2011).

Figure 6: Three 1 mm air bubbles rising through a cloud of
100 µm mineral particles in snapshots after 0.1 s (a), 0.3 s
(b), 0.5 s (c), and 0.6 s (d), respectively, as computed using
CFDEM (CFDEM, 2011) in 2D.
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All of the aforementioned packages are open source soft-
ware. The Volume of Fluid (VOF) method (Hirt and Nichols,
1981) is used to compute the motion of gas an liquid. In
principle, the VOF method is not particularly suitable
for surface tension dominated flows. However, since the
prospect is to also investigate bubble breakup and coa-
lescence during interaction between bubble and particle
swarms, the VOF method was chosen to eliminate the need
for complex topological changes in the computational mesh.
A soft-sphere model has been implemented to account for
particle-particle collisions when particle void fraction is
higher. Particles close to the gas-liquid interface experience
an attractive force as a function of contact angle, surface
tension, particle size, and density.

The model presented in this paper is work in progress and
can form a good basis for further development because of its
modular and open structure. The current modelling frame-
work shows promising first results. Bubble-particle interac-
tion has been simulated on the scale of several bubbles and
particles, here referred to as the meso-scale. Meso-scale phe-
nomena such as particle capture and detachment have been
observed. The findings of the current and future generations
of the model describe in this paper can provide valuable input
for larger scale models through a unified approach.
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Figure 9:

Evolution of CO2 migration at different layers.
Legend represents the density (kg/m3) of CO2.
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ABSTRACT

Numerical simulations of the two-phase flow distribution in the
packed bed of a reactor used for fuel hydrodesulfuration are re-
ported. The reactor considered has, above the bed, a distribution
tray equipped with chimneys. The boundary conditions at the inlet
of the reactor bed were obtained from simulations of the flow at the
exit of a chimney. An Eulerian three-phase model that considers
the particles of catalyst as a granular static phase has been used fol-
lowing the Holub single slit model for particle fluid interaction to
compute the liquid-solid and gas-solid drag coefficients. Physical
properties of the fluids are assumed to be constant and no chemical
reactions, mass and heat transfer processes between the phases are
taken into account. A previous study hinted at the possibility of a
liquid tendency to attach the wall of the reactor as the depth of the
bed is increased. In the present study, this phenomenon is further
studied in a deeper bed. In the first 11 m of the reactor, there is
no suction effect on the flow caused by the wall. As the two-phase
flow moves downward by the bed, a slow radial liquid spreading
takes place. However, flow distribution is not completely uniform,
at least at a distance of 11 m from the inlet, although it improves as
the flow descends.

Keywords: Hydrodesulfuration reactor, CFD, trickle-bed, liquid
distribution, wall effect .

NOMENCLATURE

Greek Symbols
θ Volume fraction, [Dimensionless]
µ Viscosity, [Pa s]
ρ Density, [kg/m3]

Latin Symbols
g Gravity vector, [m/s2]
K Drag coefficient, [kg/m3s]
P Pressure, [Pa]
t Time, [s]
u Velocity vector, [m/s]

Sub/superscripts
f Fluid
k Phase Index
s Solid

INTRODUCTION

In the trickle bed reactors used in the petrochemical industry
for fuel hydrodesulfuration processes, gas and liquid flow
co-currently downward through a packed bed of catalytic
solid particles. The uniformity of the two-phase flow in the
bed is an important parameter for the correct operation of the
catalyst. For example, a poor distribution of the liquid-gas
mixture reduces the effective volume of the reactor in which
the hydrodesulfuration takes place, and thus can produce hot
spots that may decrease the life of the catalyst.

One of the causes of flow maldistribution is the phe-
nomenon known as wall effect, where the liquid flowing
downwards tends to attach the wall of the column. An
increased wall flow causes the large-scale liquid maldistribu-
tion, as reported by Wang et al. (1996). Several authors have
studied this effect, which is one to be avoided in order to
have a good liquid distribution, as noted by Hoftyzer (1964).
Other interesting studies on liquid maldistribution on packed
columns include those by Gunn (1987), Cairns (1948), Cihla
and Schmidt (1957), Marchot et al. (1999) and Baker et
al. (1935).

MODEL DESCRIPTION

Figure 1 shows a sketch of the reactor considered in this
study. There is a distribution tray above the catalytic
beds, which contains chimneys to distribute the liquid flow
entering the reactor before it descends towards the beds.
There is a void space between this distribution tray and the
first of the beds, where the flow freely moves downwards.
Below this space there are the four particle beds. The first
three beds are 150 mm high while the fourth one is 15560
mm. The main characteristics of the different particles for
each bed are shown in Table 1, while Table 2 shows the ratio
of the physical properties of the fluids, which are assumed to
be constant. Chemical reactions and heat and mass transfer
processes between the phases are not taken into account.

Numerical simulations for the two-phase flow through
the reactor beds have been performed using the commercial
CFD code Fluent (2006). An Eulerian three-phase model
has been used in a three-dimensional domain, where conti-
nuity (Eq. 1) and momentum (Eq. 2) equations are solved
individually for each phase. Drag terms are modelled using
the Holub model (1992).
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∂θk

∂ t
+∇ ·θkuk = 0 (1)

θk
∂uk

∂ t
+θk (uk ·∇)uk =− 1

ρk
∇P+

µk

ρk
∇(θk∇(uk))+

+θkg+
1
ρk

θkθ f K f (uf−uk)+
1
ρk

θkθsKs (−uk)
(2)

Due to the nature of this case, calculations are carried out in
sections, since simulating the whole reactor would result in
a very large number of cells and an extremely high compu-
tational cost. The first 11 m of the reactor have been simu-
lated, since it is considered that this is enough to appreciate
any possible wall effect on the flow behaviour.

Figure 1: Sketch of the reactor.

Table 1: Beds characteristics
Bed Porosity Depth (mm)

1 0.33 150
2 0.53 150
3 0.45 150
4 0.40 15560

Table 2: Physical properties ratios
Density ratio (Liquid / Gas) 29.3

Viscosity ratio (Liquid / Gas) 6.7

Numerical procedure

As shown in Figure 2, the reactor has been divided in sec-
tions which are 15 cm deep, where the volume fractions and
velocities distribution results at the outlet in each of these
sections are taken as the inlet conditions of the following sec-
tion. This contributes to speed up calculations, although, due
to the large number of simulations needed to obtain meaning-
ful results of the flow distribution through the reactor, time
for calculations is also large. To avoid a possible distortion
in the results caused by the outlet boundary condition, which
seems to have an influence at the exit zone in each simula-
tion, it has been decided to simulate sections 20 cm deep but
taking only the first 15 cm as valid.

Time calculation optimization

Simulations varying the section depths were carried out to
optimize the calculation time. Table 3 shows the comparison
of the studied cases. The improvement factor in the simula-
tion efficiency by using 20-cm sections is 1.56.
In order to speed up calculations even more, two processors
are working in parallel. Table 4 shows the comparison be-
tween the serial and parallel computations. It can be seen
that Fluent parallelizes in a very efficient manner the simula-
tion with two processors, with a speed up factor of 2.
The overall improvement factor in the computation effi-
ciency, using two processors working in parallel and simu-
lating 15-cm sections (real depth) is 3.12.

Table 3: Simulation time comparison
Simulated section depth (cm) 10 20

Real section depth (cm) 5 15
Number of cells 1244720 2489440

Time per iteration (min/iteration) 2.97 5.72

Table 4: Parallel computation
Number of processors 1 2

Real section depth (cm) 15 15
Number of cells 2489440 2489440

Time per iteration (min/iteration) 5.72 2.86

RESULTS AND DISCUSSION

Liquid volume fraction isosurfaces

Figure 3 shows the inlet boundary condition used in the
simulations. As it can be seen in the liquid volume fraction
contours shown, the liquid focuses distribution is in agree-
ment with the chimneys distribution on the distribution tray.
Figure 4 shows the zone in which liquid isosurfaces will be
shown later enclosed in a rectangle.

In order to show in an easier understandable manner
the information contained in the liquid isosurfaces as the
liquid flows downwards through the reactor beds, it is
better to present this information on three different figures.
Figures 5.a to 5.c show liquid volume fraction isosurfaces
of 0.10. Figure 5.a shows the liquid distribution in the first
4.5 m of the reactor, Figure 5.b from 4.5 m to 9.5 m and
Figure 5.c from 9.5 m to 11 m.

It can be observed in those figures that the liquid spreads
slowly in the radial direction, reaching a more uniform
distribution in the central zone than in the near-wall zone.
It should be noted that the isosurfaces shown provide only
a partial information of what is really happening in the
reactor. In order to obtain a more detailed view of reality, it

Section N+1

FlowResults from first 15 cm

Inlet condition for N+1

Section N
Simulated zone

Simulated zone

Flow

Figure 2: Sketch of the simulation procedure in sections.
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is required to resort to liquid volume fraction contours and
profiles at different reactor depths.

Figure 3: Inlet boundary condition. Liquid volume fraction
contours.

Figure 4: Inlet boundary condition. Liquid volume fraction
contours.

Liquid volume fraction contours

Figures 6 to 8 show liquid volume fraction contours at dif-
ferent depths. The red colour represents liquid and the blue
colour gas, with the colour gradation representing different
values of liquid volume fraction according to the colour scale
shown at the left side of the contours. It can be seen that, as
the flow descends through the reactor beds the liquid spreads
radially improving phase distribution. While not perfectly
uniformly distributed, from a depth of 8 m on the liquid is
under a reasonably good distribution. This is seen in a more
detailed manner in the volume fraction profiles shown later.

Liquid volume fraction profiles

Two different planes have been chosen to show the liquid
volume fraction profiles. The first of these planes is marked
with a line in Figure 9.

Figures 10 to 12 show the liquid volume fraction pro-
files at different reactor depths in the aforementioned plane.
The reactor radius is shown on the horizontal axis while the
liquid volume fraction is shown in the vertical axis. It can be
seen in these figures, in the region close to the inlet, around

Figure 5: Liquid volume fraction isosurfaces of 0.10. (a)
Zone comprised between 0 m and 4.5 m. (b) Zone comprised
between 4.5 m and 9.5 m. (c) Zone comprised between 9.5
m and 11 m.

Figure 6: Liquid volume fraction contours. Slices at 0 m, 1
m, 2 m and 3 m.

Figure 7: Liquid volume fraction contours. Slices at 4 m, 5
m, 6 m and 7 m.
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the first 3 m, that the liquid volume fraction decreases faster
in the chimneys placed near the wall than in the central ones.
In other words, chimneys which are close to the wall spread
the liquid radially faster than those in the central region of
the reactor. This phenomenon balances between 3 m and 5
m of the reactor. From that depth on, the central chimneys
start spreading faster than those near the wall. It can be
seen, for a depth of 11 m, that in the first 0.3 m in radial
direction the liquid distribution is uniform. Figure 13 shows
simultaneously liquid volume fraction profiles at different
depths.

The second plane chosen to show these profiles is the
one shown in Figure 14. Figures 15 to 17 show liquid
volume fraction profiles at different reactor depths. As it can
be seen, the results obtained are similar to those seen in the
other plane. Figure 18 shows simultaneously liquid volume
fraction profiles at different depths.

A characteristic of the liquid distribution worth men-
tioning is the lack of symmetry in the plumes as the flow
descends through the reactor beds. As it can be seen in
Figures 10 to 13 and Figures 15 to 18, the plume region
close to the wall is narrower than the plume region close to
the center of the reactor, or in other words, there is a suction
effect on the flow from the central zone of the reactor, which
is explained later.

Figure 8: Liquid volume fraction contours. Slices at 8 m, 9
m, 10 m and 11 m.

Figure 9: Plane on the symmetry axis chosen to show the
liquid volume fraction profiles.

Liquid velocity profiles

Figures 19 and 20 show the liquid axial velocity profiles, at
different depths, for the planes shown in Figures 9 and 14, re-
spectively. As it can be seen in these figures, liquid descends
with higher velocity through the central zone of the reactor
than in the near-wall region. This would explain the effect of
liquid displacement towards the central region of the reactor,
previously commented, resulting in a better liquid distribu-

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

θ

r (m)

z = 0 m

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

θ

r (m)

z = 1 m

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4
θ

r (m)

z = 2 m

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

θ

r (m)

z = 3 m

Figure 10: Liquid volume fraction profiles in the plane
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 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

θ

r (m)

z = 4 m

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

θ

r (m)

z = 5 m

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

θ

r (m)

z = 6 m

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

θ

r (m)

z = 7 m
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tion in the central region of the reactor.

Evolution of the center of the plumes

Figures 21 and 22 show the evolution of the center of the
plumes for the central and near-wall chimneys in the planes
shown in Figures 9 and 14, respectively. The point of max-
imum liquid volume fraction is considered the center of the
plume. The horizontal axis shows the point of maximum liq-
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Figure 14: Plane chosen to show the liquid volume fraction
profiles.
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Figure 15: Liquid volume fraction profiles in the plane
shown Figure 14. Slices at 0 m, 1 m, 2 m and 3 m.

uid volume fraction for the plume, in other words the center,
while the depth of the bed is shown in the vertical axis. As
it can be seen, in the first 3 m the plume of the near-wall
chimney is displaced faster than the one of the central re-
gion, with a change in tendency happening at 5 m. The same
phenomenon takes place in both planes, so it is assumed that
it happens in the whole reactor.
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Figure 16: Liquid volume fraction profiles in the plane
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Half-width

An efficient manner to measure dispersion in porous media
is the half-width. In a gaussian distribution, the half-width is
defined as the distance that links the two points of value half
of the maximum of the distribution at both sides of this maxi-
mum. Figures 23 and 24 show the evolution of the half-width
along the reactor in the planes shown in Figures 9 and 14, re-
spectively. As it can be seen, until a depth of 5 m the plume
of the near-wall chimney is wider than the central region one.
However, from a depth of 6 m on the central plume is clearly
wider than the one in the near-wall region. From a depth of
8 m on, it is considered that in the central region the liquid is
well enough distributed so there is no need to represent the
half-width.

Distance to the wall

Figure 25 shows the distance between the center of the plume
which is nearest the wall and the wall in the planes shown in
Figures 9 and 14. As it can be seen, from a depth between
5 m and 6 m, the plume starts to move away from the wall.
Thus, any suction effect by the wall is discarded. On the con-
trary, and as previously discussed, the liquid tends to move
towards the center of the reactor.
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Figure 19: Liquid axial velocity profiles in the plane shown
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CONCLUSIONS

According to the simulations, in the first 11 m of the reac-
tor no suction effect by the wall is observed, since the center
of the outer plumes not only does not approach the wall, but
from a depth of 5 m on it starts to move away from it. As
the two-phase flow descends through the beds of the reactor,
a slow spreading of the liquid is observed in the radial direc-
tion. Liquid distribution is not completely uniform, at least
at a depth of 11 m from the inlet, although it improves as the
flow descends. A uniform liquid distribution can be consid-
ered for the central region of the reactor, in a radius of 0.3
m.
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ABSTRACT
Multidimensional population balance models, formulated in the
case of turbulent gas-liquid flow, are very useful tools to describe
the interactions between the continuous liquid phase and the gas
bubbles, as well as the interactions among different gas bubbles
(e.g., coalescence and break-up), both in terms of momentum and
mass coupling. Moreover, these models are able to quantify the ef-
fects of the interactions on the population of dispersed bubbles and
to estimate the distributions of different properties of the bubbles
(i.e., velocity, size, temperature, composition), as well as the state of
the continuous phase. In this work, two different methods based on
moments quadrature (i.e., Direct Quadrature Method of Moments
and Conditional Quadrature Method of Moments) for solving the
multidimensional Population Balance Equation (PBE) are summa-
rized, compared on several simplified cases. Moreover these models
can be easily coupled to a CFD simulation in order to locally con-
sider the poly-dispersity of the dispersed phase. In this paper, only
preliminary results for a realistic gas-liquid stirred tank reactor are
reported and eventually compared with experimental data from the
literature.

Keywords: Multiphase flow, Population balance, Bubble size dis-
tribution, Direct Quadrature Method of Moments (DQMOM), Con-
ditional Quadrature Method of Moments (CQMOM), Gas-liquid
stirred tank, CFD .

NOMENCLATURE

Greek Symbols
α Volume fraction.
β Breakage kernel, [1/s].
γ Order of generic moment.
ǫ Dissipation of turbulent kinetic energy, [m2/s3].
η Coalescence efficiency.
µ Molecular viscosity, [Pa s].
µin Mean of initial BSD, [m].
ν Kinematic viscosity, [m2/s].
̺ Mass density, [kg/m3].
σ Surface tension, [N/m].
σin Standard deviation of initial BSD.
φ Number of moles, [mol].
φ̇ Rate of mass transfer, [mol/s].
ψ Chemical concentration, [mol/m3].
Ω Phase space.

Latin Symbols
ai Source term of DQMOM, [1/m3s].
a Acceleration, [m/s2].
bi Source term of DQMOM, [m/m3s].
B Rate of bubble birth, [1/m3s].
ci Source term of DQMOM, [mol/m3s].
CD Drag coefficient.
Cl Conditional moment of NDF, [moll ].
Ck,l Corrective term of DQMOM, [mkmoll/m3].
d Diameter, [m].
D Dispersion coefficient, [1/s].
D Rate of bubble death, [1/m3s].
D Molecular diffusion, [m2/s].
g Gravity, [m/s2].
G Rate of Bubble growth, [m/s].
h Coalescence kernel, [m3/s].
H Collisional term of GPBE, [1/m3s].
H Henry constant, [mol/m3atm].
kA Surface shape factor.
kL Mass transfer coefficient, [m/s].
kV Volumetric shape factor.
L Bubble size, [m].
Mk,l Generic moment of the NDF, [mkmoll/m3].
n(L,φb) Number Density Function, [1/m4mol].
N Number of quadrature nodes.
p Pressure, [Pa].
P Daughter distribution function, [1/m3].
u Velocity, [m/s].
ugs Superficial velocity based on sparger area, [m/s].
t Time, [s].
w Number density, [1/m3].
x Spatial coordinates.

Sub/superscripts
b Bubble.
c Continuous phase.
d Dispersed phase.
i, j,k, l Genericic indices.
in Inlet.
p Pores.
s Sparger.
T Super: Transpose. Sub: Terminal.
∗ Collisional term.
¯ Moment transform.
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INTRODUCTION

Turbulent gas-liquid systems, such as bubble columns and
stirred tank reactors are very common in the process indus-
try. For the design and scale-up of these equipments, many
correlations based on experiments have been developed and
are currently being used, with the important limitation that
their validity is guaranteed only in specific vessel geometries
and operating conditions close to those experimented. More-
over this approach considers only volume-averaged proper-
ties, neglecting the significant spatial inhomogeneities that
characterize the behavior of the industrial scale reactors.
Computational Fluid Dynamics (CFD) offers the possibility
to overcome these issues and correctly simulate the behavior
of large scale reactors. Nevertheless, some limitations need
to be properly addressed.
The description of reacting turbulent gas-liquid systems has
been historically carried out with the implicit assumption
that the evolution of the disperse phase (i.e., gas bubbles)
is completely separated from the fluid dynamics and phase-
coupling issues, considering a non-physical population of
bubbles with a monodisperse and constant distribution of
size, velocity and composition (as in the mixture and multi-
fluid model). However, in realistic systems, the gas phase is
polydispersed, namely it is constituted by bubbles character-
ized by a distribution of properties; the phase coupling and
the mass transfer rates can be successfully described only
if the existence of these distributions is accounted for, by
considering a Multidimensional Population Balance Equa-
tion that correctly treats the interactions between continuous
liquid phase and the disperse gas bubbles, as well as all the
other possible interactions (such as bubble coalescence and
breakage).
A very promising approach for solving this equation is rep-
resented by quadrature-based moments methods due to their
low computational demands. In these methods the evolution
of the relevant properties are recovered by considering some
lower-order moments of the distribution. In this work, two
different approaches are considered: the Conditional Quadra-
ture Method of Moments (CQMOM) calculates the evolu-
tion of some moments and recovers weights and nodes of
quadrature approximation by using specific inversion proce-
dure (Chenget al., 2010; Cheng and Fox, 2010); the Direct
Quadrature Method of Moments (DQMOM) directly calcu-
lates the evolution of weights and nodes of the quadrature
approximation by tracking some specific moments of the dis-
tribution (Marchisio and Fox, 2005).
The remainder of the paper is the following. First the govern-
ing equations are presented, showing the differences between
DQMOM and CQMOM. Then the test cases and the numer-
ical details are introduced and eventually simulation results
and comparison with experimental data are discussed.

MODEL DESCRIPTION

A population constituted by a number of dispersed bubbles
in a turbulent liquid, each one characterized by a different
property such as sizeL and chemical compositionφφφb (in-
ternal coordinates) can be modeled by using a smooth and
differentiable Number Density Function (NDF)(Fox, 2007).
The NDF is defined so that the following quantity

n(L,φφφb;x, t)dLdφφφbdx (1)

represents the expected number of bubbles in the infinites-
imal volume dx= dx1 dx2dx3 around the physical point

x = (x1, x2, x3), with bubble size in the infinitesimal range
betweenL and L + dL and composition betweenφφφb and
φφφb+ dφφφb at the instantt. Although there is no limitation on
the number of internal coordinates (other properties of the
population, for example the velocity components of bubbles
or the temperature, could be easily taken into account), in
this work, only size and composition are considered. We as-
sumed that the system was isothermal, with low gas hold-up,
where the effects of bubble collision, coalescence and break-
age on momentum exchange could be neglected.
The continuity statement of the NDF is the well-known
Generalized Population Balance Equation (GPBE)(for an
exhaustive dissertation, seeRamkrishna, 2000; Marchisio,
2007):

∂n
∂t
+
∂

∂x
· (nub)+

∂

∂L
· (nG)+

∂

∂φφφb
·
(

nφ̇φφb

)

= H(L,φφφb;x, t),

(2)

whereub is the bubble velocity,G is the rate of continu-
ous change of bubble size usually related to molecular pro-
cesses, due to the addition (or depletion) of single molecules
(e.g., evaporation, condensation or expansion due to pressure
changes),̇φφφb is the continuous rate of change of bubble com-
position (with respect to the different chemical components)
as a result of chemical reactions and/or mass transfer be-
tween phases. The term on the right-hand side of the Eq. (2)
is the discontinuous event term, accounting in this case for
instantaneous changes of size and composition due to bubble
collisions, coalescence and breakage. For this specific prob-
lem, the collisional term can be written in the following form
(Marchisioet al., 2003b):

H(L,φφφb) = B(L,φφφb)−D(L,φφφb), (3)

where B(L,φφφb) and D(L,φφφb) are respectively the rates of
birth and death of bubbles due to collisions, coalescence and
breakage. Obviously, the dimension of the vectorφφφb de-
pends on the number of chemical components considered;
in this work only two components are considered (i.e., oxy-
gen and nitrogen) with only one active chemical component
(i.e., oxygen) transferring between phases. The composition
is therefore represented by a scalarφb, namely the number of
moles of oxygen within one single bubble.
The problem is here solved in terms of the moments of the
NDF, that can be written as follows:

Mk,l =

∫

ΩL

∫

Ωφb

n(L,φb)Lkφl
bdLdφb,

whereΩL andΩφb are the phase spaces of all the possible val-
ues of the internal coordinates. It is interesting to remind that
some lower-order moments have important physical mean-
ing: in fact, M0,0 is the total number of bubbles per unit
volume, M1,0 the total bubble length per unit volume,M0,1
the total oxygen moles in the bubbles per unit volume,M2,0
is related to the total surface area per unit volume through
the shape factor,kA, whereasM3,0 is proportional to the total
bubble volume fraction through the volumetric shape factor,
kV (for spherical bubbleskA = π andkV = π/6). By applying
the moment transform to Eq. (2), the transport equation for a
generic moment of the NDF can be obtained (for a detailed
derivation seeMarchisioet al., 2003a). All the methods that
solve the GPBE through the moments are called Methods of
Moments (MOM). The so-called "closure problem" arising
from this approach can be overcome by assuming a func-
tional form of the NDF. As it will become clearer below,
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from this choice the two different methods adopted in this
work follow.
A simple form for the NDF can be a summation of delta func-
tions centered on the nodes of a quadrature approximation:

n(L,φb) =
N

∑

i=1

wiδ(L−Li)δ(φb−φb;i), (4)

wherewi represent the quadrature weight, namely the num-
ber density (i.e., number of bubbles per unit of total volume)
of the bubbles with size equal toLi and with composition
equal toφb;i. Each delta function is characterized by a dif-
ferent indexi and it can be thought of as a group of bubbles
having the same size and composition, each group represent-
ing one ofN nodes of the quadrature approximation.

L

φ b

Figure 1: Representation of the "summation of delta" func-
tional form of NDF in DQMOM, in the plane of the two in-
ternal coordinates, withN = 4.

Starting from this form of the NDF, numerous meth-
ods for the solution of the multivariate GPBE have
been derived, such as the Direct Quadrature Method
of Moments (Marchisio and Fox, 2005), Brute-Force
method (Wright et al., 2001) and Tensor-Product method
(Yoon and McGraw, 2004a,b; Fox, 2009a), and the Con-
ditional Quadrature Method of Moments (CQMOM)
(Chenget al., 2010; Cheng and Fox, 2010). In this work,
only DQMOM and CQMOM, are considered and treated in
the following sections.

Direct Quadrature Method of Moments

By using DQMOM, weights and nodes of the quadrature ap-
proximation are calculated directly in every point of the com-
putational domain, without recurring to any inversion algo-
rithm. In fact, the set of governing equations can be recov-
ered by substituting Eq. (4) into Eq. (2) and then applying
the moment transform, resulting in:

∂

∂t
(wi)+

∂

∂x
· (wiub,i

)

= ai , (5)

∂

∂t
(wiLi)+

∂

∂x
· (wiub,iLi

)

= bi = b∗i +wiG(Li ,φb;i), (6)

∂

∂t
(

wiφb,i
)

+
∂

∂x
· (wiub,iφb;i

)

= ci = c∗i +wi φ̇b(Li ,φb;i), (7)

with i = 1, ...,N. The total number of nodes of the quadrature
determines the error of the approximation: by increasing the
number of nodes, the accuracy of the approximation, used to
overcome the closure problem, improves, resulting in more
detailed reconstructions of the NDF, but with higher compu-
tational costs. The right-hand side of the Eqs. (5-7) (i.e.,ai ,
b∗i and c∗i ) are calculated by tracking some specific moments
of the NDF, and solving the linear system generated by the
following equation:

N
∑

i=1

[

(1−k− l)Lk
i φ

l
b;iai +kL(k−1)

i φl
b;ib
∗
i + lLk

i φ
(l−1)
b;i c∗i

]

= H̄(N)
k,l .

(8)
where differentk = k j and l = l j values (with j = 1, . . . ,3N)
are considered and wherēH(N)

k,l represents the source term of
the transport equation for the generic moment of the NDF
(i.e., moment transform of right hand side of the Eq. (2). In
acontract form, it is possible to write:

As = d, (9)

where
s = [a1, . . . ,aN,b

∗
1, . . . ,b

∗
N,c
∗
1, . . . ,c

∗
N]T

and
d = [H̄k1,l1, H̄k2,l2, . . . , H̄k3N,l3N ]T.

The 3N pairs of indices (kj , l j) represent the 3N moments
whose evolution is tracked with the quadrature. For exam-
ple for N = 2, six moments have to be tracked and (k, l) =
(0,0;1,0;0,1;1,1;2,0;0,2) is the easiest choice. The expres-
sion of the matrixA in Eq. (9) depends on the set of moments
that one chooses to track. The choice of these moments is
completely arbitrary, and an optimal selection is not trivial.
As discussed inFox (2009b), it is important to use six mo-
ments that results in a full rank matrixA, for all possibleN
distinct and non-degenerate nodes (i.e.,Li andφb;i) and the
nodes should include all linear independent moments of a
particular orderγ = k+ l, before including moments of higher
order.
These criteria always permit the solution of Eq. (9), but this
is not the only possible strategy. Another possibility can be
tracking only pure moments of the multidimensional NDF
with respect of size and composition (Buffoet al., 2010), de-
coupling the evolution of the multi-variate distribution by us-
ing lower-order moments of the equivalent mono-variate dis-
tributions. In this work, in order to allow the comparison
of DQMOM and CQMOM, the strategy behind the choice
of moments is left to CQMOM, which, as explained in the
following section, automatically defines the moment set.

Conditional Quadrature Method of Moments

This method is an extension of the Quadrature Method
of Moments (QMOM), specifically designed for univariate
problems (McGraw, 1997), to multivariate problems. As in
QMOM, transport equations for a set of moments of the NDF
are solved in the computational domain. As in DQMOM
the closure problem is overcome by using a quadrature ap-
proximation and a proper inversion algorithm is needed. In
univariate cases, weight and nodes of the quadrature approx-
imation can be calculated by using the Product-Difference
(PD) or Wheeler algorithms (Gordon, 1968; Wheeler, 1974);
for multivariate cases, CQMOM uses a particular procedure
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to calculate the weight and nodes of the quadrature approx-
imation. This inversion procedure can be easily understood
by rewriting the functional assumption for the NDF based on
the quadrature approximation as follows:

n(L,φb) =
N1
∑

i=1

wiδ(L−Li)
N2
∑

j=1

wi, jδ(φb−φb;i, j), (10)

wherewi is the number density on the direction of the sizes,
while the numerical fractionwi, j and the compositionsφb;i, j
are "conditioned" on the value of the first internal coordi-
nateLi with number densitywi . It should be noticed that
Eqs. (4) and (10) can be written in a consistent way with a
proper change of indices. The total number of nodesN, is
now written asN1 ·N2, whereN1 represents the nodes used
for bubble size andN2 represents the nodes used for bub-
ble composition. In other words, each one of theN1 groups
of bubbles characterized by a sizeLi is subdivided intoN2
groups of bubbles characterized by different compositions
φb,i j . It is interesting to notice that, in this case, a prelim-
inary choice related to the order of the internal coordinates
has to be made; this decision is not trivial and depends on the
particular problem under study. This aspect is currently un-
der investigation and will be addressed in further work. The
graphical representations of the two functional assumptions
in DQMOM and CQMOM are reported in Fig.1 and2, re-
spectively. The differences between the two functional forms
are evident, and it is also equally clear that the two expres-
sions can be perfectly equivalent in the case ofN2 = 1 and
N1 = N.

L

φ b

Figure 2: Representation of the "conditional" functional form
of NDF in CQMOM, in the plane of the two internal coordi-
nates, withN1 = 2 andN2 = 2

The inversion algorithm used in CQMOM is explained. The
construction of the multidimensional distribution starts with
the calculation of the univariate quadrature of orderN1 for
the first internal coordinate by using the PD or Wheeler al-
gorithms for the first 2N1 moments of the distribution. In
this case, this statement means that 2N1 pure moments with
respect to the size are transported and used to recover the

quadrature approximation in the following way:

M0,0
M1,0
...

M2N1−2,0
M2N1−1,0

→ PD/Wheeler→

w1
w2
...

wN1−1
wN1

,

L1
L2
...

LN1−1
LN1

. (11)

Then, by recurring to the definition of the conditional density
function, it is possible to write:

n(L,φb) = n(L)n(φb|L), (12)

wheren(L|φb) is the probability of havingφb in an infinitesi-
mal limit whenL is fixed and equal to a certain value. Recur-
ring to the definition of the generic moment of orderk andl
and by using the Eq. (12), it follows that:

Mk,l =

∫

ΩL

n(L)Lk
∫

Ωφb

n(φb|L)φl
bdLdφb. (13)

By applying the quadrature approximation for the first part
of this double integral, Eq. (13) becomes:

Mk,l =

N1
∑

i=1

wi L
k
i Cl(Li), (14)

where

Cl(Li) =
∫

Ωφb

n(φb|Li)φ
l
bdφb, (15)

represents the conditional moment of orderl with respect to
bubble composition, "conditioned" on the value of the first
internal coordinateLi . The conditional moments can be used
to calculate the conditional weightswi, j and conditional ab-
scissasφb;i, j of Eq. (10), by using the PD or Wheeler algo-
rithms:

1
C1(Li)
...

C2N2−2(Li)
C2N2−1(Li)

→ PD/Wheeler→

wi,1
wi,2
...

wi,N2−1
wi,N2

,

φb;i,1
φb;i,2
...

φb;i,N2−1
φb;i,N2

, (16)

with i = 1,2, ...,N1. It is clear that the first 2N2 conditional
moments are necessary to calculateN1 quadratures, for each
of theN1 nodes previously calculated. These conditional mo-
ments can be obtained by using the Eq. (14), resulting in the
following linear system of rankN1:

KG











































Cl(L1)
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Cl(LN1−1)
Cl(LN1)
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MN1,l











































, (17)

where the coefficient matrices are defined as follows:

K =





































1 . . . 1
L1 . . . LN1
...

. . .
...

LN1−1
1 . . . LN1−1

N1





































, (18)

and

G =

























w1
. . .

wN1

























, (19)
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with l = 1,2, ...,2N2−1. Equation (17) constitutes a Vander-
monde linear system, and it can be efficiently solved by using
the algorithm proposed by Rybicki (Presset al., 1992). It is
trivial to show that Eq. (17) cannot lead to a singular system
if the Li nodes are distinct.
The total number of moments to transport depends on the
number of nodesN1 for the first internal coordinate (in this
case, bubble size) and on the number of conditional nodesN2
of the second internal coordinate (in this case, bubble com-
position). Firstly, the first 2N1 pure moments with increas-
ing order with respect to size are necessary to calculate the
quadrature in the first internal coordinate, then 2N1(2N2−1)
moments in the order indicated in Eq. (17) must be used to
evaluate all the conditional moment useful to calculate the
N1N2 conditional weights and abscissas in the second in-
ternal coordinate. For this reason, the choice of the set of
transported moments is fixed a priori and determined by the
desired accuracy for the quadrature approximation.

Population Balance Modeling and CFD coupling

It is now necessary to define the different terms of the model
in order to solve Eq. (2) by using DQMOM and CQMOM.
The expression of the collisional term appearing in Eq. (3)
derives from the theory of coalescence and breakage prob-
lems (Marchisioet al., 2003b) and for the sake of brevity will
not be discussed in details here. The final form of the source
term of the generic moment, required by both methods used,
is reported here for DQMOM:

H̄(N)
k,l =

1
2

N
∑

i=1

N
∑

j=1

wiw jhi, j [ (L3
i +L3

j )
k/3(φb;i+φb; j)

l

−Lk
i φ

l
b;i−Lk

jφ
l
b; j ] +

N
∑

i=1

wiβi [P̄
(i)
k,l −Lk

i φ
l
b;i], (20)

and for CQMOM:

H̄(N)
k,l =

1
2

N1
∑

i=1

N2
∑

p=1

N1
∑

j=1

N2
∑

q=1

wiw jwi pw jqhi, j [ (L
3
i +L3

j )
k/3

(φb;i,p+φb; j,q)l −Lk
i φ

l
b;i,p−Lk

jφ
l
b; j,q ]

+

N1
∑

i=1

N2
∑

p=1

wiwipβi [P̄
(i)
k,l −Lk

i φ
l
b;i,p], (21)

wherehi, j = h(Li ,L j) is the coalescence kernel,βi = β(Li) is
the breakage kernel and̄P(i)

k,l is the generic moment of the
daughter distribution function.
Many models are available in literature to relate kernels and
daughter distributions to local physical and fluid dynamic
properties, as extensively reviewed byLaakkonenet al.
(2007). Our work is based on the conclusions ofPetittiet al.
(2010). The range of validity of the kernels employed
here corresponds to the experimentally investigated operat-
ing conditions (Laakkonenet al., 2006). As a first approx-
imation, coalescence and breakage kernels are assumed to
depend only on bubble size; however, bubble composition
dependencies can be accounted for in a second time. Dif-
ferent kernels are studied: for model verification a constant
breakage kernel is employed, whereas for simulations under
realistic conditions the following kernel expression is used:

β(L) = 6.0ǫ1/3erfc

(
√

0.04
σ

̺cǫ2/3L5/3
+0.01

µc√
̺c̺bǫ1/3L4/3

)

.

(22)

The fragmentation of bubbles is modeled by means of a
daughter distribution function. Different functional forms
can be used in this context for representing symmetric break-
age, erosion and other mechanism. The daughter distribution
function used here is aβ−Probability Density Function, that
assuming binary breakage reads as follows:

P(L,φb|λ,φb,λ) = 180
L2

λ3

(

L3

λ3

)2 (

1− L3

λ3

)2

δ

(

φb−
L3

λ3
φb,λ

)

,

(23)

whereλ andφb,λ represents the properties of the parent bub-
ble, whileL andφb the properties of the daughter bubble. By
applying the moment transform, it is possible to write:

P̄(i)
k,l = 3240

Lk
i φ

l
b;i

(3l+k+9)(3l+k+12)(3l+k+15)
. (24)

As far as coalescence of bubbles is concerned, both a con-
stant kernel and the following kernel, are used here:

h(λ,L) = 0.88ǫ1/3(λ+L)2(λ2/3+L2/3)1/2η(λ,L), (25)

where the coalescence efficiencyη(λ,L) is written as follows:

η(λ,L) = exp

(

−6 ·109 µc̺cǫ

σ2

(

λL
λ+L

)4)

. (26)

A proper functional form forGi andφ̇b;i, taking into account
the mass transfer must be introduced. Since only mass trans-
fer of a single component is considered, the continuous rate
of change of bubble composition can be written as:

φ̇bi =
6kL

Li















ψc−H
φb;i

kVL3
i















, (27)

wherekL is the mass transfer coefficient,φb,i is the number
of moles of oxygen within theith gas bubble node,ψc is the
concentration of oxygen in the continuous liquid phase.
Mass transfer affects also the size of the bubbles through the
bubble growth rate and with a simple mass balance on a sin-
gle bubble the following expression is obtained:

Gi =
2kLMw

̺b















ψc−H
φb;i

kVL3
i















. (28)

Many correlations are available in the literature in order to
estimate the mass transfer coefficientkL. A complete review
about this topic can be found inGimbunet al. (2009) and it is
out of the scope of this discussion. In this work, the approach
of Lamont and Scott(1970), based on the local value of the
turbulent dissipation rate was used:

kL = 0.4D0,5
(

ǫ

νc

)0,25

. (29)

The forces acting on a single bubble must be accounted for
calculating the bubble velocity,ub. This is done in this work
by coupling DQMOM and CQMOM with the multi-fluid
model. The force per unit volume acting on the bubbles is
calculated in this work as follows:

̺bab,i = −
∂p
∂x
+̺bg+

3
4
αcCD,i̺c

Li
||uc−ub,i ||(uc−ub,i), (30)

whereab, i is the acceleration acting on the bubbles,αc is
the liquid volume fraction and (uc−ub,i) is the slip velocity,
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namely the velocity difference between the continuous phase
and the bubbles andCD,i =CD(Li) is the drag coefficient, cal-
culated by using the formulation ofHaberman and Morton
(1956) for a rising bubble with terminal velocityuT in stag-
nant liquid. The approach used in this work to evaluate the
terminal velocity, considering the effect of the other bubbles
and the effect of the turbulence, is described in the work of
Petitti et al. (2010).
All the transport equations constituting both methods are
closed and through their solution it is possible to predict
the evolution of this poly-disperse gas-liquid system. As far
as coupling with the multi-fluid model is concerned (within
CFD codes), additional comments are required. Regarding
DQMOM, it is necessary to rewrite governing equations in
terms of volume fractions by using the following relation-
ship:

αi = wikVL3
i , (31)

as in the work ofFanet al. (2004). From this point of view,
DQMOM can be seen as an extension of the multi-fluid
model that it takes into account the poly-dispersity of some
properties of the population of bubbles, by introducing some
additional scalars, with their source terms, in the CFD solver.
For CQMOM, instead, it is possible to follow the approach
of Petittiet al. (2010) in the univariate case, where the calcu-
lated moments of the distribution are considered like scalars
moving with the same velocity of the dispersed bubbly phase.

TEST CASES AND NUMERICAL DETAILS

In this work various simulations for different purposes were
carried out. For the sake of model verification, some pre-
liminary simulations were performed under the hypothesis
of perfect mixing for the liquid phase and of perfect mix-
ing for the gas phase, in a homogeneous system composed
by water (continuous phase) and air (disperse phase). The
physical properties used in all the simulations are reported in
Tab. 1. The two methods (i.e., DQMOM and CQMOM) are
verified by implementing and solving the governing equa-
tions for a quadrature approximation with two, three and four
nodes (N= 2,3,4). In this work, in order to make comparable
DQMOM and CQMOM, only the case ofN2 = 1 is consid-
ered. The interesting case ofN2 > 1 is currently under veri-
fication and will be treated in future works. Equations were
solved in Octave. When perfect mixing for both phases oc-
curs, all spatial derivatives are neglected and the governing
equations can be reduced to a system of ordinary differen-
tial equations (ODEs), integrated using the standard solver
lsode (Hindmarsh,1983). Different tests were conducted,
using both constant and realistic kernels for coalescence and
breakage. Finally mass transfer is also considered and mon-
itored by tracking the concentration of oxygen in the contin-
uous liquid phase.
Then a flowing gas phase in a stagnant liquid phase under
the hypothesis of perfect mixing was considered. This type
of simulation represents the case of a CSTR, where the gas
phase enters and exits from the domain, subject to coales-
cence, breakage and mass transfer, while the oxygen in the
liquid phase reaches the equilibrium. Even in this case, the
spatial derivatives disappear and a system of ODEs is solved,
but some issues may arise due to the intrinsic inhomogeneity
of the problem.
As it has been said before, preliminary CFD simulations of
the realistic gas-liquid system were also carried. The con-
figuration studied in this work was investigated from the ex-
perimental and modeling point of view byLaakkonenet al.

Table 1: Summary of gas and liquid properties used.

̺c 998.2 kg/m3

̺d 1.255 kg/m3

ǫ 4.824·10−2 m2/s3

µc 1.0·10−3 Pa s
µd 1.78·10−5 Pa s
σ 0.07 N/m

D 1.970·10−9 m2/s

H 1.303·10−3 kmol/m3atm

(2006), where detailed local measurements of Bubble Size
Distribution (BSD) in different points of the reactor and mass
transfer rates for air-water system were collected. This reac-
tor is a 194 liter tank with four baffles (with a particular con-
figuration with upper extensions), agitated by a standard six-
blade Rushton turbine with a circular metal porous sparger
with external diameter of 3.3 cm and pores with an average
diameter of 15µm, situated about at 10.5 cm under the im-
peller. The vessel dimensions and the position of the mea-
surement points are reported in Fig.3.
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Figure 3: Representation of the simulated stirred tank and
location of the sample points in which BSD data were mea-
sured (Units in mm).

Steady state CFD simulations were carried out recurring to
the commercial code FLUENT 12. In this first part of the
work, DQMOM equations and the drag force formulation
based on bubble terminal velocity are implemented through
User-Defined Functions and Subroutines and by solving ad-
ditional equations for User-Defined Scalars. The motion of
the Rushton turbine was modeled by using the Multiple Ref-
erence Frame (MFR) approach, in order to reduce the com-
putational time requested for each simulation. Thanks to ge-
ometrical symmetry and periodicity only half of the stirred
tank was considered. The predicted BSDs were compared
with the experimental data for the different measurement
points and for a wide range of operating conditions. The air
flow rate ranged from 0.018 to 0.093 volumes of gas per vol-
ume of reactor per minute (vvm) and the stirring rate ranged
between 155 and 250 rpm, with global hold-up values up to
1.5 %.
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Let us discuss with more details the case of DQMOM with
two nodes. The entire multiphase system is subdivided
into one continuous liquid phase (water) and two dispersed
gaseous phases (air) whose volume fractions, characteristic
composition and sizes are calculated by solving the appro-
priate transport equations. At the wall of the domain, non-
slip boundary conditions are assumed for all phases. The gas
enters into the system through the porous sparger, modeled
as a velocity inlet (uin = 9.94m/s) for the two gas phases; the
overall gas volume fraction was calculated recurring to the
relative gassing rate. The liquid velocity components on the
gas sparger were assumed equal to zero. The upper surface
of the vessel was modeled as a pressure outlet; by resorting
to this particular condition all the gas bubbles could exit from
the system and, in the case of a backflow, the flow that enters
into the surface and it is composed only by the liquid phase.
As far as the initial and boundary conditions for the Pop-
ulation Balance Model (PBM) are concerned, experimental
studies of bubble formation at metal porous spargers con-
ducted on water-air systems show that the BSD above the
sparger can be assumed as a log-normal distribution with a
standard deviationσin equal to 0.15, with a mean Sauter bub-
ble size (d32,in, namely the ratio between the moment of order
three and the moment order two with respect to the bubble
size), calculated by the following expression (Kazakiset al.,
2008):

d32,in = 7.35
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, (32)

where the numbers of Froude (Fr), Weber (We), Reynolds
(Re) are written in the following way:

Fr=
ugs

dsg
, (33)

We=
̺cu2

gsds

σ
, (34)

Re=
̺cugsds

µc
, (35)

and whereugs is the superficial velocity based on sparger
area. By assuming a log-normal shape for the initial/inlet
BSD, with the knowledge of the Sauter diameter, it is pos-
sible to calculate the mean and the generic moments of the
univariate distribution with respect to the bubble size. More-
over, at the beginning of the simulation, it is reasonable to
assume that all the bubble have the same concentration of
oxygen, equal toψb,in = 8.56 mol/m3 (corresponding to the
oxygen concentration in air at 25◦C and 1 atm), obtaining
in this way the expression for a generic moment of the NDF:

Mk,l = (kvψb,in)l M0,0exp
(

(k+3l)µin+0.5(k+3l)2
σ

2
in

)

. (36)

The inlet values of weights and nodes of the quadrature ap-
proximation for DQMOM simulations can be calculated with
the CQMOM inversion algorithm, imposing in this case with
N1 = 2 andN2 = 1. Thanks to this procedure the inlet volume
fractions for the two different bubble classes (α1, α2), their
characteristic sizes (L1, L2) and their compositions (φb,1,
φb,2) are used in the predictions of the simplified system or
prescribed at the inlet surface of the sparger in the CFD sim-
ulations.

RESULTS AND DISCUSSION

Simplified test cases

The numerous tests conducted in this part of the work aim at
verifing the two approaches (i.e., DQMOM and CQMOM)
and at establishing the equivalence between them. In Fig.4
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Figure 4: Evolution in time (s) of some moments of the NDF
in the case of pure breakage. Red line: analytical solution.
Black circles: DQMOM solution. Green diamonds: CQ-
MOM solution.
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fer. Red line: DQMOM. Dotted blue line: CQMOM. Two
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the evolution in time of some specific moments of the NDF,
in the case of pure breakage with constant kernel and no
mass transfer for the simple zero-dimensional closed system
are reported and compared with the available analytical solu-
tions.
The number of nodes considered in this case for the quadra-
ture approximation isN = 2 for DQMOM andN1 = 2, N2 = 1
for CQMOM. As it is possible to see, both methods show per-
fect agreement with the analytical solutions and all the mo-
ments tracked behave as expected:M0,0 increase in time due
to breakage of bubbles, whereasM3,0 andM0,1 remain con-
stant because pure breakage does not modify the total volume
fraction of gas and the total number of oxygen moles in the
gas phase. Several tests were also conducted with increasing
number of nodes, obtaining the same results seen in Fig.4.
Some simulations with realistic kernels with mass transfer
were also performed in the zero-dimensional closed system.
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Figure 6: Evolution in time (s) of concentration of oxygen in
the different group of bubbles for DQMOM (N = 3). From
black to blue line: smaller to larger bubble size groups.
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Figure 7: Evolution in time (s) of some moments of the NDF
in the case of realistic coalescence and breakage, in the case
of flowing gas phase in a stagnant liquid phase. Red line:
CQMOM solution (N1 = 4, N2 = 1). Green line: DQMOM
without correction (N = 4). Dotted blue line: DQMOM with
proper correction (N = 4).

The physical values used to calculate the kernels and mass
transfer coefficient are reported in Tab.1. In this case, ana-
lytical solutions are not available and the comparison can be
made only between the results obtained with the two meth-
ods. As it is possible to see in Fig.5, also in this case the
results obtained with the two models, forN = 3 andN1 = 3
andN2 = 1, are perfectly equivalent:M0,0 decreasing in time
indicates the prevail of coalescence over the breakage, while,
correctly,M3,0 andM0,1 are not preserved since mass trans-
fer occurs. In fact, part of oxygen in the gas bubbles trans-
fers from gas to liquid, respecting, however, the total oxygen
mass balance (gas and liquid). In Fig.6 the concentration of
oxygen in the different groups of bubbles, corresponding to
each node of the quadrature, are plotted. The presented be-
havior can be easily explained as follows: all the bubble have
the same concentration at the beginning of the simulation,
then the concentrations in different nodes start to decrease
with different dynamics, due to different mass transfer rates
for each group of bubbles. Eventually the same value, corre-
sponding to the equilibrium with the liquid phase, is reached.
In fact, bubbles with small size have a faster dynamics than
large ones, and PBM is the only way to capture and properly
describe this phenomenon.
Another comparison between CQMOM and DQMOM is re-
ported in Fig.7, in the case of gas bubbles flowing in a stag-
nant liquid phase under the hypothesis of perfect mixing,
with realistic coalescence and breakage kernels and no mass
transfer. As it is possible to see, CQMOM and DQMOM
result in different predictions if the correction in DQMOM
is neglected. This system is intrinsically characterized by a
dispersion coefficient that goes to infinity, while all gradients
of properties tend to zero. With CQMOM, the diffusion does
not lead to spurious terms in the formulation resulting in the
correct conservation ofM3,0 and M0,1. With DQMOM, in-
stead, a proper correction must be formulated and properly
accounted for (Marchisio and Fox, 2005), in order to correct
the evolution of all the moments with orderγ ≥ 2. The fol-
lowing correction must appear as an additional source term
in Eq. (8) and for the simple homogeneous system under in-
vestigation reads as follows:

Ck,l = D
N

∑

i=1

wik(k−1)Lk−2
i φl

b;i(Li,in −Li)
2

+2wiklLk−1
i φl−1

b;i (Li;in −Li)(φb;i,in−φb;i)

+wi l(l −1)Lk
i φ

l−2
b;i (φb;i,in−φb;i)

2, (37)

whereLi;in andφb;i,in represent the inlet values of bubble size
and composition, while D is the dispersion coefficient. This
coefficient must be found by means of a simple "trial and er-
ror" procedure, because no specific analytical formulation is
available for this zero-dimensional system. In this case, the
difference between the two approaches is not negligible. This
highlights that although DQMOM was successfully used in
many cases it can be problematic for spatially distributed sys-
tems, especially for CFD applications where even if in the
equations no explicit diffusion term appears, some diffusion
is eventually introduced from the finite-volume discretiza-
tion. For this reason, the CQMOM turns out to be more in-
teresting than DQMOM, however its implementation in CFD
codes is still under investigation, therefore in the next section
only CFD results with DQMOM will be presented.
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CFD analysis of the realistic test case

As mentioned earlier, the CFD implementation of DQMOM
with two nodes (N = 2) is used to simulate the experimental
data from the work ofLaakkonenet al. (2006). The predic-
tions of hold-up and velocities profiles for this configuration
were validated in our previous work (Petittiet al., 2010) and
will not be discussed here.
The results of a typical CFD simulation are shown in Fig.8.
As it has been already said before, the different nodes of the
quadrature approximation can be thought of as two differ-
ent groups of bubbles with characteristic volume fractions
(α1, α2), sizes (L1, L2) and compositions (φb;1, φb;2), which
exchange mass and momentum with the continuous liquid
phase and interact with each other by means of coalescence
and breakage. It is clear that, through this approach, the evo-

Figure 8: Contour plots of gas volume fraction (first row),
bubble size (m) (second row) and bubble composition (mol)
(third row) for the two nodes of quadrature approximation, in
the case of stirring rate of 155 rpm and gassing rate of 0.018
vvm.
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Figure 9: Error between inlet and outlet gas flow rate, in
function of the inlet flow rate. Negative values: outlet gas
flow rate is greater than inlet flow rate.

Table 2: Experimental and simulated mean Sauter diameter
d32 (mm) in five different points of the stirred tank. Mean
percentage error considering these points is also reported.

Stirring
rate
(rpm)

Gassing
rate
(vvm)

R2 R4 R8 R9 R12

155 0.018 Exp. 2.37 2.48 2.29 1.65 3.31
Sim. 3.10 2.56 2.57 2.63 3.09

Mean percentage error 22.5%

220 0.041 Exp. 2.56 3.34 2.57 1.76 3.81
Sim. 2.66 3.04 2.47 2.50 3.20

Mean percentage error 15.0%

220 0.052 Exp. 2.74 2.93 2.17 2.01 3.18
Sim. 2.45 3.31 2.55 2.65 3.57

Mean percentage error 17.0%

250 0.093 Exp. 2.96 3.24 2.44 2.25 3.33
Sim. 2.82 3.27 2.60 2.71 3.35

Mean percentage error 6.7%

lution of the multidimensional NDF is tracked in every cell
of the computational domain.
The comparison between experimental data and modeling
predictions for the operating conditions investigated is re-
ported in Tab.2, where the physical quantity compared, the
mean Sauter diameterd32, has been calculated from the CFD
as the ratio between the pure moments of order three and two
with respect to bubble size. As it is seen, weights and nodes
calculated directly by resorting to DQMOM properly predict
the local value of mean Sauter Diameter experimentally ob-
served. In general, this model shows a good approximation
of the experimental trends under all the operating conditions
investigated. It is important to point out here that all the pa-
rameters of the CFD model (especially in the coalescence
and breakage kernels) are mainly derived from theory and are
not adjusted in this work to fit the experimental data. More-
over, no correction was added to take into account the added
diffusional term given by the numerical discretization.
Regarding mass transfer, different tests were performed to
determine the feasibility of the simulation, with the current
geometry where the gas-liquid interface is not considered. In
Fig. 9 the relative mass flow imbalance is plotted as a func-
tion of the gas flow rate entering in the system. In all the
cases considered, the error is significant and the effects may
affect the prediction of mass transfer. The reason for this er-
ror lies on the condition imposed on the top surface, because
the condition of pressure outlet combined with the backflow
of liquid allows more gas flow to escape than to enter. This
problem is currently under investigation and promising re-
sults are obtained by using a different boundary condition.
These results, obtained with the CFD implementation of DQ-
MOM, will be further analyzed in our future work and will
be compared with results obtained with the CFD implemen-
tation of CQMOM.

CONCLUSION

In this work, two different methods (i.e., DQMOM and CQ-
MOM) for the solution of a multidimensional population
balance have been formulated and used for the description
of poly-disperse turbulent gas-liquid system. The two ap-
proaches have been tested for several simplified cases, prior
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to the implementation in the CFD code. Tests conducted on
a zero-dimensional homogeneous system with constant ker-
nels showed perfect agreement with the analytical solutions
for both methods. CQMOM and DQMOM are perfectly
equivalent whenN2 = 1; even in the case of realistic coales-
cence and breakage kernels with mass transfer and the evo-
lution of the moments are consistent with the theory. More-
over, in this case, it has been seen how the multidimensional
population balance are able to capture the different dynamics
through which different bubbles evolve in time.
Simulations for a zero-dimensional semi-batch system, with
well-mixed stagnant liquid and flowing bubbles indicated
instead different behaviors between the two methods. In
this case, while CQMOM showed consistent results, DQ-
MOM needed a proper corrective term to conserve the
moments of the distribution. This issue is well-known
(Marchisio and Fox,2005), and must be accounted when dis-
persion/diffusion is present.
Eventually DQMOM has been coupled to a commercial
CFD code to predict the evolution of the gas-liquid sys-
tem for a real stirred reactor, for which experimental data
concerning local BSD and mass transfer rate are available
(Laakkonenet al., 2006). Results with two nodes of quadra-
ture and no mass transfer showed qualitative and quantitative
agreement with experiments, even in the case of a boundary
condition that gives mass flow imbalance. First promising
results are obtained with a new boundary condition and will
be explained in future works. Further steps of this work are
directed to the implementation of CQMOM in order to com-
pare the results obtained with the two methods.
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ABSTRACT
The objective of this work has been to compare steady state mass-
and mole based diffusion flux models, convection and fluid velocity
for steam methane reforming (SMR) process. Mass diffusion fluxes
are described according to the rigorous Maxwell Stefan model,
dusty gas model and the more simple Wilke- and Wilke-Bosanquet
models. The accuracy of choosing the Wilke- and Wilke-Bosanquet
model to describe multicomponent mass diffusion instead of us-
ing the more rigorous Maxwell-Stefan- and Dusty gas models have
been investigated. The simulations performed confirm the limiting
Wilke model assumptions which imply that the Wilke model does
not generally fulfill the restrictions that the sum of species compo-
sition should be unity, and that the diffusion fluxes should sum to
zero. The Maxwell-Stefan and dusty gas multicomponent diffusion
model results are consistent and slightly different from those ob-
tained with the Wilke approximate model. These fluxes are defined
with molar- and mass averaged velocities. In the case of mass based
pellet models, a consistent set of equations are obtained considering
only mass averaged velocity. But in the case of molar based pellet
models, we need to consider both mass- and mole averaged veloc-
ities. The results of mass- and mole based models were not iden-
tical; however, the deviations are small. It is anticipated that these
discrepancies are due to some unspecified numerical inaccuracies.
However, efficiency factors have been computed for both processes
and the values obtained are well agreement with the found literature
data. The model evaluations revealed that: As the Wilke model does
not necessarily conserve mass, we propose optimal diffusion flux
model is Maxwell Stefan model. As mass- and mole based model
deviates with some percents, it is not elucidated whether these de-
viations are numerical problems arising from large gradients of this
process, or related to the choice of diffusion model.

Keywords: Multicomponent diffusion, Porous media, Mass-
and mole based pellet model .

NOMENCLATURE

D = diffusivity, m2/s
∆H = heat of reaction, J/kmol
h = heat transfer coefficient, W/m2K
J = mole based diffusion flux, kmol/m2 sec
j = mass based diffusion flux, kg/m2 sec
k = mass transfer coefficient, m/s
M = molecular mass, kg/kmol
P = total pressure, pas
Q = heat flux, w/m2

R = gas constant, J/kmoleK

r = reaction rate, (kmol/kg(cat)h)
r1 = reaction rate for (I) , (kmol/kg(cat)h)
r2 = reaction rate for (II), (kmol/kg(cat)h)
r3 = reaction rate for (III), (kmol/kg(cat)h)
r = radial position at the bed, m
T = Temperature, k
u = mass averaged velocity, m/sec
u∗ = mole averaged velocity, m/sec
w = mass fraction
x = mole fraction
Greek letters
ε = particle porosity
η = internal effectiveness factor
λp = conductivity, W/mK
ρ = density, kg/m3

τ = tortuosity
Subscripts
cat = catalyst
e = effectiv
g = gas
j = different components
r = radious
Superscripts
b = bulk

INTRODUCTION

Hydrogen has long been an important raw material for the
manufacture of commodity chemicals such as ammonia and
methanol. With the growing global population, the number
of vehicles and the energy demand for transportation are both
projected to grow (1). Steam methane reforming (SMR) is a
heterogeneous catalyzed process where methane and steam
react over a nickel-based catalyst at high temperatures to pro-
duce synthesis gas which is a gas mixture of H2, CO and
CO2. The primary reactions involved in H2 production from
natural gas are steam methane reforming (I) and (II) and wa-
ter gas shift (III).The three main reactions in a SMR are rep-
resented by following equations (2).

CH4(g)+H2O(g) = CO(g)+3H2(g) (I)

CH4(g)+2H2O(g) = CO2(g)+4H2(g) (II)

CO(g)+H2O(g) = CO2(g)+H2(g) (III)
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There are several models for the multicomponent diffusion
fluxes. In the Wilke model (3; 4), the binary diffusion coef-
ficient is replaced by an effective multicomponent diffusion
coefficient. This model represents a simplified version of the
more rigorous Maxwell-Stefan model (3; 4). The Dusty gas
model denotes an extension of the Maxwell-Stefan model
in which Knudsen diffusion is considered. As an approach
to calculate the combined bulk and Knudsen flux using the
Fickian formulation, the Bosanquet formula is suggested in
literature (8; 4).

The conventional modelling considers the mass aver-
aged mixture velocity as a primitive variable instead of the
number or molar averaged mixture velocity. The mass av-
eraged velocity is natural and most convenient basis for the
laws of conservation of mixture mass, momentum and en-
ergy. It is true that total number of moles of the molecules in
a mixture is not necessarily conserved, where as the mixture
mass must be conserved. Separate equations of motion and
energy for each species can be derived by continuum argu-
ments. However, for mixtures containing a large number of
different species the resulting sets of separate species mole,
momentum and energy equations are neither feasible nor
needed for solving transport problems. Besides, the species
momentum and energy fluxes are not measurable quantities.
Therefore, for the calculation of multicomponent problems
containing convective transport phenomena the mass aver-
aged velocity based description of the diffusion has en great
advantage. If this description has been chosen, then all the
conservation equations contain only mass average velocities,
while in the molar description of the diffusion the equations
of motion and energy contain mass average velocities. So in
the molar based model we have converted the molar averaged
velocity to mass averaged velocity to use in the equations of
motion and energy(5). Hence, in the molar description of the
diffusion model we will have two velocities, one is mass av-
eraged velocity and the other one is mole averaged velocity.
The two velocities are equal only when all the components
of the system have same molar mass.

The fixed bed reactor models are usually grouped in to
two broad categories i.e., the pseudo-homogeneous and the
heterogeneous models. The pseudo-homogeneous models do
not account explicitly for the presence of catalyst, in contrast
to the heterogeneous models, which led to separate equa-
tions for the fluid phase species mass balance, the fluid in-
side the catalyst pores, and for the heat transport phenomena
in the solid material and the fluid in the pores. However, the
pseudo-homogeneous models require an effectiveness factor
to account for the diffusion resistance across the external film
and inside the pores of the pellet. These diffusion resistances
decrease the effective reaction rate, hence the efficiency fac-
tors normally have values 0 ≤ η ≤ 1.

The internal effectiveness factor η , with respect to the
external surface conditions of the pellet, is defined by (6):

η =
actual overall rate of reaction

rate of reaction with surface conditions
(IV)

A large number of assumption are generally adopted for
the mathematical description of intra-particle process. The
governing equation for pellet model can be simplified by
assuming the uniform temperature across the pellet, antic-
ipating diffusion flux dominates over convective flux and
neglect convective part. According to Burghardt and Aerts
(1988), the pressure changes in the catalyst particle are prob-
ably so small, that they can be neglected in the process
calculation(7). We have checked whether the temperature-

and pressure varies throughout catalyst particle or not.

MODEL DESCRIPTION

In this study we used a more general model for the macro-
particle or pellet in which the reactions take place on the ac-
tive sites on the macro-particles or channels. A mean pore
diameter is assumed and the ratio between the porosity and
tortuosity is used to characterize a fixed structure of the pel-
let. Variable pressure and temperature changes are modelled.
Steady state models, containing several closure models for
the multicomponent diffusion fluxes and including convec-
tion times, have been investigated.

Mass Base Model Equations

The general steady state mass-balance equation for a
chemical species j in a reacting fluid flow having varying
density, pressure, velocity, temperature and composition is
written as:

5 .(ρ j u)+5 .( j j) = R j (V)

where j j is the mass based diffusion flux defined later in
equations (XVIII), (XX), (XXI), (XXIII) and R j denotes
reaction rate. For a symmetric sphere, eq (V) reduces to a one
dimension model, hence the transport equation for porous
sphere may be given as:

1
r2

∂
∂ r

(r2 ur ρg w j) = −
1
r2

∂
∂ r

(r2 j j,r)+Sw j (VI)

in which the mass fraction of species j is defined by:

w j =
ρ j

ρg
(VII)

and Sw j is a generic reaction rate representing different pellet
designs. The continuity can be obtained by adding up the
species balances (VI) for all the species, hence:

∑
j

1
r2

∂
∂ r

(r2 ur ρg w j) = −∑
j

1
r2

∂
∂ r

(r2 j j,r)+∑
j

Sw j (VIII)

Equation (VIII) can be simplified subject to the rigorous con-
straints: ∑ j w j = 1 and ∑ j j j,r = 0, which results in:

1
r2

∂
∂ r

(r2 ur ρg) = 0 (IX)

It is noted that the Wilke equation does not generally sat-
isfy the constraints (4). Nevertheless, by substituting equa-
tion (IX) into (VI), yields:

urρg
∂w j

∂ r
= −

1
r2

∂
∂ r

(r2 j j,r)+Sw j (X)

The source term Sw j is:

Sw j = (1− εcat)ρcatrj (XI)

A consistent one-dimensional heat equation in terms of tem-
perature yields:

ρgCpg ur
∂T
∂ r

= −
1
r2

∂
∂ r

(r2Qr)+ST (XII)

The source term ST is:eq (XIII):

ST = (1− εcat)ρcat ∑(−∆Hr j)rj (XIII)
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In equations (XI) rj is the reaction rate for the methanol syn-
thesis reactions j = I, II, III.

The heat flux is defined by Fourier’s law:

Qr = −λp
∂T
∂ r

(XIV)

where the λp values for the solid- and gas conductivity has
been estimated from (9):

The viscous gas velocity in the catalyst pores is driven
by a pressure gradient that is caused by temperature evolution
created by chemical reactions and the potential non-uniform
spatial species composition.

The Darcy’s law represents a relation between the vis-
cous gas velocity and the pressure gradient (3; 4):

u = −
β0

µ
∇P (XV)

In the parallel-pore model pores are assumed to be cylin-
drical, hence the permeability can be computed from the
Poiseuille flow relationship (3):

β0 =
ε
τ

d2
0

32
(XVI)

the porosity-tortuosity factor ε/τ is introduced to character-
ize the pellet structure. The ideal gas law has been used to
calculate mixture density:

ρg =
PMw

RT
(XVII)

Several diffusion flux models have been used to close the
species mole balance. In our model, we have used 4 diffusion
flux closures:

(1) The Mass based Wilke model for bulk diffusion (4):

j j = −ρg De
jm∇w j (XVIII)

where the mass based Wilke effective diffusion coefficient is
represented by:

De
jm =


Mw

n

∑
i=1
i6= j

wi

Mwi D
e
ji




−1

(XIX)

For the present model the Wilke diffusivity (XIX) is used
for catalyst pellet analysis, even though its general validity
is restricted to cases wherein the species j diffuses into a
mixture of stagnant species (3).

(2) The Explicit Mass based Maxwell-Stefan model (4):

j j =

Mw
ρg

n
∑

i=1
i6= j

w j ji
Mwi D

e
ji
−w j∇ln(Mw)−∇w j

Mw
ρg

n
∑

i=1
i6= j

wi
Mwi D

e
ji

(XX)

The multicomponent Maxwell-Stefan model can give more
accurate results for multicomponent mixtures in comparison
to the approximated results obtained by use of the extended
Fick diffusion flux model originally designed for binary mix-
tures (3).

(3) The Explicit Mass based Dusty gas model (4):

j j =

M2
w

n
∑

i=1
i6= j

w j ji
Mwi D

e
ji
−w j∇ln(Mw)−∇w j

M2
w

n
∑

i=1
i6= j

wi
Mwi D

e
ji
+ Mw

De
jk

(XXI)

where De
jK can be expressed as (12):

1
De

jk
= 97.0r(T/M j)

0.5 (XXII)

The Dusty gas approach attempts to provide a more realistic
description of the diffusion mechanism in the combined bulk
and Knudsen regime based on the Maxwell-Stefan approach.

(4) If the Knudsen diffusion is important, the mass based
Wilke model is modified by applying the Bosanquet ap-
proach (8; 4):

j j = −ρg De
j,e f f ∇w j (XXIII)

where (8; 4):
1

De
j,e f f

=
1

De
jm

+
1

De
jk

(XXIV)

Mole Base Model Equations

The general steady state mole-balance equation for a
chemical species j in a reacting fluid flow having varying
concentration, pressure, velocity, temperature and composi-
tion is written as:

5 .(c j u∗)+5 .(J j) = r j (XXV)

where J j is the mole based diffusion flux defined later in
equations (XL), (XLII) and (XLIII), (XLV), and r j denotes
reaction rate. For a symmetric sphere, eq (XXV) reduces
to a one dimension model, hence the transport equation for
porous sphere may be given as:

1
r2

∂
∂ r

(r2 u∗r cg x j) = −
1
r2

∂
∂ r

(r2 J j,r)+ sx j (XXVI)

in which the mole fraction of species j is defined by:

x j =
c j

cg
(XXVII)

and sw j is a generic reaction rate representing different pellet
designs. The continuity can be obtained by adding up the
species balances (XXVI) for all the species, hence:

∑
j

1
r2

∂
∂ r

(r2 u∗r cg x j) = −∑
j

1
r2

∂
∂ r

(r2 J j,r)+∑
j

sx j

(XXVIII)
Equation (XXVIII) can be simplified subject to the rigorous
constraints: ∑ j x j = 1 and ∑ j J j,r = 0, which results in:

1
r2

∂
∂ r

(r2 u∗r cg) = ∑
j

sx j (XXIX)

It is noted that the Wilke equation does not generally sat-
isfy the constraints (4). Nevertheless, by substituting equa-
tion (IX) into (XXVI), yields:

u∗r cg
∂x j

∂ r
= −

1
r2

∂
∂ r

(r2 J j,r)+ sx j − x j ∑
j

sx j (XXX)

The source term sx j is:

sx j = (1− εcat)ρcatrj (XXXI)

A consistent one-dimensional heat equation in terms of
temperature yields:

ρgCpg ur
∂T
∂ r

= −
1
r2

∂
∂ r

(r2Qr)+ sT (XXXII)

�



K. Rout, H. Jakobsen

The source term sT is:eq (XXXII):

sT = (1− εcat)ρcat ∑(−∆Hr j)rj (XXXIII)

In equations (XXXI) rj is the reaction rate for the methanol
synthesis reactions j = I, II, III.

The heat flux is defined by Fourier’s law:

Qr = −λp
∂T
∂ r

(XXXIV)

where the λp values for the solid- and gas conductivity has
been estimated from (9):

The viscous gas velocity in the catalyst pores is driven
by a pressure gradient that is caused by temperature evolution
created by chemical reactions and the potential non-uniform
spatial species composition.

The Darcy’s law represents a relation between the vis-
cous gas velocity and the pressure gradient (3; 4):

u = −
β0

µ
∇P (XXXV)

In the parallel-pore model pores are assumed to be cylin-
drical, hence the permeability can be computed from the
Poiseuille flow relationship (3):

β0 =
ε
τ

d2
0

32
(XXXVI)

the porosity-tortuosity factor ε/τ is introduced to character-
ize the pellet structure.

The velocity in equation (XXXII)and (XXXV) is the
mass averaged velocity, so we have calculated mass averaged
velocity from mole averaged velocity with the equation(5):

u = u∗ +∑
j

w j(u j −u∗) (XXXVII)

where u j is the velocity of species j with respect to fixed
coordinates. u j can be calculated from the equation:

J j = c j(u j −u∗) (XXXVIII)

where c j is the concentration of species j.
The ideal gas law has been used to calculate mixture

concentration:
cg =

P
RT

(XXXIX)

Several diffusion flux models have been used to close the
species mass balance. In our model, we have used 4 diffusion
flux closures:

(1) The Mole based Wilke model for bulk diffusion (4):

J j = −cg De
jm∇x j (XL)

where the mole based Wilke effective diffusion coefficient is
represented by:

De
jm =

1− x j
n
∑

i=1
i6= j

xi
De

ji

(XLI)

(2) The Explicit Mole based Maxwell-Stefan model (4):

J j =

n
∑

i=1
i6= j

x jJi
De

ji
− cg∇w j

n
∑

i=1
i6= j

xi
De

ji

(XLII)

(3) The Explicit Mole based Dusty gas model (4):

J j =

n
∑

i=1
i6= j

x jJi
De

ji
− ciu∗

De
jk
− cg∇x j

n
∑

i=1
i6= j

xi
De

ji
+ 1

De
jk

(XLIII)

where De
jK can be expressed as (12):

1
De

jk
= 97.0r(T/M j)

0.5 (XLIV)

(4) If the Knudsen diffusion is important, the mole based
Wilke model is modified by applying the Bosanquet ap-
proach (8; 4):

J j = −cg De
j,e f f ∇x j (XLV)

where (8; 4):
1

De
j,e f f

=
1

De
jm

+
1

De
jk

(XLVI)

Chemical Model

Steam methane reforming on nickel-based catalysts is
the main process for industrial production of hydrogen or
synthesis gas. Xu and Froment (2) investigated a large num-
ber of detailed mechanisms and derived a set of intrinsic
rate equations for the steam reforming of methane on nickel-
alumina catalysts which have been widely used. Their rate
equations were also used in our simulations:

r1 =
k1

p2.5
H2

[
pCH4 pH2O − p3

H2
pCO/K1

DEN2

]
(XLVII)

r2 =
k2

pH2

[
pCO pH2O − pH2 pCO2/K2

DEN2

]
(XLVIII)

r3 =
k3

p3.5
H2

[
pCH4 p2

H2O − p4
H2

pCO2/K3

DEN2

]
(XLIX)

where

DEN = 1+KCO pCO +KH2 pH2 +KCH4 pCH4 +KH2O pH2O/pH2
(L)

R1, R2, R3 correspond to the reactions (I), (III) and (II),
respectively.

Initial and Boundary conditions for Mass Based
Model

The initial conditions are as follows:

w j = wb
j

T = T b

ρ = ρb





for t = 0, ∀r (LI)

The initial conditions for the species differential variable j j,r
in equation (X) are given by:

j j,r = 0 for r = 0; due to symmetry (LII)

and for the differentiated variable w j in the equation (XVIII),
(XX) or (XXI):

j j,r +ur ρg w j =−ρgk j (wb
j −w j) for r = rp (LIII)
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where k j signifies the mass transfer coefficient for species j
computed from dimensionless numbers (10), wb

j denotes the
species j mass fraction in bulk, and rp is the pellet radius.
Equation (XII) holds the following initial conditions for the
differentiated variable Qr:

Qr = 0 for r = 0; due to symmetry (LIV)

and for the Fouriers law (XIV), the following initial condi-
tions are used for the differentiated variable T:

ρg Cpg ur T +Qr = −h(T b −T ) for r = rp (LV)

where h represents the heat transfer coefficient between the
bulk gas and the pellet surface, computed from expression
(11). The boundary condition for the velocity derivative in
the continuity equation (IX), yields:

ur = 0 for r = 0 (LVI)

The initial condition for the pressure derivative in the Darcy
law (XV):

P = Pb for r = rp (LVII)

Initial and Boundary conditions for Mole Based
Model

The initial conditions are as follows:

x j = xb
j

T = T b

c = cb





for t = 0, ∀r (LVIII)

The initial conditions for the species differential variable J j,r
in equation (XXX) are given by:

J j,r = 0 for r = 0; due to symmetry (LIX)

and for the differentiated variable x j in the equation (XL),
(XLII) or (XLIII):

J j,r +ur cg x j = −cgk j (wxb
j − x j) for r = rp (LX)

where k j signifies the mass transfer coefficient for species j
computed from dimensionless numbers (10), xb

j denotes the
species j mole fraction in bulk, and rp is the pellet radius.
Equation (XXXIII) holds the following initial conditions for
the differentiated variable Qr:

Qr = 0 for r = 0; due to symmetry (LXI)

and for the Fouriers law (XXXIV), the following initial con-
ditions are used for the differentiated variable T:

cg Cpg ur T +Qr = −h(T b −T ) for r = rp (LXII)

where h represents the heat transfer coefficient between the
bulk gas and the pellet surface, computed from expression
(11). The boundary condition for the velocity derivative in
the continuity equation (XXIX), yields:

ur = 0 for r = 0 (LXIII)

The initial condition for the pressure derivative in the Darcy
law (XXXV):

P = Pb for r = rp (LXIV)

MODEL SOLUTION

The steady state governing equations are solved using
the least square spectral spectral element method. The least
square spectral method (LSQ) is a well-established numeri-
cal method for solving a wide range of mathematical prob-
lems (13; 14; 15; 16; 17). The basic idea in the LSQ is to
minimize the integral of the square of the residual over the
computational domain.

Symmetry is assumed in the sphere which results in one
independent spatial variable in the radial dimension which
is discretized by the method of weighted residuals concepts.
The Gauss-Legendre-Lobatto collocation points are used.

The governing equation in the solution process, a system
of nondimensionalized model equations has been used.

For the cases of the SMR process the LSQ-Spectral ele-
ment method has been used. In this processes the computa-
tional domain has been divided into 4 elements with 15 col-
location points has been used for the whole domain.

The Least Square Method

The Least Square method formulation is based on the
minimization of a norm-equivalent functional. This consists
of finding the minimizer of the residual in a certain norm.
The norm-equivalent functional for an integro-differential
problem in which the unknown is f:

J ( f ) =
1
2

(
‖L f −g‖2

Y (Ω) +‖B f − f0‖
2
Y (Y0)

)
(LXV)

with L the integro-differential operator containing all the
conservation equations, B the boundary condition operator
acting on f, and g the source term. As the momentum conser-
vation equations are non-linear in nature, we adopt the Picard
successive substitution technique for the linearization. More-
over, in this work, the minimization is based on a L2 norm,
i.e. ‖.‖2

Y (Ω) = ‖.‖2
X(Ω). Based on variational analysis, the

minimization statement is equivalent to Find f ∈ X(Ω) such
that:

lim
x→0

d
dε

J ( f + εv) = 0 ∀v ∈ X(Ω) (LXVI)

where X(Ω) is the space of the admissible functions and v is
any test function. Consequently, the necessary condition can
be written as Find f ∈ X(Ω) such that:

A( f ,v) = F(v) ∀v ∈ X(Ω) (LXVII)

with

A( f ,v) = 〈L f ,L v〉X(Ω) + 〈B0 f ,B0v〉X(Y0) (LXVIII)

F(v) = 〈g,L v〉X(Ω)〈 f0,B′v〉X(Y0) (LXIX)

where A : X ×X −→ R is a symmetric, continuous bilinear
form, and F : X −→ R a continuous linear form.

Model Convergence

In order to assess the convergence of the model, we define
two convergence criteria like:

Residual =
√
〈L fN −g,L fN −g〉 ≤ e−5 (LXX)

εiteration =

√
fN

it − fN
it−1, fN

it − fN
it−1 ≤ e−10 (LXXI)
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The Residual denotes a measure for the overall error ob-
tained for the system of equations discretized by the least
squares method. The iteration overall error denotes a mea-
sure of the difference in variable values between the second
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Figure 1: Comparasion of mass-and mole base model in a
catalyst particle for Wilke model.
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Figure 2: Comparasion of mass-and mole base model in a
catalyst particle for Maxwell-Stefan model.
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Figure 3: Comparasion of mass-and mole base model in a
catalyst particle for Dusty gas model.

last- and the last preceding iterations, for a preliminary L

representing a linearized integro-differential operator using
the Picard iteration technique.
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Figure 4: Comparasion of mass-and mole base model in a
catalyst particle for Wilke-Bosanquet model.
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Figure 5: Comparison of temperature profile across the pellet
for mass-and mole base model of Dusty gas model.
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Figure 6: Comparison of pressure profile across the pellet for
mass-and mole base model of the Dusty gas model.
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RESULTS AND DISCUSSION

The mass- and mole based steady state model describes
the evolution of species mass composition, pressure, con-
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Figure 7: Comparison of total concentration profile across
the pellet for mass-and mole base model of the Dusty gas
model.
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Figure 8: Comparison of velocity profile across the pellet for
mass-and mole base model of the Dusty gas model.
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Figure 9: Comparison of convective- and diffusive flux
across the pellet for mass-and mole base model of Dusty gas
model.

centration, temperature,gas velocity, mass- and mole diffu-
sion flux, heat flux and convection for SMR process have
been simulated by the Least square spectral element method
(LSM-SPE). The pellet model consistency, temperature- and
pressure profile across the pellet have calculated after con-
verting the mole averaged velocity to mass averaged velocity
for the mole based model, which has been used in the temper-
ature and Darcy law equation. Table 1 shows the parameter
used for solving pellet equations.

Model Validation

The internal effectiveness factors (IV) of the mass- and
mole based model for the SMR reactions have the values in
the range of 10−2-10−3, see table 2, which are in agreement
with those reported by Elnashaie et al.(1992)(18).

Consistency of the mass- and mole based diffusion
models

The numerical results of the mole- and mass base multi-
component models did not give completely identical results.

Figure 1, figure 2, figure 3 and figure 4 compares the
species mole fraction results of different diffusion models
obtained from mole- and mass based pellet model. A maxi-
mum deviation of 10 % is observed for the mass- and mole
based diffusion models of SMR process. The modified Wilke
model for combined bulk and Knudsen diffusion obtains
nearly identical results to the more rigorous dusty gas model,
while the Maxwell-Stefan and the ordinary Wilke model give
slightly different results. However, it should be noted that the
sum of the species composition must be unity and that the
sum of the diffusion fluxes must equal zero.

The SMR process is characterized by high diffusional
limitations, that is the reactions are completed in a thin shell
near the surface of the catalyst pellet. Hence, much larger
gradients occur in this process. These large gradients might
have caused some numerical problems in the SMR process
influencing the results.

Jannike et al. (2011) used the SMR- and methanol syn-
thesis processes to check the consistency of the mass- and
mole based model equations(20) . They used the orthogonal
collocation method to solve the model equations. However
they have not converted the mole averaged velocity to mass
averaged velocity for solving molar based model equations
which should be used in the Darcy and temperature equa-
tions. Therefore, they do not have consistent pressure- and
temperature profiles across the pellet for both mass- and mole
based models. In their calculation, they get hardly no differ-
ence of the mass- and mole based models for the methanol
process, as the mole fraction profiles of the methanol process
across the pellet is smooth. But in the case of SMR pro-
cess, there is a steep gradient near the surface of the pellet.
However, increasing the the number of grid points- and the
elements close the surface does not improve the solutions.

Figure 5 shows the temperature profile across the pel-
let for Dusty gas model, which are in agreement with the
literature (19). From this figure it has been confirmed that
there is very little temperature variation (less then 0.5 K) be-
tween the surface and center of the pellet. There is hardly any
difference between the temperature profiles resulting from
the mass- and mole based models. However, in the mole
based formulation, the velocity in the temperature equation
is a mass averaged velocity. In our calculation we have con-
verted the mole averaged velocity to mass averaged velocity
and used it in temperature equation. Here we have found also
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temperature is not varying much in the case of mole based
pellet model for without- and with velocity correction.

Figure 6 shows there is almost no variation of pressure
from surface to the center of the catalyst pellet and they are
consistent for both mass- and mole base Dusty gas model.
The pressure has been calculated from the Darcy law in both
the mass- and mole base models. However, in the mole based
formulation, the velocity in the Darcy law is a mass aver-
aged velocity. In our calculation we have converted the mole
averaged velocity to mass averaged velocity and used it in
the Darcy law. According to Burghardt and Aerts (1988) the
pressure changes in a catalyst pellet under conditions nor-
mally encountered in industry are probably so small that can
be neglected in the process calculation. Hence, our results
agree with those reported by Burghardt and Aerts(1988)(7).
However, we have calculated the pressure profile without ve-
locity correction for mole base model also. We have found
that the pressure is not identical for with- and without veloc-
ity correction. The pressure is varying less then 2% across
the pellet for without velocity correction which is shown in
the figure 6.

FIgure 7 shows the total concentration profile for the
Dusty gas model, the total concentration is increasing from
the surface to the center of the pellet. However, we have cal-
culated the total concentration using mole averaged velocity
in the mole based model, which is commonly used the pellet
model. We have found that total concentration is varying less
then 3% across the pellet which is also shown in the figure
figure 7.

For the case of mole base model, we have two type of
velocity, one is mass averaged velocity and the other one is
mole averaged velocity. Figure 8 shows the mass- and mole
averaged velocity for the mole base dusty gas model.

Figure 9 shows that close to external surface, the diffu-
sion fluxes clearly dominate over the convective fluxes, hence
neglecting the convective flux terms in the governing equa-
tions for pellet model is a reasonable model approximation.

Table 2 shows the comparison of internal effectiveness
factor for both mass- and mole based Dusty gas models. It
seems that the internal effectiveness factors are not so differ-
ent for both the models.

It can be concluded that in the pellet model, we can ne-
glect convective part, we can assume the pellet model as a
uniform temperature across the pellet and isobaric condition.
These assumptions will help us to get faster convergence for
heterogeneous reactor models.

Table 1: Simulation parameters for SMR process
Mass fractions

CH4 0.1911 -
CO 0.0001 -
CO2 0.0200 -
H2 0.0029 -
H2O 0.7218 -
N2 0.0641 -
Pressure 29 ·105 Pa
Temperature 1000 K

Physical Parameters:
Density of catalyst 2300 kg cat/m3

void fraction 0.528 -
Pellet diameter 0.0173 m
Tortuosity 3.5 -
Mean pore diameter 150 nm
Heat capacity of solids 850 J/kgK

Table 2: Internal effectiveness factors for the SMR process.
Reaction η
I 0.01

Mass base Model II 0.005
III 0.09
I 0.0098

Mole base Model II 0.005
III 0.088

CONCLUSION

In this work, a mathematical model has been formu-
lated for the SMR process to verify pellet model consistency
with respect to mass- and mole averaged velocity for differ-
ent multicomponent diffusion models and validated with the
found literature data. The model evaluations revealed that:

1. The mass- and mole based pellet model did not give
identical result, where the large gradients are assumed
to cause numerical problems.

2. The simulated results for pellet models show that there
are small differences between the different mass diffu-
sion models. The simulated results reveal the limita-
tions of the Wilke model formulation, the species com-
position approximations are not accurate. Hence, the
more rigorous Maxwell-Stefan model seems to be bet-
ter choice.

3. The pellet model results generally support the conven-
tional model approximations like uniform temperature
across the pellet as the temperature variation between
the surface and the center of the pellet is less then 0.5K,
and for Kn < 10 constant pressure within the pellets.
Moreover, the magnitude of the diffusion fluxes gener-
ally dominate over the convective fluxes.
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ABSTRACT 

The InLine PhaseSplitter is a compact cyclonic separator used 

for bulk separation of gas and liquid. CFD is an appropriate 

tool that can be used for further understanding and 
improvement of the design. Simulations have been performed 

and compared with experimental results at similar conditions. 

The simulations are performed in Fluent using the Eulerian 

multiphase model. The bubble size is estimated using the 
Levich equation. A similar gas core is seen both the CFD and 

the experiments. The simulated pressure drop dependency on 

flow rate shows a similar trend as in the measurements. The 

simulations under predict the pressure drops by about 30%. 
The separation performance is somewhat over predicted by the 

simulations, especially regarding liquid quality. It is concluded 

that CFD can be used to predict trends in geometry changes 
and changing process conditions and that it can be improved 

further by including coalescence and break-up models. 

Keywords: Separation, compact, gas/liquid, Eulerian, 

multiphase, swirling flow, subsea, Fluent.  

NOMENCLATURE 

 

Greek Symbols 

α  volume fraction, [-]. 

ε  Turbulence dissipation rate, [m
2
/s

3
]. 

μ  dynamic viscosity, [kg/(m.s)] 

ρ  density, [kg/m
3
]. 

σ  surface tenstion, [N/m] 
τ  stress-strain tensor, [kg/(m.s

2
)] 

 

Latin Symbols 

d  bubble diameter, [m]. 

gvf  gas volume fraction, [-]. 

lvf  liquid volume fraction, [-]. 

p  pressure, [Pa]. 

t  time, [s]. 

u  velocity, [m/s]. 

CD  drag coefficient, [-] 

K  momentum exchange coefficient, [kg/(m2.s2)] 

Re  Reynolds number, [-] 

We  Weber number, [-] 

 

 

Sub/superscripts 

crit  critical 
g  gas phase 

l  liquid phase 

max maximum  

32  Sauter-mean  

’  fluctuation  

 

INTRODUCTION 

 

In recent years the interest in InLine cyclonic separation 

devices has grown rapidly, due to its compactness in 

terms of size and weight, making this type of equipment 

a very attractive option for offshore platforms and 
subsea separation applications. These compact 

separators are mostly based on the principle of 

generating a swirling flow, resulting in centrifugal 

forces that induce separation of the light and the heavy 

phase (gas and liquid). In these devices the force 

intensity is much larger than in conventional gravity 

separators, allowing the construction of much more 

compact equipment. 

 

FMC Technologies / CDS Separation systems has 

developed such applications for gas/liquid, liquid/liquid, 

and solids separation (Fantoft et al., (2010) and 

Kremleva et al., (2010)). One such application is the 

InLine PhaseSplitter, which is a gas/liquid separator in a 

pipe segment. In the last two years a optimization 

program has been carried out for the PhaseSplitter in 

which many different configurations were investigated 
both by simulations using Computational Fluid 

Dynamics (CFD) and by experiments in the lab. All 

essential components of the PhaseSplitter have been 

investigated and optimized. The principle of operation 

of the PhaseSplitter is shown in Figure 1. 

 

Figure 1: InLine PhaseSplitter operating principle. 
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The operating principle of the InLine PhaseSplitter is as 

follows: the incoming gas/liquid mixture is 

homogeneously mixed inside a mixing element (located 

upstream of Figure 1). Next, the mixture is put into 

rotation by a static swirl element. The swirling element 

consists of several (stationary) curved blades which 

induce the required rotation for separation.  Due to the 

generated centrifugal force the gas moves towards the 

centre of the separation chamber, whereas the liquid 

moves towards the outside. The resulting gas core is 

extracted via the central gas outlet and the liquid via the 

liquid outlet. 

 

In this paper we present a CFD simulation of such a 

unit, using Fluent. First an analysis is made of the 

generated bubble size inside the PhaseSplitter, which 

plays an important role in the separation performance. 

CFD models are presented and discussed next, including 
multiphase and turbulence model. Furthermore, the 

experimental setup is discussed followed by a 

discussion of CFD results including a qualitative and a 

quantitative comparison with experimental results. 

Finally, some conclusions are formulated. 

 

BUBBLE SIZE 

 

The bubble size inside the PhaseSplitter is important, 

since it determines how well the gas and liquid separate. 

Large bubbles tend to separate fast, whereas small 
bubble will separate slowly or not all. Bubbles are 

created in the mixing element where a homogenous 

mixture of gas and liquid is generated. The turbulence 

generated by the mixing element can be used to estimate 

the average bubble size. 

 

According to dispersion theory developed 

independently by Kolmogoroff (1949) and Hinze (1955) 

a maximum stable bubble or droplet size, dmax, can be 

determined by the balance between turbulent 

fluctuations (enabling break-up), and the surface tension 

force (resisting break-up). The critical We number gives 

the ratio of these two forces for d = dmax 
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Using dispersion theory Hinze derived a general 

equation to determine dmax 
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Wecrit depends on the system. The frequently used 

constant (Wecrit/2)
0.6

 = 0.725 was derived by Hinze for 

liquid-liquid dispersions, and is not appropriate for 

bubbly flows. For a water-air bubbly flow system 

Hesketh et al. (1987) derived Wecrit = 10.6. 
 

Levich (1962) further refined this theory by accounting 

for the balance of the internal pressure of the bubble 

with the capillary pressure of the deformed bubble. He 

defines a modified We
*
 number   
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For a water-air bubbly flow system Hesketh derived 

We
*

crit = 1.1. The following equation for dmax is derived, 

which differs mainly from the Hinze equation in the fact 

that the dispersed phase density (in this case the gas 

phase) is considered. 
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The Sauter-mean diameter d32 is a good representation 
of the average bubble size dg. According to 

Kocamustafagullari et al. (1994) it is related to dmax by 

 

01.4/ 32max dd  (5) 

 

Note that other authors report lower values for the ratio 

given above. However we decided to use the equation 
above in order to be conservative, since smaller bubbles 

tend to separate slower.  

 

The turbulence dissipation rate generated by the mixing 

element has been investigated as function of the flow 

rate on a range of 50-100 m
3
/h for the current tests by 

means of CFD. The resulting turbulence dissipation 

rates are shown in Figure 2. 

 

The data in Figure 2 has been utilized in combination 

with Eqns. (4) and (5) to estimate the generated bubble 

sizes in the mixing element. The results are shown in 

Figure 3. The estimated bubble size d32 according to 

Levich will be used in the CFD modelling, as will be 

discussed in the next section. 

 

 

 

Figure 2: Turbulence dissipation rate downstream of the 
mixing element as function of the flow rate. Results are 

generated by CFD simulations (not presented here). 
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Figure 3: Predicted bubble size generated by the mixing 
element according to Hinze and Levich using estimated 

turbulence dissipation at mixing element. 

CFD MODELING 

 

A CFD study has been carried out in Ansys Fluent 12.1. 

The models that have been selected are presented in this 

section.  

 

The Eulerian multiphase model has been utilized to 

describe the multiphase flow dynamics inside the 

PhaseSplitter. In this model the phases are described as 

interpenetrating continua based on the volume fraction α 

(αg + αl = 1). The conservation equations are solved for 

each phase. The continuity equation for the liquid phase 

l is given by, 

 

 
  0 lll

ll

t
u




 (6) 

 

The conservation of momentum for the liquid phase is 

described by, 
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The momentum exchange coefficient Klg incorporates 

the drag force and it is given by the Schiller-Naumann 

model, 
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where the Reynolds number is defined by 
 

l

glgl d



 uu 
Re  (10) 

 

The flow is simulated as incompressible. This is a 

reasonable assumption since the Mach numbers are 

quite low (Ma << 1). However, the gas does expand due 

to reduction in pressure across the PhaseSplitter (Δp/p ≈ 

0.1-0.2). This effect has not been considered in the 

current simulations.  

 

The Reynolds Stress Model (RSM) turbulence model 

has been applied to simulate the turbulence inside the 

PhaseSplitter. This is a turbulence model accounts for 

the anisotropy of the swirling flow and has been applied 

by several others for these kind of applications, see for 

instance Slot et al. (2010). 

 

At the inlet of the domain a uniform velocity profile is 

prescribed. The flow is assumed to be homogeneously 

mixed. The turbulence intensity at the inlet of the 

domains is set at 5%. At the outlets volumetric flow 

split boundary conditions are applied, that prescribe the 

flow split towards the gas and liquid outlet. 
 

The geometry of the PhaseSplitter that is considered is 

shown in Figure 4. The mixture comes in at the left side 

and is put into rotation by the swirl element. The gas 

moves towards the centre of the unit and leaves through 

the central gas outlet. The liquid moves towards the 

outside and leaves through the liquid outlet. The mesh 

consists of 602,078 hexahedral elements.  

 

 

Figure 4: PhaseSplitter geometry considered. 

 

The CFD simulations are all run in steady state first. 

Subsequently, they are switched to unsteady mode and 

run for approximately 5-10 residence times. 

 

Note that simulations are run with a constant bubble 

size. Coalescence and break-up inside the PhaseSplitter 

itself, are not considered. 

  

EXPERIMENTAL SETUP 

 

Experiments have been carried out with the 

PhaseSplitter. For most of these tests a non-transparent 

PhaseSplitter was used. However, for some lower flow 

rates a Plexiglas unit was also used, in order to view 

separation phenomena. 

 

 

Inlet 

Gas 

outlet 

Liquid 

outlet 
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Figure 5: PhaseSplitter test loop near the test unit. 

 

Tests were carried out using water and air at near 

atmospheric pressures. In Figure 5 a picture of the test 

setup is shown and in Figure 6 a flow diagram is 

presented. The incoming gas flow and liquid flow are 

measured by Coriolis flow meters. The liquid quality at 

the liquid outlet is measured by using a Gamma density 

meter. The amount of liquid in the gas outlet is 
measured by accumulation in a small scrubber. Pressure 

meters are located at the inlet and outlets of the 

PhaseSplitter. 

 

 

Figure 6: Flow diagram of the experimental test setup. 

 

In the current work we compare the results for 

experiments and measurements of a small scale 

PhaseSplitter. The tests were carried out at gas volume 

fractions (gvf) of 20% and total flow rates of 52.8, 70.4 

and 83.8 m
3
/h. For these measurements the 

PhaseSplitter was fabricated in steel. Qualitative 

transparent measurements were also carried out, but at a 

lower flow rate of 44 m
3
/h.  

 

RESULTS 

 

In this section the results are discussed. We start by 

making a qualitative comparison between transparent 

measurements and the CFD simulations. In Figure 7 the 

gas core inside the PhaseSplitter is shown downstream 

of the swirl element at three different points in time. It 

can be seen that the gas core changes a bit in shape in 

time. This is mainly due to the some pressure 
fluctuations in the test loop. These pressure fluctuations 

have a periodic oscillatory nature.  This effect is seen to 

a smaller extend in the CFD simulations.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Gas core, as seen in transparent measurements after 
0, 3 and 6 seconds. Total flow rate 44 m3/h. 

The simulation results for the three cases are shown in 
Figure 8 after approximately 10 residence times. It is 

observed that the gas core extends a bit further towards 

the liquid outlet for the higher flow rates. This is most 

likely due to the reduced bubble size for the larger flow 

rates. Note that small fluctuations were also seen in the 

gas core for the numerical simulations, however they 

were much smaller than observed in the experiments. 

 

 
 

 

Figure 8: Gas core as simulated by CFD for total flow rates of 
52.8 (top), 70.4 (middle) and 83.8 m3/h (bottom). The gas core 

is represented by an iso-surface of gvf = 0.1. 

 

There is clearly a good qualitative agreement between 

the measurements and the CFD simulations. Note that 

the transparent measurements were carried out at a 

slightly lower flow rate than the CFD simulations. The 

main difference between measurements and CFD are 

the fluctuations in the gas core which were larger in the 

measurements, than in the simulations. In Figure 9 the 

gas volume fraction is displayed for the largest flow 

rate. 

F

F

air

water InLine PhaseSplitter water

air

water carryover

gamma
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Figure 9: Simulated gas volume fraction distribution for a 

total flow rate of 83.8 m3/h. 

 
The axial velocity distribution is shown in Figure 10. It 

can be seen that downstream of the swirl element in the 

centre of the tube back flow regions occur (negative 

axial velocities). Furthermore, the axial velocity 

increases in radial direction, which is typical for 

swirling flow applications (see for example Kegge 

(2000), Kitoh (1991) and Slot et al. (2010)). At the start 

of the gas outlet a region of large axial velocity is also 

observed, which is a consequence of the relative small 

through flow area at that location. 

 

 
Figure 10: Simulated axial velocity distribution (m/s) for a 

total flow rate of 83.8 m3/h. 

 

The tangential (= swirl) velocity distribution is shown in 

Figure 11. It can be seen that downstream of the swirl 
element several regions of large tangential velocities are 

observed. Note that the two regions of large tangential 

velocity in the centre of the tube are generally not seen 

for swirling pipe flows, and are most likely a 

consequence of the location of the gas outlet. This large 

tangential velocity can have a positive influence on 

separation, since possible droplets entrained in the gas 

core could still be separated due to increased centrifugal 

force. 
 

 
Figure 11: Simulated tangential velocity distribution for a 

total flow rate of 83.8 m3/h. 

 

The turbulence dissipation rate is shown in Figure 12. 

The turbulence dissipation rate is important, since it 

dictates the maximum stable droplet and bubble size.  

Firstly, a region of very large turbulence (> 1000 m
2
/s

3
) 

is seen near the gas outlet. This can be responsible for 

creating small droplets, and could reduce the gas quality 

at the gas outlet. The large turbulence at the gas outlet is 

caused by the large (axial) velocities in that region as 

shown in Figure 10. Downstream of the swirl element 

another region of high turbulence is seen. The 

turbulence dissipation rate (~800 m
2
/s

3
) is smaller than 

what was considered downstream of the mixing element 

for the same flow rate (~2000 m
2
/s

3
), see Figure 3), and 

therefore should not lead to a significant reduction in 
bubble size and consequently separation performance. 

 
Figure 12: Simulated turbulence dissipation rate (m2/s3) for a 

total flow rate of 83.8 m3/h. A maximum of 1000 m2/s3 is 
selected. 

 

The pressure distribution inside the PhaseSplitter is 

shown for the largest flow rate in Figure 13. A 

characteristic pressure distribution for swirling flows is 

obtained, i.e. a low pressure region in the centre of the 

pipe downstream of the swirling element, which 

increases in radial direction.  
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Figure 13: Pressure distribution as simulated by CFD (Pa) for 
a total flow rate of 83.8 m3/h.  

 

The pressure drop over the PhaseSplitter is taken from 

the CFD results and is compared with the measurements 
in Figure 14. For both measurements and simulations an 

increasing pressure drop is obtained for an increase in 

total flow rate. Furthermore, a slightly larger pressure 

drop over the gas outlet than over the liquid outlet is 

seen for both. However, the CFD simulations under 

predict the pressure drop by approximately 30%. The 

reason for this is discrepancy is unclear, but it could be 

caused by additional pressure losses downstream of the 

PhaseSplitter outlets. 
 

 
Figure 14: Pressure drop from inlet to gas outlet and from 

inlet to liquid outlet as simulated by CFD (dashed) and 

obtained from measurements (solid). 

 

The gas quality and liquid quality are obtained as results 

of the simulations and they are compared to 

measurement curves in Figure 15. Note that the 

measurements have been done for different valve 

positions, corresponding to different flow splits. The 

CFD simulations have been performed for a single flow 

split only. It can be seen that the simulations give a 

similar gas quality as is seen in the measurements, i.e. 

between 0-2% liquid volume fraction (lvf). The liquid 

qualities predicted by the simulations on the other hand 

are over predicted, with GVF values lower than 0.3%, 

whereas measurements are in the range of 0.2 - 1.5%. 
 

 
Figure 15: Gas quality at the gas outlet, and liquid quality at 
the liquid outlet measured for different flow splits, compared 

with CFD results for a single flow split. 

 

In general it can be said that the CFD simulations over 

predict the separation efficiency of the PhaseSplitter. 
One of the explanations for this could be that the 

simulations are carried out for a uniform bubble size, 

whereas in reality a bubble size distribution will exist. 

Small bubbles that are not considered in the simulation 

are not likely to be separated and hence the CFD over 

predicts the separation performance. Another reason for 

the difference is that in the CFD simulations only small 

fluctuations in the gas core were seen, whereas in 

experiments larger fluctuations were observed, possibly 

due to the flow loop, which will reduce the separation 

performance. Finally, certain physical phenomena like 

bubble coalescence and break-up are not considered in 

the simulations. These phenomena are expected to have 

a significant influence in the separation performance. 

CONCLUSION 

 

CFD simulations have been carried out to simulate the 

multiphase flow inside the InLine PhaseSplitter. The 

results are compared with measurements. There is good 

qualitative similarity between the experimental 

observations and the CFD simulations with regards to 

the size and shape of the gas core. Furthermore, a 

similar trend in pressure drop with flow rate is observed 

for measurements and experiments, both for the gas 

outlet and the liquid outlet. The CFD under predicts the 

pressure drop by about 30%. 

 

The separation performance is over predicted by the 

CFD simulations, especially regarding the liquid 
quality. Additional investigations are needed regarding 

the impact of the bubble size distribution and missing 

physical phenomena on the CFD model. 

  

The pressure and velocity profiles simulated by the CFD 

are in agreement with general observations for swirling 

flows. In the centre of the tube a low pressure region is 

present. The pressure increases radially outward. At the 

gas outlet a region of large axial velocity and large 

turbulence is seen. Two regions of large tangential 

velocity in the centre of the tube are predicted by the 

CFD simulations. These could be a consequence of the 

location of the gas outlet, but this is something that still 

needs to be verified. 
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The study shows that CFD can be used to analyse the 

multiphase flow dynamics and separation inside the 

PhaseSplitter. It is however, difficult to predict the exact 

separation performance. In the opinion of the authors 

CFD can be used adequately to analyse differences in 

geometry and in process conditions. For that reason it is 

a good tool to use when optimizing geometry and to see 

the influence of operating pressure and fluid properties.  
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ABSTRACT 
This contribution presents a newly transformed population 
balance equation (PBE), which consists of  a set of moment 
and momentum balances to describe the evolution and motion 
of particulate systems. In a multidimensional space, the result 
is a system of partial differential equations, which can be cast 
into a system of conservation laws with integral source terms. 
The moment equations are normalized with respect to the total 
number concentration (zero moment) to avoid numerical 
instabilities due to the increase stiffness of the quadrature 
nodes and weights, which is the case in the QMOM and 
DQMOM. The unclosed integrals over  the unknown 
population density are approximated by a Normalized 
Quadrature Method Of Moments (NQMOM). The NQMOM 
makes use of a uniform and adaptive two-weight quadrature, 
which is of second order accuracy in the regions of smooth 
distribution and is reduced automatically to a first order 
accuracy in the sharp regions. The reduced model is tested 
against known analytical solutions of the homogeneous PBE 
with respect to space. The NQMOM is integrated successfully 
into  the Finite Point Method (FPM), which is essentially a 
mesh- free Lagrangian method for modelling and solving 
complex fluid flow problems.     

Keywords:  NQMOM, Population balance, CFD, 
hydrodynamics, mesh free methods.  

 

NOMENCLATURE 
 
Greek Symbols 
α   Volume fraction, [ - ]. 
β   Daughter particle distribution, [1/m]. 

Γ   Breakage frequency, [1/s]. 
ζ   Spatial coordinate, [m]. 

ρ   Mass density, [kg/m3]. 

σ   Surface tension, [N/m]. 
',σσ)  Population variances, [N/m]. 

λ   Quadrature weight, [1/m3]. 
µ   Moment, [depends on moment order]. 

µ)   Normalized moment, [depends on moment  

  order]. 
ω   Aggregation frequency, [m3/s]. 
 
 
Latin Symbols 

DC   Drag coefficient, [ - ]. 

30d   Mass-number mean particle diameter , [m]. 

f   Number density per unit volume, [1/m3]. 

g   Acceleration of gravity, [m/s2]. 

p   Pressure, [Pa]. 

S   Population balance source term, [depends on  
  moment order]. 
t   Time, [s]. 
u  Velocity, [m/s]. 
v   Particle size, [m3]. 
 
 
Sub/superscripts 
c  continuous phase. 
d  dispersed phase. 
r  moment index. 
j  quadrature index. 

 

INTRODUCTION 
The population balance equation finds many scientific 
and engineering applications with mono and 
multivariate number density functions. Such 
applications include multiphase flows and turbulence 
modelling, aerosol science and kinetic theory and 
biological and biomedical engineering (McGraw, 1997, 
Ramkrishna, 2000, Piskunov and Golubev, 2002, 
Hjortso, 2004, Rosner et al., 2004, Marchisio and Fox, 
2005, Raikar et al.,  2006, Attarakih et al., 2009a, b, 
Strumendo and Arastoopour, 2009,Fox, 2008, 2009) 
Fluid phases which are discrete either at the molecular 



Menwer  Attarakih , Jörg Kuhnert ,Timo Wächtler, Mazen Abu-Khader and Hans-Jörg Bart 

 

or particle level can be described by a statistical 
Boltzmann-type equation, which is called the population 
balance equation (PBE) (Ramkrishna, 2000, Fox, 2008]. 
The PBE determines the temporal and spatial evolution 
of particle distribution due to the interactions within the 
population of particles on the one hand, and the 
interaction of particles and the continuous phase in 
which they are imbedded on the other hand 
(Ramkrishna, 2000). The PBE is a hyperbolic integro-
partial differential equation characterized by a nonlinear 
integral source term. This source term accounts for 
various mechanisms with which particles of a specific 
state can either form or disappear from the system. 
These mechanisms are discrete and relatively 
instantaneous compared to the system scale such as 
particle breakage, aggregation, growth and nucleation 
(Rankrishna, 2000).   These interactions can describe 
the system behavior up to any degree of detail. Thus, 
such population balance models are very suitable for 
understanding and investigating many single processing 
units, not to mention, crystallizers, turbulent flame 
reactors, polymerization reactors, bubble phase reactors, 
and extraction columns (Motz, 2002, Rosner, 2006, 
Abedini and Shahrokhi, 2008, Drumm et al., 2010).  
Computational Fluid Dynamics (CFD) methods used 
with great success to explore the detailed flow fields in 
a very complex real geometry with an obvious need to 
detailed modeling of the dispersed phase. The excessive 
computational burden placed by including the 
population balance equation as a dispersed phase 
modeling tool limits such benefits even with super 
speed computers (Motz, 2002, Rosner, 2006, Fox, 2008, 
Tiwari et al., 2008, Drumm et al., 2010).  Therefore, 
there is an engineering need to have a simple reduced 
model for discrete phases, without losing the detailed 
description of single phenomena inherently embedded 
in the population balance equation. One of the popular 
model formulations is the transformation of the 
population balance equation into a set of self-contained 
integral equations that describe the moments’ evolution 
of the particle size distribution. In general, these 
methods belong to the moment transformation of the 
population balance equation at the expense of 
destroying the distribution itself (McGraw, 1997, 
Ramkrishna, 2000, Piskunov and Golubev, 2002, 
Marchisio and Fox, 2005, Drumm et al., 2010). In 
contrast to the classical method of moments, where 
closure problem is overcome by a priori assumed 
distribution or simplified kernel functions (Ramkrishna, 
2000, Diemer and Olson, 2002), the Quadrature Method 
Of Moments  (QMOM) provides not only an efficient 
closure to the moment problem, but also an extremely 
efficient Gauss-like integration quadrature. For critical 
evaluation and improvements in the QMOM literature, 
the reader can consult Grosch et al. (2007) and 
Attarakih et al. (2009a). The QMOM is based on the 
known low-order moments of the weight function (here 
in the population balances equation it is the unknown 
distribution) and requires only  few nodes (two or three) 
to converge, even for sharply changing integrands. In 
general, the QMOM or the moment transformed 
population balance equations have the advantage of 
using small number of equations and at the same time  

use less degree of details required by the physical 
model. This is because the calculation of most average 
physical properties of the particulate phase do not 
require a full knowledge of the size distribution. This is 
in particularly true for properties most relevant to 
engineering applications such as mean particle size, 
mean surface area, and average dispersed phase holdup 
(Piskunov and Golubev, 2002,  Attarakih et al., 2006, 
Drumm et al., 2010).   
However, the QMOM and its variants  (e.g. DQMOM) 
suffer from numerical instabilities (Su et al., 2008, 
Attarakih et al., 2010) when large variation in the 
moments is encountered or the population tends to a 
monosize distribution. In both QMOM and the 
DQMOM an inevitable division by the zero moment  is 
needed during the course of the moment inversion  
problem.   As a result of this, coupling the PBE with 
CFD solvers results in a serious initialization problems 
where subregions in the physical space are not occupied 
by the dispersed particles. This usually causes either 
numerical instabilities or non physical solutions, which 
usually alleviated by an ad hoc problem dependent 
procedures (Marchisio, & Fox 2005). In this work, we 
introduce the normalized adaptive QMOM of first and 
second order accuracy in the sense of uniform Gauss-
Christoffel quadrature. This avoids the division by the 
zero moment and  adapts automatically to a first order 
quadrature when the population of particles tends to a 
monosize distribution. The reduced population balance 
model is written for the population balance itself and for 
the momentum balance to describe the motion of the 
particulate phase. Due to the normalized nature of the 
moment equations, and the nature of the normalized 
closure rule, the method is given the name: The 
Normalized QMOM or shortly: NQMOM. The 
NQMOM is first tested against known analytical 
solutions of the homogeneous population balance 
equation (w.r.t. space) and then integrated into the 
Finite Point Method (FPM) (Tiwari et al., 2008) as a 
mesh-free Lagrangian CFD modelling and simulation 
environment.  

THE POPULATION BALANCE EQUATION 
The superstructure of the population balance equation 
and its general derivation based on the Reynolds 
transport theorem is give in Ramkrishna (Ramkrishna, 
2000). This transport equation can be written as 
 

( ) Sf
t

f =⋅∇+ u
∂
∂                                                       (1) 

 
In the most general way,  the particles are assumed to 
have a spectrum of sizes, which can be represented by a 
number density function per unit volume of physical 
space with the particle size (volume) as an independent 
variable. So, let dvtvf ),,( ζ  be the average number of 

particles per unit volume of a fixed subspace at time t, 
then the above population balance equation can be 
formally interpreted as follows: The first term on the 
left-hand side denotes the accumulation of particles 
having size v, the second term is the convection of 
particles along the physical coordinate ζ  and the source 
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term on the right-hand side represents the net number of 
particles produced due to breakage and aggregation per 
unit time and volume of the physical space.    
The source term for particle breakage and aggregation is 
given by Eq.(2) below. In this equation the first two 
terms represent particles, which are lost and formed by 
breakage with frequency (Γ) and the second two terms 
accounts for loss and formation of particles due to 
binary aggregation of two particles having sizes v and v' 
with collision frequency ω. 
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The particle size distribution due to breakage of mother 
particle of size v' is given by β(v|v'). This distribution 
should satisfy number and mass conservation 
constraints (Ramkrishna, 2000). 

The Moment Equations 
The moments (µr) per unit volume of subspace with 
respect to particle size v is defined as 
 

fdvvr
r ∫

∞
=

0
µ                                                            (3) 

 
Applying this moment transformation to Eqs.(1) and (2) 
one gets the following set of moment equations: 
 

( ) ,....1,0    , ==⋅∇+ rS
t rr
r µ

∂
∂µ

u                           (4) 

 
Where u is the average velocity of particles conditioned 
on mean particle size d30. Here d30 is the mass-number 
average mean particle diameter, which is an adaptive 
one-node Gauss quadrature (see Eq.(9) below) 
(Attarakih et al., 2008, Drum et al., 2010). The 
transformed source term (Eq.(2)) is given by: 
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This transformed source is consistent in conserving total 
number of particles (r = 0) and total volume  (mass) 
when r = 1.   
Note that the above source term can't be closed (written 
in terms of µr) due the open form of breakage and 
coalescence frequencies (ω and Γ). Actually, there is 
only a few cases when these frequencies result in a 

closed source term with respect to the low order 
moments appearing in Eq.(4). The standard QMOM 
(McGraw, 1997)  provides an effective closure to the 
source term without paying much attention to the form 
of the number density function f. The QMOM assumes f 
to be represented by a sum of Dirac delta functions with 
adaptive nodes and weights that are expressible in terms 
of the low-order moments (µr). The numerical solution 
for these weights and nodes is called the inversion of 
the moment problem and is accomplished using the 
Product Difference algorithm (PDA) as proposed by 
McGraw (1997). The PDA proceeds in constructing a 
symmetric positive definite matrix from the low-order 
moments, which unfortunately rather involved in terms 
of division by many low-order moments. The adaptive 
nodes and weights of the aforementioned Dirac delta 
functions are obtained numerically by solving a stable 
eigenvalue problem as long as the low-order moments 
satisfy certain determinant conditions and are not close 
to zero (Attarakih et al., 2010). To  shed more light on 
this problem, we present here the analytical expressions 
for the weights of the two-point quadrature derived by 
Attarakih et al. (2009a): 
 

[ ]2
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02,1
/'1

1'

vvvv
mm −+














−
=

σ
σµλ                (6) 

 
In the above equation vm is the mean particle size, v1,2 
are the two nodes of the adaptive Gauss quadrature and 
σ'2 is the population variance. Here, the PDA fails when 
the particle size distribution becomes very narrow 
(v1,2→ vm) and suffers heavily from numerical round-off 
errors due to loss of significance even when double 
precision arithmetic is used. The second issue is that the 
population variance σ'2 becomes unbounded for small 
values of µ0 and the algorithm fails completely in the 
subspaces where the population density tends to zero. 
The same difficulties are also found in the nodes' 
formulas. This calls for an ad hoc procedures to avoid 
division by zero and to keep a finite mean particle size 
to be used in predicting the mean particle velocity as 
predicted by the momentum balance (Marchisio & Fox, 
2005). The source term for the momentum balance 
depends on the particle diameter due to the interfacial 
momentum transfer (drag force) as follows: 
 

dcddddd p
Dt

D
Fg

u −−+∇−= )( ρραααρ              (7) 

 
Where ρc and ρd are the densities of continuous and 
dispersed particles respectively, αd  is the volume 
fraction of the dispersed phase, p is the pressure shared 
by both phases, g is the gravitational vector and the 
mean drag force felt by the population of particles is 
given by: 
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Here uc is the velocity of the continuous phase and CD is 
the drag coefficient. So, in the subspaces of the flow 
domain where the local number density function is 
small, numerical instabilities are more likely to occur 
due to difficulties in computing the mass-number mean 
particle diameter (Drum et al., 2010): 
 

3

0

1
30

6

µ
µ

π
=d                                                              (9) 

 
By examining the above equation the difficulties in 
computing the mass-number mean diameter due to 
small values of µ0 can be overcome if the normalized 

moment  011 / µµµ =)
can be computed directly. This 

calls for tracking the low-order normalized moments 
rather than the low-order moments themselves to avoid 
numerical inaccuracies due to division by small values. 
So, the normalized QMOM (NQMOM) comes to fulfil 
this task. 

THE NORMALIZED QMOM 
To facilitate the derivation of the normalized moment 
equations, Lagrangian frame of reference is used, where 
Eq.(4) can be written as: 
 

( ) ,....1,0    , ==⋅∇+ rS
Dt

D
rr

r uµµ
                       (10) 

 
The normalized total derivative can be written as: 
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Now, by combining Eqs.(9) and (10) on gets the 
following normalized moment equations: 
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To reconstruct the non-normalized moments from the 

normalized ones ( rr µµµ )
0= ), one needs a transport 

equation for the zero moment; which can be obtained 
from Eq.(10) by setting r = 0.  
The source term given by Eq.(5) normalized with 
respect to the zero moment can be written using the 

standard idea of the QMOM ( ∑
=
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j
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follows: 
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Unfortunately, the last equation introduces a stiff source 
term to the normalized moment equations (Eqs.(12)). To 
overcome this problem, an equal-weight quadrature can 
be used for which λ1 = λ2 = .... λNq = µ0/Nq.  
 
Accordingly, Eq.(13) is reduced to: 
 

( )

[ ]∑∑

∑

= =

=

−−++

−Γ=

q q

q

N

j

N

m

r
m

r
j

r
mjmj

q

jr

N

j
j

q
r

vvvv
N

N
S

1 1
,2

0

,
1

)(
2

1
1

ωµ

π
)

               (14) 

 
Where Nq is the number of quadrature nodes. In this 
work, only the one and two-point equal weight 
quadratures are introduced. The weight of the one-point 
quadrature (Nq = 1) is  µ0 and its node is given by 
Eq.(9), while the weights of the two-weight quadrature 
are: λ1 = λ2 = µ0/2. The two nodes represent the 
fluctuation of the particle size around its mean: 
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It is interesting to note that Eqs.(15) are reduced to the 
one-point quadrature when σ)  tends to zero (monosize 
distribution). This makes the quadrature given by 
Eqs.(15) an adaptive integration quadrature. This 
desirable property does not exist in the standard QMOM 
or DQMOM, where the PDA or the direct computation 
of the quadrature nodes fail for this particular case. 
The mean mass of the population as calculated using 
Eq.(15) is nothing more than the arithmetic mean of v1 
and v2 (the two quadrature nodes). Based on this, the 
mean population diameter is again given by Eq.(9). This 
justifies the use of d30 as the mean particle diameter 
when closing the mean drag force given by Eq.(8). 
Note that despite the low-order approximation of the 
number density f, the one-point quadrature offers the 
two-equation reduced population balance model, which 
was able for the first time to simulate a fifty-
compartment pilot plant extraction column using 
commercial CFD software FLUENT 6.6 (Drum et al., 
2010).  

NQMOM-FPM COUPLED SOLVER  
 In this section, we describe briefly the coupled 
NQMOM-FPM solver as a first attempt to test in a  
rigours way the applicability of the NQMOM when 
coupled to detailed CFD solvers. The Finite Point 
Method (FPM) is essentially a mesh-free Lagrangian 
numerical method for solving fluid Dynamic equations 
(Tiwari & Kuhnert, 2007). The basis of computation is a 
point cloud, which referred to as particles or numerical 
grid points. These numerical particle are allowed to 
move with fluid velocity, and they carry all relevant 
physical information. The point cloud represents the 
flow field and is initially distributed to cover the whole  
computational domain. The distribution of numerical 
points should fulfil certain adaptive criteria; that is, 
particles are not allowed to cluster (provide more 
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information than necessary) or to form holes (to find 
sufficient neighbours to exchange information).  The 
point cloud is a geometrical basis, which allow FPM to 
be a general finite difference idea. FPM is a strong 
formulation technique for modelling partial differential 
equations by direct approximation of the differential 
operators. The method uses a moving least-square idea, 
which was especially developed for FPM. The 
continuous phase is modelled by the Navier-Stokes 
equations. The motion of the particulate phase is 
described by the equation of motion in which inertia, 
drag and buoyancy forces are taken into account (see 
Eq.(8)).   
The coupling strategy of the NQMOM with  the FPM is 
as follows: Separate point clouds are established for 
each phase. The continuous and particulate phases are 
solved using their respective point clouds. These point 
clouds are decoupled from each other; however, the 
necessary information like velocities, volume fractions 
etc. are exchanged between these clouds. Concerning 
the PBE, a two-way coupling is achieved in which the 
mean particle diameter (d30) is calculated on the PBE 
solver side using the NQMOM and returned to the FPM 
side to evaluate the mean drag force and hence the 
particulate mean velocity (u) as given by Eq.(8).  For 
more details about FPM the reader can consult Tiwari 
and Kuhnert (2007) and the references therein.    

NUMERICLA RESULTS AND DISCUSSION  
In this section, the normalized QMOM is tested first 
using the homogeneous population balance equation 
with respect to space. This is to compare the results with 
the  available standard analytical solutions for the 
homogeneous PBE. Secondly, the normalized moment 
equations are coupled with  the FPSM (Finite Point Set 
Method) CFD solver in a simple geometry to test the 
robustness of the NQMOM population balance solver.   

The Homogeneous PBE 
To test the NQMO against available analytical 
solutions, particle aggregation with constant 
aggregation frequency is simulated in a one 
homogeneous spatial cell. For this case, Eq.(12) is 
reduced to a set of ordinary differential equations in the 
absence of the spatial derivative (convection part). 
Fig.(1) presents sample of the numerical results using 
two-equal weight quadrature. The numerical results are 
indistinguishable from the analytical solution (Gelbard 
and Seinfeld , 1978). The ODEs describing the 
evolution of the normalized moments are found nonstiff 
and are solved easily using a general purpose ODE 
solver. Note that no divisions by µ0 is required, which 
enhances the stability of the numerical solver.  
In Fig.(2), particle aggregation with sum aggregation 
frequency (ω = v + v' ) is simulated using the NQMOM 
as a closure rule. This case is known to be difficult to 
simulate even using the analytical solution itself. This is 
due to  the sharp increase of the moments as function of 
dimensionless time. The analytical solution (Seinfeld, 
1978) involves Bessel function, which becomes 
unbounded for long simulation time. Despite this fact, 
the NQMOM simulates successfully this case without 
any notable problem concerning the ODE solver. The 

direct computation of d30 using Eq.(9) is straight 
forward and does not need checking for small values of 
µ0. 
 
 

 
Figure 1: Evolution of zero, normalized first, second order 
moments and the mean particles diameter (d30) for constant 
particle aggregation frequency in a one homogeneous spatial 
cell using a two-node quadrature as function of normalized 
time. Sold lines and dots are analytical and numerical 
solutions respectively. 
 
 

 
 
Figure 2: Evolution of zero, normalized first, second order 
moments and the mean particles diameter (d30) for sum 
particle aggregation frequency in a one homogeneous spatial 
cell using a two-node quadrature as function of normalized 
time. Sold lines and dots are analytical and numerical 
solutions respectively. 
 
 
Fig.(3) shows the simulated results for the case of 
particle breakage in a homogenous spatial cell. The 
evolution of the normalized moments and the mean 
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particle diameter is predicted accurately with small error 
in the second normalized moment. Since the second-
order quadrature is exact for polynomial integrands up 
to degree two (one weight and two nodes are used), this 
error may be attributed to the accumulation of round off 
errors due to the very small values of the second 
normalized moments. Nevertheless, the accuracy of the 
mean particle diameter is not affected as can be seen 
from the last panel of Fig.(3). 
Therefore , coupling of the NQMOM and FPM will not 
be affected since it depends only on the mean droplet 
diameter d30. It is worthmentioning that  when using 
only one point quadrature, the QMOM yields exact 
solution for many popular breakage and aggregation 
frequencies as shown by Attarakih et al. (2009a).   
 
 

 
Figure 3: Evolution of zero, normalized first, second order 
moments and the mean particles diameter (d30) for  particle 
breakage (Γ = v and β = 2/v') in a one homogeneous spatial 
cell using a two-node quadrature as function of normalized 
time. Sold lines and dots are analytical and numerical 
solutions respectively. 
 

Coupling of the NQMOM to FPM CFD solver 
As mentioned previously , coupling of the PBE based 
on the QMOM or the DQMOM needs careful 
computation of the mean particle size in order to 
compute the average velocity of the particulate phase. 
In spite of the reliability of the two-unequal weight 
quadrature described above, it collapses when the 
population function tends to a monosize distribution and 
it sufferss from serious round-off errors when the 
distribution becomes very narrow. This problem is 
inherited from the PDA itself due to the use of many 
quantities suffering from loss of significance. 
Therefore,, the simplicity and accuracy (subjected to 
less round-off error) are behind the formulation of the 
NQMOM using an equal-weight quadrature. The 

numerical algorithms for solving the transport equations 
(continuity, momentum & population balance 
equations) are  similar to that described in our previous 
work (Tiwari et al., 2008) and  implemented within the 
FPM software environment. FPM is an in-house 
software belonging to Fraunhofer Institute for Industrial 
Mathematics, where access to the source code is 
permitted.     
In this section, the coupling of the NQMOM to the FPM 
software is tested using a two-dimensional 
representation of a liquid spray chamber. A simplified 
geometry of the chamber, shown in Fig.(4), has a  
length to diameter ratio L/D = 2. The cross-sectional 
area is 0.5 m2. Water is the continuous phase flowing 
from top to bottom with a velocity of 0.1 m/s. The 
particulate phase (dispersed phase) is toluene and  
introduced  from  the bottom of the chamber at a flow 
rate of 200 litre/h using a distributer immersed in the 
continuous phase. The inlet velocity of droplets is 
estimated from the peak terminal velocity equation for 
droplets formed at the tip of the nozzles immersed in the 
continuous phase (Lo et al. , 1983): 
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                                       (16) 

 
where c is an empirical constant of magnitude 1.59 and 
σ  is the interfacial tension. The mean size of these 
liquid droplets is taken as 5 mm (same as the distributer 
holes).    
 

 

Figure 4: Schematic diagram of spray chamber geometry. 

 
 
The physical properties used in the simulation are those 
of the toluene -water system at 25 °C.  To determine the 
boundary conditions of the system and by referring to 
Fig.(4), the following scheme is applied. On the left side 
of the spray chamber, the inflow boundary of the 
particulate phase is defined and the rest is no-slip 
boundary for the this phase. The  outflow boundary is 
considered for the continuous phase. On the right side 
inlet,  the  inflow boundary for the continuous phase is 
defined and the rest  is the no-slip boundary for the this 
phase. Two-point clouds are dedicated for the 
continuous and dispersed phase respectively with total 
number of particles around 13300. This number is not 
fixed  and used only  to satisfy the following  required 
criteria :" no cluster and no holes are allowed in FPM". 
In this work, only one-point quadrature (equivalent to 
one population balance numerical particle) is used to 
estimate the unclosed integrals appearing in the source 
terms of the normalized moment equations and the 
mean drag force appearing in the momentum balances 
for both phases. This is equivalent to the two-equation 
model developed in our previous work and used 
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successfully to simulate a full pilot plant extraction 
column (Drum et al., 2010).  
Fig.(5) shows the evolution of the mean particle 
diameter   (d30)  as  represented  by  a  cloud  of  moving 

 
vc = 0.1 m/s, t = 2 s 

 
vc = 0.0, t = 2 s 

 
vc = 0.1 m/s, t = 8 s 

 
vc = 0.0, t = 8 s 
 
Figure 5: Evolution of the mean droplet diameter along the 
spray chamber as function of time. The points are the FPM 
cloud points of the dispersed phase where flow is from left to 
right. The Inlet and initial droplet diameters are 5 and 3 mm 
respectively where breakage and coalescence are neglected.  
 
 
particles along the chamber height after 2s of the 
dispersed phase injection. It is clear that the dispersed 
phase particle (here the population of particles is 
represented by only one population balance numerical 
particle, and this particle is represented numerically by 
cloud of FPM particles) is transported with its inlet  
unchanged diameter due to the switch off of breakage 
and aggregation frequencies in the normalized 
population balance equations (source term is zero). 
The two upper panels of Fig.(5) compare the effect of 
the continuous phase velocity on the flow of dispersed 

phase particles. As can be seen in from this figure, 
dispersed phase particles rising freely in a stagnant 
continuous phase moves relatively faster (less dense  
 

 
vc = 0.1 m/s, t = 2 s 

 
vc = 0.0, t = 2 s 

 
vc = 0.1 m/s, t = 8 s 

 
vc = 0.0, t = 8 s 
 
Figure 6: Evolution of the dispersed phase volume fraction 
along the spray chamber as function of time. The points are 
the FPM cloud points of the dispersed phase where flow is 
from left to right. The initial particulate phase fraction is 0.001 
with negligible breakage and coalescence rates.  
 
 
cloud of particles) due to less flow resistance induced 
by the continuous phase. This is clear by comparing the 
volume fraction of these particles appearing in the two 
upper panels of Fig.(6). Again the head of the moving 
cloud is distorted by the resistance of the continuous 
phase, which is large in the case of counter current flow.     
The lower two panels of Fig.(5) shows the fully 
developed mean droplet diameter of the dispersed phase 
after 8 s for the case of 0.1 and 0.0 continuous phase 
velocity. 
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Again, the dense cloud of particles corresponding to the 
particulate phase are found in the case of counter 
current flow of the continuous phase. This is physically 
expected since the residence time of the flowing 
dispersed phase particles increases by increasing the 
flow of the continuous phase. This argument is 
supported by referring to the corresponding dispersed 
phase volume fraction shown in the two lower panels of 
Fig.(6). For this case, the phase fraction is compressed 
and distorted due to the flow of the continuous phase.  
The CPU time required to perform a 10 second 
simulation for the above case is around 30 minutes 
using lap top Intel (R) Core (TM) i5 CPU 2.4 GHz with 
6 GB installed memory.  

SUMMARY AND CONCLUSIONS 
In this work, a robust population balance solver is 
developed based on the concept of the Normalized 
QMOM, where round-off errors and loss of significant 
(major source of instability in the QMOM & DQMOM) 
are minimized. This is accomplished by introducing the 
idea of normalized moment equations, which 
transformed the population balance equation into a 
finite set of conservation equations with integral source 
terms.  The NQMOM is used to approximate these 
unclosed integrals appearing in the convective and 
source terms of the population balance equation and the 
momentum balances for both the continuous and 
dispersed phases. The advantages of the NQMOM are 
shown  in its stability through avoiding division by 
small numbers even zero and  adaptive nature where it 
can be  reduced automatically from second order 
accuracy for wide distributions to first order accuracy 
when the distribution becomes narrow and approaches 
the monosize distribution. This property can't be 
achieved without resource to the uniform weight Gauss 
like quadrture, which realized the normalization concept 
behind the NQMOM.  
The NQMOM is tested intensively against known 
analytical solutions of the homogeneous PBE including 
particle breakage, aggregation and many other cases, 
which will be presented separately.  For coupling 
purposes to CFD solvers, the NQMOM is integrated 
into the FPM software (in house property of Fraunhofer 
Institute for Industrial Mathematics). The simulated 
case in this work (liquid spray chamber) shows the 
robustness and  stability of the NQMOM in dealing with 
real flow problems. Many other cases including 
breakage, aggregation and simultaneous breakage and 
aggregation are already simulated and will be presented 
separately.    
To sum up, the coupled NQMOM-FPM solver is a rapid 
and effective modelling and simulation tool for 
particulate systems, where ignoring the discrete nature 
of such systems is no longer acceptable from practical 
and engineering point of view.  
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ABSTRACT
In the oil industry, both settling tanks and swirling flow sepa-
rators are used to achieve separation of phases. In the present
research, the motion of oil droplets is investigated numerically
for the case of dilute suspensions in swirling flow fields as well
as in quiescent fluids. The motion of the droplets is investi-
gated using Lagrangian particle tracking. Resulting predictions
show that the choice of drag correlation and inclusion of the his-
tory force are important for accurate prediction of the particle
motion. A drag dependent kernel is used for the history force,
and simulations for impulsively started motion using the Lattice
Boltzmann Method show that not only the diffusive time scale
is important, but also the wave propagation time scale.

Keywords: Dispersed droplet dynamics, separation, La-
grangian particle tracking, history force, drag coefficient .

NOMENCLATURE

Greek Symbols

α Dimensionless rotation of particle, [−]
β Dimensionless rotation of the flow field, [−]
Γ Dimensionless history time, [−]
ρ Mass density, [kgm−3]
σσσ Stress tensor, [Pa]
ν Kinematic viscosity, [m2 s−1]
τ Characteristic, and integration time, [s]
ψ Coefficient in drag factor relation, [−]
ωωω Rate of rotation, [s−1]
ω Gauß-Hermite quadrature weight, [−]
Ω Lamb-Oseen vortex strength, [m2 s−1]

Latin Symbols

c Molecular velocity, [ms−1].
C Peculiar velocity C ≡ c−u, [ms−1].
C Coefficient, [−].
D Diameter, [m].
f Drag factor, [−].
f Probability density function, [s3m−6].
f Volumetric force per unit mass, [ms−2].
F Force, [N].
g Gravitational acceleration ∼ 9.81, [ms−2].
g Gravitational force per unit mass, [ms−2].
I Scalar moment of inertia, [kgm2].
I Moment of inertia tensor, [kgm2].

k Boltzmann constant, [JK−1].
K Kernel of history force integral, [−].
n Number density, [m−3].
n Unit normal, [−].
N Number, [−].
m Particle, or molecule mass, [kg].
p Pressure, [Pa].
P Probability function, [s3m−3].
Q Unit quadrature vector, [−].
r radius, [m].
Re Diameter based particle Reynolds number, [−].
S Surface, [m2].
T Torque, [Nm].
u Flow field velocity, [ms−1].
v Particle velocity, [ms−1].
w Relative velocity v−u, [ms−1].
V Volume, [m3].

Sub/superscripts

ˆ Dimensionless quantity
0 Reference state
(0) Equilibrium
AM Added mass
c Quantity of continuous phase
d Diffusive
D Drag
D Dimensions
H History
ı Lattice direction
L,M Magnus lift
L,S Saffman lift
L&M by (Lawrence and Mei, 1995)
p Quantity of particle
t Terminal

INTRODUCTION

In oil industry, water is used to maintain pressure in oil
wells during the process of extraction of oil. Therefore, a
mixture of oil and water is produced during the extraction
process. Separation of this oil-water mixture is required
to extract the desired oil as wall as to treat the produced
water. Separation of phases takes place in several stages.
The first stage is the bulk separation, in which the mix-
ture is separated in two phases with a residual of the other
phase remaining. Secondary separation is then required

1



D. van Eijkeren, H. Hoeijmakers

for the removal of the undesired pollution of oil and wa-
ter. One of the stages of secondary separation is the pro-
duced water treatment. Tiny oil droplets that remain in
the water after bulk separation will need to be removed in
order to obtain sufficiently clean water.

Separation of oil and water can be achieved making
use of the density difference between oil and water. The
conventional method used to achieve phase separation is
gravity settling. The mixture enters the settling tank, and
oil will gradually move upwards towards the surface of
the mixture and is then extracted. Settling time of the
mixture is smaller for mixtures with large oil droplets.
For produced water treatment the diameter of the droplets
can be in the order of microns, and settling times tend to
infinity for these droplets. Therefore advanced methods
of water treatment have been developed, such as swirling
flow separators and flotation tanks.

A first indicator for the settling time of a droplet is the
terminal velocity for a particle in Stokes’ flow. The termi-
nal velocity is the velocity at which forces are in balance.
For a particle with a specific density ratio ρ̂ with respect
to the carrier fluid, and a diameter of D the terminal ve-
locity can be expressed as

vt,Stokes =
D2g(ρ̂ −1)

18νc

=
τd

18
g(ρ̂ −1) , (1)

with τd the diffusive time scale and ρ̂ the density ratio
defined as

τd ≡ D2

νc

, ρ̂ ≡ ρp

ρc

. (2)

Swirling flow separators make use of an increased effec-
tive force field due to the pressure gradient as a result
of the swirl. Flotation tanks, in which oil droplets ad-
here to gas bubbles utilize the decreased effective relative
density, caused by the lower density of the gas inside the
bubbles.

To control the efficiency of separators, it is not only
necessary to be able to accurately predict the flow field in
the settling device, but also to be able to accurately pre-
dict the droplet trajectories. A small change in settling
velocity of a particle could imply other design require-
ments for the separator device, such as length or shape.
Therefore, in the present study the equations of motion
for a particle have been investigated in order to enable the
prediction of particle behaviour adequately. These stud-
ies involve both particle behaviour in settling tank con-
ditions and particle behaviour in a generic swirling flow
field.

In the present research the forces on the oil droplets in
another liquid is approximated assuming spherical solid
particles. For these particles the drag force and the his-
tory force, which arise in Lagrangian particle tracking,
have been investigated. Particle trajectories have been es-
timated using different drag coefficient correlations, and
with and without taking the history force into account.
The parameters contained in the expression of the history
force are investigated both using experimental data in lit-
erature, e.g. (Mordant and Pinton, 2000), as well as using
Lattice Boltzmann simulations for the impulsively started
uniform flow about a sphere.

MODEL DESCRIPTION

The motion of the fluid and particle is considered both at
the scale of the particle as well as at the general fluid flow

scale. Forces exerted by the fluid on the particle lead to
the equation of motion for the particle, while at least on
the particle scale the particle has a considerable influence
on the fluid flow. On the larger scale, the fluid flow is
barely influenced by the presence and motion of the par-
ticle and the large scale flow field can be used as input
for the particle motion. First the equation of motion for
the particle will be derived. Subsequently the equations
governing the flow about the particle will be derived, and
discretized leading to the Lattice Boltzmann equations.

Particle equation of motion

The motion of a particle is governed by the forces act-
ing on the particle. Newton’s second law applied to the
motion of the particle states that

d

dt
(mv) = Fp, (3)

with v the particle velocity, and m the mass of the particle.
Volumetric forces and the surface stresses contribute

to the force on the particle, and Fp can therefore be ex-
pressed as

Fp =
∫∫

∂Vp

σσσ ·ndS+
∫∫∫

Vp

ρpfdV , (4)

The volumetric force per unit mass f is usually the
gravitational acceleration g and the surface stress σσσ re-
sults from the motion of the fluid about the particle, con-
sisting of the pressure and the viscous stress. The volu-
metric and surface part of the force, as well as the impor-
tant variables of the flow field, are shown in figure 1. It
can be observed that the motion of the particle also in-
volves the rate of rotation of the particle due to torque,
which is expressed, similar to equations (3) and (4), as

d

dt
(I ·ωωω p) = Tp, (5)

with I the moment of inertia tensor of the particle, eval-
uated at the centre of mass xp of the particle. The centre
of mass is defined as

xp ≡
1

m

∫∫∫

Vp

ρpxdV . (6)

Volumetric forces and the surface stresses contribute to
the the torque Tp, which becomes

Tp =
∫∫

∂Vp

(x−xp)× (σσσ ·n) dS

+
∫∫∫

Vp

ρp (x−xp)× fdV .

(7)

The contribution of the volume integral is equal to zero
in a constant volumetric force field, as the particle loca-
tion xp is taken to coincide with its centre of mass. For
a spherical particle with constant density the moment of
inertia tensor I can be replaced by the scalar moment of
inertia I.

To obtain the surface stress, a fully resolved simula-
tion of the flow about the particle is required. For most
practical applications this is not feasible. Therefore, the
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surface integral is approximated by a sum of forces that
represents separate effects of the flow field and the parti-
cle motion. These forces depend on the large-scale flow
field, using the variables and their derivatives of the flow
at the the centre of mass of the particle. The effects taken
into account in present research are the volumetric forces,
drag, stress gradient, added mass, Saffmann and Magnus
lift forces and the history force. Therefore the force on
the particle is approximated by

Fp ≈Fvolume+F∇∇∇σσσ +FAM+FL,S+FL,M+FD+FH . (8)

The volumetric force is the approximation of the volume
integral in equation (4), while the sum of the other forces
is the approximation of the surface integral in equation
(4). The flow variables, taken at the centre of mass of the
particle, can be corrected by the Faxen force correction.
Taking into account the Laplacian of required flow field
variables and derivatives provides is sufficient to capture
both first and second order effects for a spherical particle.

Volumetric, stress gradient and added mass force

The volumetric force contribution is

Fvolume = mf (9)

The stress gradient force F∇∇∇σσσ represents the surface in-
tegral of the stress of the large scale flow field acting at
the surface of the particle, i.e. the surface integral of σσσ ·n.
The surface integral of a variable times the normal can be
expressed as a volume integral of its integral. Therefore
the surface integral of the stress acting at the surface can
be expressed as the volume integral of the gradient of the
stress. Using the Navier-Stokes equations the stress gra-
dient is subsequently rewritten in terms of the material
derivative of the flow field velocity Du

Dt
and the volumet-

ric force f . This results in

F∇∇∇σσσ = m
∇∇∇ ·σσσ

ρp

=
m

ρ̂

{

Du

Dt
− f

}

, (10)

with the material derivative defined as

D

Dt
≡ ∂

∂ t
+u ·∇∇∇. (11)

The volumetric force (9) and the stress gradient (10)
are often combined, leading to what is often called the
buoyancy force and to the non-hydrostatic stress gradient
force

Fbuoyancy +F∇∇∇σσσnon-HS
=

m

ρ̂

{

(ρ̂ −1) f+
Du

Dt

}

(12)

F
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ω
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Figure 1: A particle in a flow field subjected to volumetric
forces and the stress of the flow field exerted at the surface
of the particle

When the particle is accelerating with respect to the
acceleration of the large scale flow, not only the particle
itself is accelerated, but also about an equal volume of the
continuous phase is accelerated in the direction opposite
to the direction of the particle acceleration. This causes
the particle to appear heavier than its actual mass, and is
called, the added, or virtual mass effect,

FAM =CAM

m

ρ̂

(

Du

Dt
− dv

dt

)

. (13)

The added mass coefficient for a spherical particle has
been proposed as CAM = 1

2 for the inviscid flow limit,
(Auton et al., 1988). This added mass coefficient has
been shown to be accurate for a fairly large range of
Reynolds numbers, (Loth and Dorgan, 2009).

Lift forces and torque

The Saffman and Magnus lift forces represent phenom-
ena related to rotation of particle and in flow field. The
Saffman lift captures the effect of a higher fluid veloc-
ity on one side of the particle relative to that at the other
side of the particle, i.e. the effect due to the existence of
a flow field velocity gradient. This causes the pressure
to be varying along the particle surface resulting in a lift
force. The direction of this force is perpendicular to the
direction of the rotation in the flow field as well as the
direction of the relative velocity.

The Magnus lift force represents the effect of the flow
field being deflected by the rotation of the particle. Ro-
tation of the particle causes a change in angle between
the flow ahead of the particle and the flow in the wake
of the particle. This is caused by a force of the particle
on the flow and vice versa. Some authors use the relative
rotation for the Magnus lift, e.g. (Crowe et al., 1998),
while others use the absolute rotation of the particle, e.g.
(Loth and Dorgan, 2009). For the cases studied here, both
methods have been investigated, and differences between
both approaches appear to be negligible. An approach
using the absolute rotation will be used for the results
presented.

The Saffman lift force per unit mass is, (Crowe et al.,
1998),

FL,S = m
9.66CL,S

πρ̂
√

τd |ωωωc|
ωωωc ×w, (14)

with the rotation of the large scale flow field expressed as
the vorticity of the flow field

ωωωc ≡ ∇∇∇×u, (15)

and the relative velocity

w = v−u. (16)

The Saffman lift coefficient CL,S used is, (Mei, 1992)

CL,S =



























0.3314

√

β

2

(

1− e−
Re
10

)

+e−
Re
10

Re ≤ 40,

0.0524

√

βRe

2
Re > 40,

(17)

where the Reynolds number Re is based on the particle
diameter

Re ≡ D |w|
νc

, (18)
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and

β ≡ τd |ωωωc|
Re

, (19)

relates the rotation of the flow field and the particle ve-
locity. For low Reynolds numbers the contribution of the
part with β becomes negligible as a Taylor series expan-
sion of the exponential part results in

√

β
(

1− e−
Re
10

)

= τd |ωωωc|
∞

∑
n=1

(−1)n−1√
Re

2n−1

10nn!
, (20)

and the expression reduces to the originally proposed
expression for the Saffman lift, (Saffman, 1965). For
high Reynolds numbers the lift coefficient in equation
(17) leads to a good approximation of numerical results,
(Dandy and Dwyer, 1990).

The Magnus lift force is

FL,M =
3

4

m

ρ̂
CL,Mωωω p ×w. (21)

The Magnus lift coefficient CL,M corrects the Magnus
lift force for inertial and spin effects. It was originally
derived by Rubinow and Keller, (Rubinow and Keller,
1961). A relation for the lift coefficient that gives val-
ues in the same order of magnitude as measurements is,
(Loth and Dorgan, 2009)

CL,M = 1−
{

5

8
+0.15 [1− tanh(0.28 [α −2])]

}

× tanh
(

0.18
√

Re
)

,

(22)

where α relates the rotation of the particle and the relative
velocity

α ≡ τd

∣

∣ωωω p

∣

∣

Re
. (23)

The torque Tp on a particle tends to force the rate of
rotation of the particle to the rotation of the flow. The re-
lation for the torque accounting for rotation in fluid flow
as well as rotation of the particle (Crowe et al., 1998)
is combined with the relation for torque in a quiescent
fluid, including a correction for rotational inertia effects
(Crowe et al., 1998). It is here assumed that the Reynolds
number correction will be approximately valid for the re-
lation with fluid flow. This leads to the expression for the
torque

Tp = 2.01ρcD3νc

(

1+0.1005
√

αRe
)

×
(

1

2
ωωωc −ωωω p

)

.

(24)

Drag force

The drag approximates the effect that the particle is forces
to move with the large-scale flow field velocity. Both vis-
cous drag due to boundary layer development and pres-
sure drag due to flow separation at the surface of the
sphere are included. The common expression for the drag
involves a drag coefficient CD and is expressed as

FD =−m
3CD (Re)

4Dρ̂
|w|w. (25)

A first approximation for the drag coefficient was de-
rived for Stokes’ flow,

CD,Stokes =
24

Re
. (26)

This drag coefficient is often used to scale the actual drag
coefficient, leading to the drag factor

f ≡ CD

CD,Stokes
. (27)

Therefore, the drag can also be expressed using the drag
factor

FD =−m18
f (Re)

ρ̂τd

w. (28)

In present research several relations for the drag factor
have been employed and their impact on the predicted
particle trajectories has been examined. The examined
drag factor expressions, shown in figure 2, are

• (Clift and Gauvin, 1970) - semi-analytic

f = 1+0.15Re0.687 +
0.0175Re

1+4.25 ·104Re−1.16
(29)
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Figure 2: The examined drag coefficient relations and ex-
perimental data, (Mordant and Pinton, 2000), as a func-
tion of the Reynolds number
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Figure 3: The scaled deviation of the examined drag co-
efficient relations and experimental data with respect to
the relation by (Clift and Gauvin, 1970)
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• (Almedeij, 2008) - empirical fit

ψ1 = 1+

[

7

8
Re0.33

]10

+

[

1

6
Re0.67

]10

+

[

1

60
Re

]10

,

(30a)

1

ψ2
=

[

0.037

6
Re−0.89

]−10

+

[

Re

28

]−10

, (30b)

ψ3 =

[

1.75 ·108

24
Re−0.625

]10

, (30c)

1

ψ4
=

[

25 ·10−19Re−1.63
]−10

+

[

Re

120

]−10

, (30d)

f 10 =
ψ3 (ψ1 +ψ2)

ψ1 +ψ2 +ψ3
+ψ4. (30e)

• (Flemmer and Banks, 1986) - empirical fit

log10 f = 0.261Re0.369 −0.105Re0.431

− 0.124

1+(log10 Re)2 .
(31)

A further drag factor, (Schiller and Naumann, 1933),
in a formulation bounded by 0.44 Re

24 in the Newton
regime is commonly used in commercial CFD software
such as ANSYS-CFX . This drag factor is not em-
ployed, as it does not deviate that much from (29) in
the low Reynolds regime, while it is a very crude ap-
proximation in the regime of the used experimental data.
Figure 3 shows the scaled deviation of the examined
drag coefficient correlations with respect to the relation
by (Clift and Gauvin, 1970). It can be observed that
the expression for Stokes’ drag starts to deviate very
rapidly from most other correlations for Reynolds num-
bers of order Re ∼ 10−2 − 10−1. However, the correla-
tion proposed by (Almedeij, 2008) only starts to devi-
ate at Reynolds numbers in the order of Re ∼ 1. It can
also be observed that none of the correlations manage to
capture the general behaviour of the experimental data.
Other relations, e.g. (Cheng, 2009) are still to be con-
sidered, combined with efforts to obtain drag coefficients
from numerical simulations.

History force

The history force takes into account the time depen-
dency of the flow about a sphere. All expressions for the
drag force only depend on the present Reynolds number.
This implies that boundary layer and wake react instanta-
neously to the relative velocity in time. The history force
takes into account the remainder for unsteady behaviour
of the flow about a sphere, i.e. the force accounts for the
lagging transient boundary layer development, as well as
that of the particle wake. To capture the transient effects,
an integral over time is required from the start of particle
movement to the present time. The integral has a kernel
K (t,τ) that relates the acceleration of the particle at time
τ to the resulting force at time t, and the force therefore
becomes

FH =−18m

τd ρ̂

t
∫

−∞

K (t,τ)
dw

dt

∣

∣

∣

∣

τ

dτ . (32)

The assumption of Stokes’ flow, leads to the Basset
kernel, e.g. (Clift and Gauvin, 1970),

KBasset (t,τ) =
1√
4π

√

τd

t − τ
(33)

The history force, expressed using this kernel is often
called the Basset force. The diffusive time scale τd is the
only flow property that influences the rate of decay of the
kernel in time. It has been observed that the long time be-
haviour of the kernel shows a faster decay than the Basset
kernel predicts, e.g. (Mei et al., 1991; Loth and Dorgan,
2009; Mordant and Pinton, 2000). Therefore, the kernel
leads to a significant overprediction of the history force.

To obtain a more accurate prediction of the history
force, the kernel should take inertia effects into ac-
count. Therefore a kernel was proposed, (Mei et al.,
1991; Mei and Adrian, 1992), that takes into account ef-
fects due to inertia. The kernel was subsequently refined
using the drag factor, (Lawrence and Mei, 1995), leading
to

KL&M (t,τ) =
3τ2

d ( f (t)+Re(t) f ′ (t)) f ′ (τ)
[

t
∫

τ
Re(τ ′) dτ ′

]2 , (34)

where

f ′ (t)≡ d f

dRe

∣

∣

∣

∣

Re(t)

(35)

This kernel was adapted to obtain the Basset kernel
in the inertialess limit, (van Eijkeren and Hoeijmakers,
2010)

K (t,τ) =
fH (t,τ)

[

[

f 2(t)Γ(t,τ)
Re(t)

]
1
4
+Γ(t,τ)

]2 , (36)

with the history drag factor

fH ≡ 3
(

f (t)+Re(t) f ′ (t)
)

f ′ (τ) , (37)

and the dimensionless history time

Γ(t,τ)≡
t

∫

τ

Re(τ ′)
τd f (τ ′)

dτ ′. (38)

Numerical simulation

Analytic calculation of the equation of motion of a parti-
cle is only possible for generic cases with simplified force
models. For numerical simulation the equations of mo-
tion need to be discretized. A four-stage Runge-Kutta
scheme is used to obtain a prediction of the particle tra-
jectory, velocity and rate of rotation.

Lattice Boltzmann Equation

A fluid exists of a collection of molecules, interacting
with each other. These molecules are subjected to forces
like gravity. Some of the molecules will also interact with
wall molecules. Each molecule has a specific velocity at
a specific position and time. However, for a large num-
ber of molecules it becomes increasingly difficult to pre-
dict these specific velocities. Therefore, for practical flow
problems equations for the average properties of these
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molecules have been developed. On a very large scale
with respect to the molecules, these average properties
are described by the Navier-Stokes equations.

The probability that a molecule with a specific velocity
c can be observed in a volume around point x at time t is
P (c;x, t) and if the volume is large enough

∫

P (c;xxx, t) dc ≡ 1. (39)

A specific number of molecules is present in a volume
around point x. Therefore, a number density n(x, t) exists
for any arbitrary volume located at x at time t. Scaling of
the probability function with the number density leads to
a probability density function f (c;x, t), defined as

f (c;x, t)≡ n(x, t)P (c;x, t) . (40)

Macroscopic variables are variables such as the num-
ber density n of molecules with mass m, the mass density
ρ , the velocity u and the temperature T . These variables
are the average properties of the molecules at x,t, and can
be calculated by taking the moments of the distribution
function in velocity space. The number density, mass
density, velocity and temperature are obtained as

n(x, t)≡
∫

f (c;x, t) dc, (41a)

ρ (x, t)≡
∫

m f (c;x, t) dc, (41b)

n(x, t)u(x, t)≡
∫

c f (c;x, t) dc, (41c)

n(x, t)
3kT (x, t)

m
≡

∫

|c−u(x, t)|2 f (c;x, t) dc, (41d)

where k is the Boltzmann constant, k = 1.3806504 ·
10−23

[

JK−1
]

.
An integral equation for the probability density func-

tion was first given by Boltzmann. A thorough derivation
of the Boltzmann equation in its various expressions and
its implications is provided in (Chapman and Cowling,
1991). The equation describes the change of the probabil-
ity density function in time, space and velocity space, due
to the movement of molecules with velocity c subjected
to a force field. A source term, taking into account the in-
termolecular interaction, couples the differential equation
for velocity c with the equations for the other velocities

∂ f

∂ t
+ c ·∇∇∇x f + f ·∇∇∇c f =

∂e f

∂ t
. (42)

The collision term, ∂e f
∂ t

, describes the interaction be-
tween molecules due to intermolecular forces. Calculat-
ing this collision term involves integration over the entire
velocity space, and for long range intermolecular interac-
tions over the entire volume. To simplify the equation, it
is assumed that collisions will force the distribution func-
tion to its local equilibrium distribution function f (0) in a
specific relaxation time τ , (Bhatnagar et al., 1954), lead-
ing to the BGK formulation

∂e f

∂ t
=− f − f (0)

τ
. (43)

The relaxation time τ on the micro scale is observed at
the macro scale in the viscous behaviour of a fluid. The
dependency of the viscosity on the relaxation time is

ν =
kT

m
τ . (44)

The local equilibrium distribution function, is taken as
the Maxwellian distribution

f (0) = n
( m

2πkT

)

ND
2

e−
m|C|2
2kT , (45)

with C the peculiar velocity C ≡ c−u, and ND the num-
ber of spatial dimensions. The equilibrium distribution
function is derived, such that moments of the function
lead to the macroscopic variables. Therefore, the mo-
ments of the distribution function can be replaced by
the moments of the equilibrium distribution function and
vice versa. This property of the two distribution fuctions
is used to evaluate the moments using a Gauß-Hermite
quadrature. The discretization of the velocity space using
quadrature weights ωı for a finite number of velocities cı

leads to

ρ ≈ ∑
ı

ωım

(

2kT

m

)

ND
2

fı, (46a)

ρu ≈ ∑
ı

ωıcım

(

2kT

m

)

ND
2

fı (46b)

ρ
3kT (x, t)

m
≈ ∑

ı

ωı |c−u|2 m

(

2kT

m

)

ND
2

fı. (46c)

Standard approach, e.g. (Chen and Doolen, 1998), for
the Lattice Boltzmann Method is to take cı for the case of
an isothermal stationary fluid. For the 3-D lattice model
with a 3 point quadrature (D3Q27), the lattice velocities
become

cı = ci, j,k =

√

3kT0

m
(Qi,Q j,Qk)

T
, (47)

where
Q = (−1,0,1)T

. (48)

Two more generally applied quadratures D3Q15 and
D3Q19, are obtained by a multi-scale expansion of a
Gauß-Hermite quadrature. For the case for which an
isothermal stationary fluid is used for the lattice veloci-
ties, the lattice function fı becomes

fı = f (cı)e
m|cı |2
2kT0 . (49)

The lattice equilibrium distribution function for the
isothermal case therefore becomes

f
(0)
ı = n

(

m

2πkT0

)

ND
2

e
m

kT0
{cı·u− 1

2 |u|
2}
, (50)

and the right hand side of equation (50) is usually ex-
panded in a Taylor series up to second order accuracy for
√

m
kT0

u ≈ 0, where it is assumed that |u| ≪
√

kT0
m

, i.e.

a low Mach number for a calorically perfect gas. If the
thermal case is considered, the lattice equilibrium func-
tion requires additional terms. If an isothermal stationary
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fluid is used for the lattice velocities, the lattice equilib-
rium becomes

f
(0)
ı = n

(

mT0

2πkT 2

)

ND
2

×e
m
kT

{

cı·u− 1
2 |u|

2+ 1
2 |cı|2

(

T
T0

−1
)}

.

(51)

Expansion of equation (51) in a Taylor series is not trivial,
and involves careful consideration.

It is assumed that the term involving the derivative of
the distribution function with respect to the molecular ve-
locity can be approximated by the derivative of the equi-
librium distribution function, i.e.

f ·∇∇∇ f ≈ f ·∇ f (0) =−mf ·C
kT

f (0). (52)

The BGK Boltzmann equation for each lattice velocity
cı becomes

∂ f (cı)

∂ t
+ cı ·∇∇∇x f (cı) =

− f (cı)− f (0)(cı)

τ
+

mf · (cı −u)

kT
f (0) (cı) .

(53)

Wall boundary conditions for stationary walls in the
Lattice Boltzmann equation are implemented using the so
called bounce-back principle. The probability to observe
a molecule with velocity c = cı at the wall is equal to
the probability to observe a molecule with the opposite
velocity c =−cı, i.e.

fwall (cı) = fwall (−cı) . (54)

In present research, the BGK Boltzmann equation
is discretized using a Crank-Nicolson scheme, see also
(Crank and Nicolson, 1996), while the spatial derivative
is discretized in the lattice velocity direction with a sec-
ond order accurate finite difference scheme. This dif-
fers from the standard approach, in which the space dis-
cretization is along the characteristics dxı

dt
= cı. Moreover,

the standard approach is to assume that the equilibrium
function does not change during the discrete time step
such that the implicit second-order scheme can be cal-
culated explicitly. This assumption limits the time step
size, and therefore the spatial resolution, required for a
stable solution. Also treatment of wall boundary condi-
tions for a discretization along characteristics is not triv-
ial for walls that are not located exactly halfway between
lattice points.

The BGK approach results in a prediction for an ideal
gas. In the present research liquid behaviour is achieved,
using a volumetric force field that includes the non-ideal
effects of the pressure in the equations. This force is de-
fined as

fnon-ideal ≡ ∇∇∇p−∇∇∇pideal, (55)

where the pressure is obtained from density and tempera-
ture using an equation of state, e.g. for water the equation
of state provided in (Jeffery and Austin, 1999) is used,
namely

p

ρkT
= m−mb∗ρ − aVW ρ

kT
+

mαρ

1−λb(T )ρ
, (56)

with b∗, aVW , α and b(T ) parameters that represent the
effect of attractive and repulsive forces such as Van der
Waals-forces and hydrogen bonds.

RESULTS AND DISCUSSION

Particle motion

Table 1: Variables for simulation settling sphere.
ρc [kgm−3] νc [m2 s−1] g [ms−2]

997 8.92 ·10−7 9.807

D [m] ρp [kgm−3]
1 ·10−3 7850

Figure 4: Prediction velocity for a settling sphere, drag
correlation used: (Clift and Gauvin, 1970) (solid red).
Experimental data (solid black) and numerical simula-
tions with (dash-dotted) and without (dashed) Basset
force by (Mordant and Pinton, 2000). Used parameters
as in table 1. Particle density modified in simulation to
match terminal velocity with experiment.

Figure 5: Prediction history force for a settling sphere
(solid red). Experimentally determined history force
(solid black oscillatory), and predicted Basset kernel
(dashed) by (Mordant and Pinton, 2000).Variables as in
figure 4

Settling sphere

Simulations have been performed to predict the veloc-
ity of an initially stationary settling sphere. Variables
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have been taken to match the variables in the experi-
ments, (Mordant and Pinton, 2000). Table 1 summarizes
the variables for the simulations. Figure 4 shows the re-
sulting prediction of the velocity of the sphere employing
the drag correlation of (Clift and Gauvin, 1970). It can
be observed that the Basset kernel significantly underpre-
dicts the acceleration of the sphere and terminal veloc-
ity will only be reached after a much longer timespan,
while not taking the history force into account results in
an overprediction of the acceleration. The kernel used in
the present research results in a good prediction for the
observed particle velocity. Moreover, the kernel results
in a history force that agrees well with experimentally
determined history force, as shown in figure 5. However,
results for other, especially very large, Reynolds numbers
do not agree as well. This can be caused by an inaccurate
expression for the drag coefficient as well as by an inac-
curate history kernel.

The drag relations introduced in the model description
have been used in simulations for the variables presented
in table 1. Predicted velocities are shown in figure 6. Dif-
ferences in terminal velocity up to 10% have been found,
which is in the same order of magnitude as relative dif-
ferences between the drag relations presented in figure 3.
Moreover, the predicted time required for the particle to
reach the terminal velocity is considerably longer using
the relation of (Flemmer and Banks, 1986), compared to
the result obtained using other relations. This implies that
the prediction of the final drag as well as the prediction
of the drag during the acceleration is important.

Table 2: Parameters used for swirling flow.
Ω [m2 s−1] τν [s] U [ms−1]

2 500 2

Swirling flow

To examine the influence of the choice of the drag corre-
lation and the inclusion of the history force for swirling
flow fields, simulations have been performed for an oil
droplet in a generic swirling flow field. The velocity field
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Figure 6: Prediction of velocity for a settling sphere,
using the introduced drag correlations. Simulation flow
variables are presented in table 1

used is that of a Lamb-Oseen vortex, namely

u =













− Ωy

2πr2

(

1− e
− r2

τν [s]νc

)

Ωx
2πr2

(

1− e
− r2

τν [s]νc

)

U













, (57)

with γ , τν and U flow parameters, provided in table 2.
The oil droplets in the swirling flow will gradually

move to the axis of rotation due to the pressure gradient
as a result of the swirl. Faxen force correction terms have
been used in the simulations, using the analytical expres-
sion for the second order derivatives of the enforced flow
field. Although the influence of the lift forces is barely
noticeable, they have been used as described above.

Figure 7 shows the resulting particle trajectories. Dif-
ferences between the results for the various drag corre-
lations are in the same order of magnitude as the differ-
ences due to including or excluding the history force. The
result shows, that in order for the particle to reach e.g.
a fifth of the original radius, the particle needs to travel
∼ 10− 20% further along the pipe. The result implies
that, for an accurate prediction of particle trajectories, it
is not only important to correct for history effects, but
more importantly to use a proper drag correlation. This is
even more important for a drag dependent history kernel.

3-D flow about a sphere

The described lattice Boltzmann scheme, is used to sim-
ulate the impulsively started motion about a sphere at
Re = 250 in water at T = 298 [K]. The fluid is consid-
ered to be an ideal gas in one case and is considered to be
a liquid in the other case. In this way insight is obtained
in the effect of the wave propagation speed during the un-
steady start-up as well as in the compressibility effects in
the final steady state.

The simulations have been performed on a coarse grid
with 24× 24× 46 elements to examine the effect of the
wave propagation speed during unsteady start-up. Fig-
ure 8 shows a snapshot of the iso-surfaces of the velocity
component in flow direction. A boundary layer is devel-
oping from its initial state presented in figure 9. It has
to be noted that, contrary to the standard approach, the
exact location of the surface of the sphere is used during
the calculation. Therefore, the sphere will be better de-
scribed with the current approach than using the standard
approach on the coarse grid.
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Figure 7: Prediction for distance of oil droplet to axis
of rotation versus distance travelled along axis for an oil
droplet, D= 1 ·10−4 [m], ρp = 800
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, in a swirling
flow field, using different drag correlations and including
or excluding the history force
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The forces on the sphere have been calculated using the
bounce-back condition at the surface of the sphere. The
resulting drag is presented in figure 10. The use of a cor-
rection for the the case of a liquid results in a very rapid
reaction, much more abrupt than for the case of the gas.
This implies that the wave travelling speed is an impor-
tant parameter for the expression of the history force. The
effect of the wave travelling speed on the history force
can explain the initial peak observed in the experimen-
tally determined history force, figure 5.

In the present study the isothermal case was consid-

Figure 8: Iso-surfaces of velocity component in flow di-
rection, (z), for the flow about a sphere, D = 7.0625 ·
10−3 [m], impulsively started to Re = 250 for isothermal
water described as an at T = 298 [K] during the start-up
process to steady state solution. An implicit D3Q27 lat-
tice Boltzmann scheme using 24× 24× 46 grid points,
with ∆x = 5 ·10−4 [m] and ∆t = 1.40735 ·10−9 [s] is used.

Figure 9: Initial iso-surfaces of velocity component in z-
direction for the flow about the sphere presented in figure
8, indicating the level of detail of the solution in figure 8

ered for the flow about a sphere. For a liquid, the tem-
perature can have a large influence on the density and
pressure. Therefore, thermal effects should be examined.
Implementation of thermal effects in a lattice Boltzmann
method is not trivial, and is out of the scope of the present
study.

CONCLUSIONS

The nature and approximation of the history force have
been examined on the scale of the particle as well as on
the large scale. A kernel has been implemented that in-
cludes inertia effects as well as the drag coefficient. This
implementation increases the importance of an accurate
prediction of the drag coefficient for high as well as low
Reynolds numbers. Moreover, taking the history force
into account significantly increases the time required for
an oil droplet to reach the axis of rotation in a swirling
flow field.

Several expressions for the drag coefficient, found in
the literature, have been considered, and results show that
differences up to 10% in CD are not uncommon, for high
as well as low Reynolds numbers. Results also show
that still alternative expressions for the drag coefficients
need to be considered that can fit the experimental data
by (Mordant and Pinton, 2000).

An implicit lattice Boltzmann method has been imple-
mented to examine the flow about a sphere on the scale
of the particle. Both results for an isothermal gas as well
as an isothermal liquid are presented. Initial results show
that the wave travelling speed can have a major influence
on the resulting transient boundary layer development.
Therefore, the wave travelling speed should be consid-
ered in the expression for the history force. Thermal ef-
fects can be of major impact on initial results and should
therefore be considered in further research.
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ABSTRACT
Plane turbulent bluff-body flows were numerically analyzed using
compressible formulation of the conventional URANS approach.
The low-Reynolds-numberk− ε turbulence model of Launder and
Sharma was applied for the closure problem. Numerical simulation
was carried out using the state-of-the-art OpenFOAM technology
for the three popular test problems in fluid dynamics: 1) plane lam-
inar (Re= 140) and turbulent (Re= 3900) compressible (M= 0.2)
flows over a circular cylinder; 2) turbulent bluff-body flow in the
channel (Re= 17500, M= 0.03) replicating the Fujii lab-test con-
ditions; 3) turbulent bluff-body flow in the channel (Re= 45000,
M = 0.05) replicating the Volvo test rig. It was found out that com-
pressible solutions provide more accurate (≈ 20%) predictions of
the recirculation zone length behind a bluff-body than incompress-
ible. Satisfactory agreement between numerical and measured data
for the main integral and local flow characteristics was achieved
which indicates on the adequacy and accuracy of the established
numerical method, implemented in the OpenFOAM toolbox, for
prediction of plane turbulent, separated and weakly compressible
bluff-body flows.

Keywords: Compressible URANS, low-Re-numberk− ε turbu-
lence model, bluff-body aerodynamics, turbulent separated flows.

NOMENCLATURE

Greek Symbols

∆P Static pressure drop,∆P= 2∆P/
(

ρu2
in f

)

.

ε Dissipation rate of turbulence kinetic energy, [m2/s3].
γ NVD GAMMA differencing scheme parameter.
κ von Kármán constant.
µ , µτ Dynamic molecular and turbulence viscosity,

[kg/m/s].
ω Specific rate of turbulence energy dissipation, [Hz].

Latin Symbols
−Cpb Mean base suction coefficient.
B Channel blockage ratio,B= D/H.
Cµ Constant,Cµ = 0.09.
Cd Drag coefficient.
Cl Lift coefficient.
Cp Mean (time-averaged) pressure coefficient,Cp =

2(P−Pin f )/
(

ρu2
in f

)

.

Cε1, Cε3 Constants in production and sink terms ofε equa-

tion.
D Bluff-body diameter or base, [m].
F First row size in the boundary layer, [m].
G Growth factor of the cells in the boundary layer.
H Channel height, [m].
J The number of rows in the BL.
K Normalized turbulence kinetic energy,K =

√

4/3k/uin f .
L Channel length, [m].
Lr Recirculation zone length, normalized byD.
N The number of cells (intervals).
P Static pressure, [Pa].
R Bluff-body half-diameter or base(R= D/2), [m].
T Temperature, [K].
U Velocity, normalized byuin f .
f von Kármán vortex shedding frequency, [Hz].
f2 Function in sink term ofε equation.
id Mesh identification number.
k Turbulence kinetic energy, [m2/s2].
t∗ Dimensionless time,t∗ = tuin f /D.
u Velocity, [m/s].
x,y Axial and vertical direction, normalized byD.
y∗ Dimensionless distance from the wall.
z Axial direction, normalized by recirculation zone

length.
CFL Courant number
M Mach number
Re Reynolds number, based on a bluff-body diameter or

base
Reτ Turbulent Reynolds number
St Strouhal number

Sub/superscripts
φ Mean (or time-averaged) value ofφ .
φ ′

Fluctuation component of a valueφ .
bb Bluff-body walls.
ch Channel walls.
inf Value in an incoming flow.
min Minimum value.

INTRODUCTION

The OpenFOAM toolbox was originally developed as hi-end
C++ classes library (Field Operation and Manipulation) for
a broad range of fluid dynamics applications and quickly be-
came very popular in industrial engineering as well as in aca-
demic research. The basic numerical approach for Navier-
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Stokes (NS hereafter) equations solution is based on the so-
called projection procedure (Chorin, 1968) in the frame of
the factorized finite-volume method. The wide list of the nu-
merical schemes and mathematical models, implemented in
OpenFOAM, provides robustness and accuracy of this tech-
nology for a wide spectrum of fluid dynamics problems.
Nevertheless, in spite of many attractive features, the Open-
FOAM toolbox has some disadvantages, as well. The most
crucial among them are: 1) the absolute lack of default set-
tings; 2) the huge amount of different numerical schemes and
models (or an advantage for the expert users); 3) the absence
of the quality certification and as a consequence – the ab-
sence of high-quality documentation and references. Thus,
the problem of validation and verification for OpenFOAM
capabilities becomes more principal and fundamental com-
pared to commercial CFD codes.
This paper presents some results dedicated to the validation
of the mathematical method for turbulent separated flows
modeling using the OpenFOAM technology within the con-
ventional compressible URANS approach. First, the numer-
ical method based on the state-of-the-art transient compress-
ible URANS solver with the definite numerical schemes,
boundary conditions and the two-equation turbulence model
was established. Second, the method was tested for a lami-
nar unsteady flow over a circular cylinder and then was ex-
tended for a turbulent flow (subcritical regime) over a circular
cylinder. At the third step, the chosen generalized setup was
applied for the numerical simulations of the fully-developed
turbulent flows in a channel with a triangular cylinder. De-
tailed comparison of the numerically predicted and exper-
imentally measured data shown reasonable agreement be-
tween them. Based on such optimistic results, the established
numerical method may be extended for the simulations of the
turbulent reacting flows.

OVERVIEW OF THE FLUID MECHANICS OF PLANE
(2D) BLUFF-BODY FLOWS

The structure of the bluff-body flow field consists of three
regions: the boundary layer along the bluff-body, the sep-
arated free shear layer, and the wake. One can find the
precise description of the detailed fluid dynamics for such
type of flows, for example inShanbhogueet al. (2009).
Here, we provide some limited description, closely follow-
ing Shanbhogueet al. (2009). A boundary layer (hereafter
BL) is formed on the bluff-body leading edge and finalized
with flow separation at the bluff-body base. It is worth not-
ing, that for the obstacles with circular shape there is no sharp
edge that selectsa priory the location of flow separation and
this location is only fixed by the flow regime or the upstream
conditions (Parnaudeauet al., 2008). Shear layers are started
in the points of flow separation at the base and organized re-
circulation bubble behind the bluff-body when top and bot-
tom layers are merged with each other and begin to inter-
act. This recirculation flow region starts to form the wake.
For Reynolds numbers with a length scale equal to the obsta-
cle base, Re< 200000, the boundary layer may be assumed
as laminar (analogue to a circular cylinder and referred to
as the ‘sub-critical regime’), and the dynamics of the down-
stream flow field is largely driven by the shear layer and wake
processes alone (Shanbhogueet al., 2009). Both asymmet-
ric vortex shedding (the Bénard/von Kármán instability) and
convective instabilities (Helmholtz instability) of the sepa-
rated shear layer may exist (Shanbhogueet al., 2009). The
main goal of this study is to provide methodical validation of
the numerical method for accurate predictions of the plane

turbulent bluff-body flows.

BRIEF DESCRIPTION OF NUMERICS

The OpenFOAM code (Welleret al., 1998) v.1.7.1 was used
for numerical simulations. The standard solver rhoPiso-
FOAM was utilized for unsteady compressible Reynolds-
averaged Navier-Stokes equations (URANS) modeling based
on the finite-volume (FVM) factorized method (Geurts,
2004) and the predictor-corrector PISO algorithm (Issa,
1986). Typically three and one (or two) iterations were set
for a PISO loop and for non-orthogonal corrections.
The modified low-Reynolds-numberk− ε turbulence model
of Launder and Sharma (hereafter LSKE) was chosen
(Launder and Sharma,1974) for NS equations closure. Such
approach does not require the specification of the ‘wall-
functions’ as used in high-Reynolds-number formulations to
describe the near-wall-region treatment. So-called ‘damp-
ing functions’ were introduced and incorporated ink −
ε model by Jones and Launder(1972). It was later re-
optimized byLaunder and Sharma(1974), and demonstrated
satisfactory results in many applications. The wide ac-
ceptance of such formulation gradually granted the status
of the benchmark for low-Reynolds-numberk− ε turbu-
lence model (Cotton and Kirwin,1995). In this work the
model was applied with the following differences in the sink
term of theε equation compare to the ‘baseline’ model of
Launder and Sharma(1974):

1. Low-Reynolds-number function f2 was slightly
changed:

f2 = 1−0.3exp
(

−min
(

Re2
τ ,50

))

.

2. The model constantCε3 was updated from the ‘baseline’
valueCε3 = 2 to

Cε3 =

(

−0.33− 2
3

Cε1

)

.

The generalized fully second-order setup (in space and time)
was used for all simulations. The NVD type differencing
scheme – GAMMA (Jasaket al., 1999) with γ = 0.1 was ap-
plied for all convective terms approximation. A second-order
implicit Euler method (BDF2 formula, (Geurts,2004)) was
used for time integration together with dynamic adjustable
time stepping technique to guarantee the local Courant num-
ber less then CFL< 0.5. Preconditioned (bi-) conjugate gra-
dient method (Hestens and Steifel,1952)) with incomplete-
Cholesky preconditioner (ICCG) by (Jacobs, 1980) was used
for solving linear systems with the local accuracy of 10−7

for all depended variables at each time step. The under-
relaxation factors (0.3 for pressure and 0.7 for all other terms)
were set to prove stability of calculations. The following
boundary conditions were applied. Inlet: fixed values for
velocity, temperature, turbulence kinetic energy and dissipa-
tion rate; pressure – zero gradient. Outlet: non-reflecting
(Poinsot and Lele,1992) boundary conditions (NRBC) for
pressure and zero gradients for velocity, temperature and tur-
bulent properties. Bluff-body and channel walls were treated
as isothermal no-slip conditions. The upper and down buffer
domain boundaries were used as symmetry planes. The tur-
bulence intensity at the inlet was set equal to 4% that is com-
mon for the typical wind tunnels. The characteristic scale of
the turbulence was set equal to the bluff-body diameter (or
base). The molecular viscosity and the thermal conductivity
were taken to be constant. The Prandtl number was assumed
to be 0.75, and the ratio of specific heats is 1.4 (the ideal gas).
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RESULTS

Laminar unsteady flow over a circular cylinder
(Re = 140, M= 0.2)

At the first step, methodical investigation of an unsteady
laminar flow around a circular cylinder at a Reynolds num-
ber, Re= 140 and Mach number, M= 0.2 was carried out
with the goal of validation, verification and understanding
of the numerical methods and their capabilities implemented
in OpenFOAM. The unsteady laminar flow was simulated
in two different formulations: incompressible and compress-
ible.

Figure 1: Descriptions of computational grids: curvilinear
O-type orthogonal (a,b) and unstructured triangular (c,d).

Two types of the grids were used: unstructured, based on
triangular elements and structured curvilinear (polar) O-type.

Table 1: The parameters of the designed computational grids.

id Mesh type Size Domain
1 Unstructured

triangular
0.327×106 L×H = 6.5 m×2 m

2 O-type quad 325×325 40×R
3 O-type quad 600×600 100×R

O-type grid (Fig.1,a-b): the configuration of the region sur-
rounding the cylinder from the center had the form of a cir-
cle. A cylinder of diameter,D= 0.1 m is located in the center
of the computational domain. The integration domain had a
radial extension of 40×R (or 20×D), which was chosen
based on preliminary investigations (Isaevet al., 2005) and
it’s assumed sufficient for incompressible flow simulation.
The grid points were clustered in the vicinity of the cylin-
der. The obstacle as well as the outer boundary profiles were
divided into 325 equal intervals. Radial states were divided
into 325 intervals with an expansion factor of 1.020. How-
ever, for compressible simulations such grid with an radial
extension of 40×R is not sufficient (Müller, 2008) and far-
field boundary typically is chosen toR= 80− 100 calibers
(or sometimes, additional buffer domain is used with the do-
main extension up toR= 500− 750). So for compressible
laminar flow simulation updated O-type grid with radial ex-
tension 100×R(or 50×D) was used with size of[600×600].
The expansion factor for radial states was the same as in the
first grid.
Unstructured triangular grid (Fig.1,c-d): the computational
region represented the rectangle of a sizeL×H = 6.5 m×
2 m. For consistency with previous results, the computa-
tional domain replicated solutions discussed byIsaevet al.

(2005), where generally satisfactory results were obtained
for this problem. A cylinder of diameter,D = 0.1 m was
located at a distance of 17.5 calibers (or cylinder diameters,
D) from the inlet and symmetrically relative to the upper and
bottom boundaries. The obstacle was surrounded by a struc-
tured ring grid (so called viscous BL) with a minimum near-
wall step size ofF = 5×10−6 m. The cylinder profile was
divided into N = 100 equal intervals. The cell size at the
outer boundaries was fixed and equal to 0.015 m, leading to
smooth grid refinement in the vicinity of the cylinder (Fig.
1,c).

Figure 2: Time evolution of the lift (a)and drag (b) coeffi-
cients and comparison of time averaged pressure coefficient
distribution over the cylinder’s base (c): 1-3 – current numer-
ical results (1 – compressible flow, O-type mesh, 2,3 – in-
compressible flow, O-type and unstructured meshes, respec-
tively); 4 – Inoue and Hatakeyama(2002); 5,6 –Groveet al.
(1964).

Some results are shown in Fig.2. In general, a satisfac-
tory agreement between numerical and experimental results
(drag, lift coefficients and its fluctuations, mean base pres-
sure coefficient, pressure coefficient distribution over cylin-
der and wake frequency) was obtained using different grids
(structured and unstructured), solvers (incompressible, com-
pressible) and codes (OpenFOAM, FLUENT).
The time history of the liftCl and dragCd coefficients are
presented at Fig.2,a-b. Results obtained both for structured
and unstructured grids with incompressible/compressible
formulations are in quite good agreement between each
other. The discrepancies for theCd distributions (Fig.2,b)
may be associated with distinct mesh topologies resulted in
the slightly different pressure field prediction (Fig.2,c). Sig-
nals obtained at the O-type grids are quite close to each other
in opposite to one related with the unstructured triangular
mesh. Isaevet al. (2005) discussed the same numerical re-
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sults using FLUENT and the in-house VP2/3 code.
The mean drag coefficient was determined in the rangeCd =
1.34− 1.36. These values agree with the data obtained by
Müller, (2008). The amplitudes of the lift and drag coeffi-
cients areC

′
l = 0.48−0.53 andC

′
d = 0.023−0.026. These

nondimensional force amplitudes are in good agreement with
Inoue and Hatakeyama(2002), who reportedC

′
l = 0.52 and

C
′
d = 0.026, respectively, for inlet freestream Mach number

M = 0.2. Müller, (2008) using a high-order finite difference
method (HOFDM), gotC

′
l = 0.5203 andC

′
d = 0.02614, re-

spectively.
The Strouhal number, i.e. the nondimensional frequency of
the vortex shedding, was computed to St= 0.18− 0.184.
Inoue and Hatakeyama(2002) found the value of St= 0.183
in their DNS, who used a compact HOFDM to solve the
2D compressible NS equations. Müller, (2008) predicted the
value of St≈ 0.1831 in the similar conditions.Williamson
(1996) discussed in detail the Strouhal-Reynolds number re-
lationship for the laminar shedding regime (47< Re< 200).
Over a period of 100 years (Williamson, 1996), beginning
with the vortex frequency measurements of Strouhal (1878),
there has existed of the order of 20% disparity among the
many measurements of Strouhal number vs. Reynolds num-
ber, for this regime. The more recent results show the single
St–Re function and have an agreement to the 1% level of St–
Re relationship for laminar parallel shedding using different
techniques, such as a wind tunnel facility and a water facil-
ity known as a towing tank. The generalized St–Re curve
proposed byWilliamson(1996) has the following equation:

St =
A
Re

+B+C·Re

A=−3.3265,B= 0.1816,C= 1.6×10−4,

which leads to an experimental Strouhal number, St= 0.18.
Williamson (1996) provides the plot of the base suction
coefficient (−Cpb) over wide range of Reynolds numbers
also. For Re=140, the experimental value of−Cpb = 0.84
can be determined and correlates well with the numerically
predicted values of−Cpb = 0.842− 1.060. The distribu-
tion of the time-averaged pressure coefficient over a circu-
lar cylinder is presented in Fig2,c. The numerical results
obtained for compressible flow matched well with the DNS
(Inoue and Hatakeyama, 2002). Data from incompressible
flow calculations obtained at different grids are very close
to each other on the one hand, and on the other hand –
close to experimental results byGroveet al. (1964). The
gap between the distributions of mean pressure coefficient
can be explained by the difference in the implementation of
NS equations solution algorithms in compressible and in-
compressible flow formulations. The DNS as well as the
current compressible simulation were carried out for the
Mach number M= 0.2. Experimentally measured values by
Groveet al. (1964) are close to the results obtained with in-
compressible flow assumption. Thus, we can suppose that
the last one was obtained in ambient conditions with weak
compressibility (M< 0.1).
It should be noticed, that there is some underprediction of
integral parameters and fluctuations values in the force co-
efficients, predicted by FLUENT (see Table2) and reported
by Isaevet al. (2005). The main reason for such lower val-
ues may be treated as a result of excessive numerical scheme
dissipation when the dynamic mesh adaptation algorithm is
applied.
Finally, Fig. 3 represents an instantaneous field of the radi-

ated density gradient that depicts clearly the unsteady nature
of the compressible laminar flow over a circular cylinder and
the qualitative assessment of applied NRBC.

Figure 3: The contours of instantaneous radiated density gra-
dient field (256 values from [0.0 0.025]).

Turbulent flow over a circular cylinder (Re = 3900,
M = 0.2)

The turbulent flow over a circular cylinder at Re= 3900
is probably the more documented one in the literature and
can be viewed as a generic benchmark for the subcritical
regime (Parnaudeauet al., 2008). Nevertheless, there are
relatively few hot-wire anemometry (HWA) measurements
available in the near wake of the circular cylinder due to
some experimental difficulties (the presence of the recircu-
lation zone and high instantaneous flow angles). The pioneer
work was done byOng and Wallace(1996), who managed to
accurately measure velocity and vorticity vectors in the near
wake outside the recirculation bubble (3< x/D < 10). To
avoid the restrictions associated with the presence of back
flow, the techniques of particle image (PIV) or laser Doppler
(LDV) velocimetry are more appropriate (Parnaudeauet al.,
2008). Lourence and Shih (1993) performed very early in
the PIV history, time resolved measurements at Re= 3900 in
the recirculation region. Statistical quantities were assessed
even this PIV experiment was not designed for this purpose.
Recently, the flow over a circular cylinder was studied by
Parnaudeauet al. (2008) in the near wake (0< x/D < 10)
at Re= 3900 both numerically (LES) and experimentally
with PIV and HWA. 2D2C PIV experiments (two in-plane
velocity components in a plane field) were carried out with
a NewWave lase Solo 3 based on Nd:YAG with an energy
pulse of 50 J and two PCO cameras SensiCam. HWA was
carried out with aX-wire probe. The sampling frequency
was 6000 Hz and the analog low-pass filter cutoff frequency
was 3000 Hz.
Several runs were conducted using both incompressible and
compressible flow assumption for the grids withid = 2 and
id = 2,3 (Table1, respectively). The free stream turbulence
intensity was set to 0.12% in all runs.
The distribution of the mean pressure coefficient on the
surface of the cylinder is plotted in Fig.4,a. The com-
puted drag coefficientCd = 1.069− 1.094 and the back-
pressure coefficient−Cp,b = 1.15− 1.16 are not much too
high (≈ 10%) compared with experimental measurements
of Norberg(1994), who measuredCd = 0.98 and−Cp,b =
0.9 respectively. In general, the numerical and measured
data are in a satisfactory agreement, however, one can ob-
served small deviations between incompressible and com-
pressible conditions, which can be explain by their differ-
ent numerical algorithm implementation. The computed val-
ues of the Strouhal number of the vortex shedding frequency
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Figure 4: Mean pressure coefficient distribution over the
cylinder’s base (a); Normalized meanx-velocity in the wake
centerline (band its variance (c). Experiment: 1 – (Norberg,
2001), 5 – (Lourenco and Shih, 1993), 6 – (Ong and Wallace,
1996), 7,8 – PIV and HWA byParnaudeauet al. (2008).
Present calculations: incompressible (2) and compressible
(3-4) runs with gridids= 2,2,3 from Table1.

St = 0.215−0.216 are found to be within the experimental
range of St= 0.203−0.215 (see Table2).

Fig. 4,b presents mean axial velocity in the wake centerline
and its variance (Fig.4,c). The mean streamwise velocity is
zero at the base of the cylinder (no-slip condition). It reaches
a negative minimum (Ux,min) in the recirculation zone and
converges asymptotically and monotonously toward the ex-
ternal velocity. Current URANS results predictedUx,min =
−0.21− 0.22, which are in reasonable agreement with the
results reported byParnaudeauet al. (2008):Ux,min =−0.26
and Ux,min = −0.34 for their LES and PIV, respectively.
However, there are some deviations in the data related to the
recirculation zone length (Lr ), defined (hereafter) as the dis-
tance in streamwise direction between the bluff-body down-
stream edge and the location, where the mean axial veloc-
ity in the central-line turns from negative to positive values.
Present numerical simulations predictedLr = 0.68 for the in-
compressible setup andLr = 1.05− 1.1 for the compress-
ible. The last values are close to the experiment (Lr = 1.19)
of Lourence and Shih, (1993) and DNS (Lr = 1.12), per-
formed byMa et al. (2000). LES and PIV results, obtained
by Parnaudeauet al. (2008) as well as DNS and PIV results
by Donget al. (2006) demonstrated more extended length
of the recirculation bubbleLr = 1.36− 1.56. It is known
that the recirculation zone lengthLr is slightly dependent on

the aspect ratio and (or) blocking effects.Ux,min value may
be more sensitive to these effects (Parnaudeauet al., 2008).
Kravchenko and Moin(2000) suggested that the smaller re-
circulation length is a consequence of an earlier transition in
the shear layer due to inflow disturbances. A lack of statisti-
cal convergence could also be suggested (Parnaudeauet al.,
2008), since the PIV experiments have been conceived and
optimized more for a dynamic study of the flow that for a sta-
tistical analysis. The variance of of the axial velocity is also
zero at the base of the cylinder and reaches two peaks (ac-
cording to PIV measurements) before its slow monotonous
decay toward zero. However, there are no second peak, but
only light step in the present compressible URANS results
(Fig. 4,c).

Plane turbulent bluff-body flow – Fujii test case (Re
= 17500, M = 0.03)

Experiments (Fujii et al., 1978; Fujii and Eguchi, 1981)
were carried out in an open circuit, forced flow type of wind
tunnel at ambient conditions (Pin f ≈ 100 kPa,Tin f = 280 K).
A sketch is presented in Fig.5,(a). An equilateral (D=
0.025 m) triangular rod was placed inside the channel pas-
sage of 0.05 m-square cross section. The channel blockage
ratio in this test was,B = 0.5. The velocity in a front of
the bluff-body was limited touin f = 10 m/s. The turbu-
lence intensity level at the inlet of the test section was about
2− 4%. Thus, the corresponding Reynolds number based
on the bluff-body base was about Re≈ 17500 and the Mach
number, M≈ 0.03.

Figure 5: A general view of the experimental test rig (a)
taken fromFujii et al. (1978), computational domain (b)and
the fragments of the designed grids (c-d) at the vicinity of the
bluff-body.

The two dimensional computational domain (Fig.5,(b))
was chosen in such a way to replicate lab test conditions.
The channel length and height were set toL = 0.305 m and
H = 0.05 m, respectively. The bluff-body was located at
x = 0.117 m from the channel inlet. Two additional buffer
domains with length 0.05 m and height 0.1 m were attached
to the channel. The inlet buffer domain was used to avoid
setting of the turbulent velocity and temperature profiles at
the channel inlet since it was not measured in lab tests and to
avoid investigating the influence of the boundary layer width
on the flow parameters.
Two finite-element baseline grids with different cell types
were used in the simulations:

• Unstructured triangular mesh (Fig.5,(c)). Viscous BLs
were attached to the obstacle with the following pa-
rameters:F = 5×10−5 m, G = 1.25 andJ = 7 in or-
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Table 2: Integral characteristics for 2D unsteady laminar and turbulent flows over a circular cylinder.

Contributors Method Re M Cd C
′
d C

′
l St −Cpb Lr

(Williamson,1996) EXP 140 0.180 0.84
(Müller, 2008) HOFDM 150 0.2 1.340 0.026 0.520 0.183

(Inoue and Hatakeyama, 2002) DNS 150 0.2 0.026 0.520 0.183
(Isaevet al., 2005) URANS 140 – 1.270 0.011 0.400 0.172
Current results

id = 1 URANS 140 – 1.360 0.026 0.533 0.184 0.842
id = 2 URANS 140 – 1.342 0.024 0.518 0.184 0.860
id = 3 URANS 140 0.2 1.340 0.023 0.480 0.180 1.060

(Lourenco and Shih, 1993) PIV 3900 0.99 0.215 1.19
data taken from

(Beaudan and Moin,1994)
(Norberg,1994) EXP 3900 0.98 0.9

(Ong and Wallace, 1996) HWA 3900 0.21
(Ma et al., 2000) DNS 3900 0.96 0.203 0.96 1.12

(Donget al., 2006) PIV/DNS 3900 0.203 1.36 -1.47
(Parnaudeauet al., 2008) HWA/PIV 3900 0.208 1.51

Current results
id = 2 URANS-LSKE 3900 – 1.197 0.044 0.82 0.22 0.92 0.68
id = 2 URANS-LSKE 3900 0.2 1.094 0.041 0.488 0.215 1.16 1.05
id = 3 URANS-LSKE 3900 0.2 1.069 0.028 0.464 0.216 1.15 1.1

Table 3: The description of the designed computational gridsfor the Fujii lab test simulations.

id Mesh type Mesh size Domain Bluff-Body BL channel (F,G,J) BL obstacle (F,G,J) y∗ch y∗bb
N cells size (m) N intervals

1 triangular 84K 0.0010 3×80 5×10−5,1.3,7 5×10−5,1.25,7 0.5 0.6
2 quad 56K 0.0015 3×60 1×10−4,1.3,7 5×10−5,1.25,7 1.6 0.6
3 quad 110K 0.0010 3×80 1×10−4,1.3,7 5×10−5,1.25,7 1.6 0.6
4 quad 277K 0.0005 3×160 1×10−4,1.3,7 5×10−5,1.25,6 1.6 0.5

der to describe very accurately the development and
detachment of the BL. The same (exceptG) viscous
BL was applied for the channel walls. Each edge of
the bluff-body was divided intoN = 80 equal inter-
vals. The computational domain was meshed with the
size of 0.001 m, which guarantees smooth grid distri-
bution from the inlet and outlet to the triangular rod.
All these features provided good near-to-wall mesh res-
olution and allowed to apply the low-Reynolds-number
k− ε turbulence model;

• Baseline unstructured quadrilateral mesh (Fig.5,(d))
was designed in the same manner;

• To check solution mesh independence, two additional
grids were built, both with the quad cells. The type of
the attached viscous BLs was the same as in the base-
line quad mesh and domain was meshing with sizes of
0.0015 m and 0.0005 m, respectively.Parnaudeauet al.
(2008) suggested that for the flows, where the BLs re-
mains laminar, the use of nonrefined near-wall spatial
resolution can be accepted, by assuming that the influ-
ence of the detailed structure of the BL on the wake
statistics (integral flow parameters) is rather weak.

The details of the designed grids for this test case are sum-
marized in Table3.
Time-averaged measured and numerically predicted stream-
lines of the flow around the triangular bluff-body are pre-
sented in Fig.6,(a). The results of the CFD analysis (lower
part of the frame Fig.6,(a)) provided a more extended length
of the reversed zone,Lr = 2.67 compared to the measured

one (upper part of the frame Fig.6,(a)), Lr = 2.2. Thus, the
difference between them was≈ 18%.
Time-averaged pressure coefficient distribution downstream
the bluff-body inside the recirculation bubble is shown in Fig.
6,(b). Present numerical results obtained at the baseline grids
(with id = 1 and id = 3 from Table3) demonstrated quite
similar behavior with experimental results. Minimum values
were also in a good agreement between numerical (Cp,min =
−2.7) and measured (Cp,min =−2.73) data. The normalized
turbulence kinetic energy distribution along the central axis
in the recirculation zone is provided in Fig.6,(c). Hereafter
the following assumption is used for measured and numerical
turbulence kinetic energy definition:

k=
3
4

(

u′2
x +u′2

y

)

. (1)

The normalisation is defined as:

K =

√

4/3k

uin f
. (2)

One can observe the non-significant shift between numeri-
cally predicted data that is the influence of the grid topology.
Overall, the good qualitative and quantitative agreement for
K distribution between lab test and numerical modelling data
was achieved.
The time history of the normalized instantaneousy-velocity
numerically predicted are presented in Fig.6,(d). The probe
location was in the same position as in the lab test (x= 1.2
andy = 0.6). As expected, periodic sinusoidal type signals
that were obtained clearly illustrate self-regular vortex shed-
ding behavior of the wake. All curves according to Table3)
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Figure 6: Time-averaged integral flow characteristics:a – the recirculation bubble (Fujii and Eguchi(1981) – the upper side and
present results – the down side); mean pressure coefficient distribution (b) and normalized turbulent kinetic energy (c) in the wake
centerline;d – time history of the instantaneous normalizedy-velocity, obtained numerically. Experiments: 1 – (Sullereyet al.,
1975); 2 – (Fujii and Eguchi, 1981). Present numerical runs: 3-6 with gridids= 1,3,2,4 according to Table3.

Table 4: Integral parameters for the Fujii lab test.

Contributors Method B Re M Cp,min Lr St
(Sullereyet al., 1975) EXP 0.25 11500 0.03 2.87 2.3 0.18

(Fujii et al., 1978; Fujii and Eguchi, 1981) LDV 0.5 17500 0.03 2.73 2.2 0.40
Current work URANS-LSKE 0.5 17500 0.03 2.7 2.67 0.45

URANS-LSKE 0.5 17500 – 2.65 2.87 0.45

are quite close to each other and can confirm mesh indepen-
dence of the numerical solution. The averaged calculated
Strouhal number was, St= 0.44, with the corresponding
main frequency,f = 177 Hz. This is in a quite good agree-
ment with experimental values ofFujii and Eguchi(1981),
where a pronounced frequency,f = 160 Hz, and the corre-
sponding Strouhal number St= 0.4, was detected.

Plane turbulent bluff body flow – Volvo test rig (Re
= 45000, M = 0.05)

Fig. 7,(a)shows a schematic drawing of the test section. The
test set-up consisted of a straight channel with a rectangu-
lar cross-section, divided into an inlet section (with length of
0.5 m) and a channel passage section with length of 1 m and
0.12 m× 0.24 m cross-section. The inlet section was used
for flow straightening and turbulence control. The air enter-
ing the inlet section was distributed over the cross-section by
a critical plate that, at the same time, isolated the channel
acoustically from the air supply system. The channel pas-
sage section ended in a circular duct with a large diameter.
The triangular bluff-body (with base diameter,D = 0.04 m)
was mounted with its reference position 0.681 m upstream
of the channel exit. The blockage ratio for this test case was
B= 1/3.
The cold flow measurements were conducted in the ambi-
ent conditions (Tin f = 288 K andPin f = 100 kPa, and cor-
responding Mach number, M= 0.05). Honeycombs and
screens controlled the approximate inlet turbulence level of
3− 4%. The test point that was chosen as baseline for the
investigation in a numerical study, had the corresponding

Figure 7: The sketch of the Volvo test rig (a)taken from
Sjunnessonet al. (1991) and the general view of the compu-
tational domain (b).

Reynolds number, Re= 45000, based on the bluff-body di-
ameter, which gave the inlet flow velocity in the front of the
bluff-body,uin f = 16.6 m/s. A two-component LDA system
was used for thex andy velocity components and its fluc-
tuations measurements, which consisted of 5 W Ar+ laser.
To capture turbulence information small seeding particles
(0.05 nmγ-alumina) were used. Further detailed description
of the LDA system, experimental procedure and sampling
technique can be found inSjunnessonet al. (1991).
The two-dimensional computational domain is presented in
Fig. 7,b and consisted of an inlet buffer domain (size of
0.2 m× 0.24 m) and a channel passage (size of 1.5 m×
0.12 m). It was decided to attach an inlet buffer domain to
the main computational area allowing inlet velocity and tem-
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Table 5: Parameters of the designed computational grids for the Volvo test rig.

id Mesh type Domain 1 Domain 2 Domain 3 Bluff-body Mesh size BL obstacle (F,G,J) y∗ch y∗bb
Size (m) Size (m) Size (m) N intervals

1 quad 0.0015 0.0007 0.00150 3×72 282K 5×10−5,1.4,7 1.5 1.2
2 quad\triangular 0.0030 0.0015 0.00300 3×46 88K 5×10−5,1.4,7 1.4 1.2
3 quad\triangular 0.0015 0.0007 0.00150 3×72 366K 5×10−5,1.4,7 1.5 1.2
4 quad\triangular 0.0015 0.0004 0.00070 3×144 754K 5×10−5,1.4,5 1.4 1.2

perature profiles to form implicitly in the computations. The
integration domain was split into three blocks to generate a
high-quality unstructured quad/triangular mesh:

1. the inlet buffer and a part of the channel without bluff-
body;

2. the central part of the channel passage including the ob-
stacle (size of 0.2 m×0.12 m), with the domain’s cen-
tral location as described in the sketch at Fig.7,(a);

3. the remaining downstream part of the channel. A to-
tal of four unstructured grids were designed and used in
this work, with a detailed description presented in Ta-
ble 5. It should be noticed that the first domain was
meshed with quad cells in all cases. Two baseline grids
(quadrilateral and triangular, withid = 1 and id = 3,
from Table5) were chosen to check the influence of the
grid topology on the solution. Two additional triangu-
lar grids (with id = 2 andid = 4, from Table5) were
constructed to check the mesh independence. All grids
were built in such a way to resolve explicitly BLs at
the surface of the bluff-body and at the channel walls
to guaranteey∗ ≈ 1.0. The BLs attached to the channel
walls was the same for all grids.

Table 5 gives an overview of these grids, meshing details,
BLs parameters, corresponding numbers of the control vol-
umes and averaged values ofy∗.
Several problem-related articles were found where URANS
calculations had been carried out for the Volvo test rig. But
it is important to notice that all of them were performed with
the incompressible flow assumption. Among them were: 1)
the study byJohanssonet al. (1993) with the results for stan-
dard high-Reynolds-numberk− ε model, which was also
recitated byRodi (1993); 2) the paper byStrelets(2001)
with some limited results available for URANS with the one-
equation Spalart-Allmaras model; 3) the simulation done
by Durbin (1995) with the k− ε − v2 model; 4) the paper
by Hasseet al. (2009) where brief results for URANS with
k−ω SST model were discussed. Thus this work may be
considered as the first one, where a compressible URANS
approach has been applied to replicate the Volvo test rig.
Johanssonet al. (1993) calculated the vortex shedding flow
past a triangular flame holder. They employed the stan-
dardk−ε model with wall functions (Launder and Spalding,
1972) and the hybrid central/upwind differencing scheme for
the convective terms discretization. The agreement was fairly
good, and profiles of the total fluctuations were also shown to
be in good agreement with measured data (Sjunnessonet al.,
1991). Furthermore, the calculated Strouhal number, St=
0.26, was in good agreement with the experimental value of
0.25. The turbulent separated flow around a triangular cylin-
der in the same conditions was computed with thek− ε −v2

model without any wall or damping functions byDurbin
(1995), and good agreement between experiment and pre-
diction was found. The flow around a triangular bluff-body
was investigated in details byHasseet al. (2009) by URANS
and DES based onk−ω SST model. It was shown that this

type of a flow is essentially more dominated by the eddies
created in the shear layers behind the obstacle than by in-
coming eddies from the transient turbulent inflow. Statistical
turbulent flow quantities of URANS were compared to the
experiments and it was found that URANS predictions were
generally satisfactory.

Figure 8: Mean normalizedx-velocity (a,c) and turbulence
kinetic energy (b,c) profiles in five cross sections (a,b) with
axial coordinates of -2.5, 0.375, 1.525, 3.75 and 9.4 and in
the wake centerline (c): 1,4 –Sjunnessonet al. (1991); 2-
3,5-6 – present results for baseline quad (2,5) and triangular
(3,6) grids, withid = 1 andid = 3, (Table5), respectively.
Time history of normalized instantaneousy-velocity numeri-
cally predicted at all designed grids, all curves correlate with
grid idsaccording to Table5. The monitor point was located
at the same position as in the lab test ofSjunnessonet al.
(1991) with the coordinates:x= 1, y= 0.

Fig. 8 represents some results. As was reported by
Sjunnessonet al. (1991), the experimental profile of axial
velocity component was slightly skewed due to small mis-
alignment in the flange between the inlet section and the
channel passage. However, fully symmetrical inlet veloc-
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Table 6: Comparison of the integral flow characteristics for the Volvo test rig simulations.

Contributors Method Re M Lr St
(Sjunnessonet al., 1991) EXP/LDA 45000 0.05 1.33 0.250
(Johanssonet al., 1993) URANS–SKE 45000 – 1.30 0.270

(Durbin,1995) URANS–k− ε −v2 45000 – 1.30 0.285
(Strelets, 2001) URANS–SA 45000 – 0.90 –

(Hasseet al., 2009) URANS–SST 45000 – 0.94 0.296
Current work URANS–LSKE 45000 0.05 1.36 0.28

URANS–LSKE 45000 – 1.57 0.28

ity profile was implicitly formed during flow development
in the numerical simulations. In both cases one could ob-
serve the outer regions of BLs at the channel walls, witch
corresponded very well with the ‘1/7 power law profile’ typ-
ical for fully developed turbulent channel flows. Fig.8,a-b
shows the normalized mean axial velocity (a) and normal-
ized turbulence kinetic energy (b) at several vertical cross
sections in the channel. One can see that there are low dis-
crepancies between numerical data obtained at grids with dif-
ferent topology as well as between measured and numeri-
cally predicted data for mean axial velocity. At the same
time, a strong underproduction of numerically predicted tur-
bulence kinetic energy was observed inside the recirculation
zone, meanwhile the same level of turbulence kinetic energy
was contained both in the downstream of the bluff-body and
in the upstream part of channel, after the separation bubble
was vanished. In Fig.8,c the comparison between measured
and numerically predicted normalized turbulence kinetic en-
ergy along the central axis is shown. One can observe the
same trend between experimentally measured and numerical
data. However the numerical experiment significantly un-
derpredicted fluctuation’s level inside the recirculation zone.
This indicates that the vortex shedding is much stronger in
the physical experiment and, in spite of that, it can be con-
sidered as plane, has deep three-dimensional nature.
Fig. 8,c shows the measured and numerically simulated
normalized mean axial velocity and turbulence kinetic en-
ergy along the central-line behind the obstacle. It should
be noticed a 18% underprediction of the minimum axial
velocity in the recirculation zone independently of the grid
type. But, overall, there is good match between numeri-
cal and experimentally measured data. For example, the
same level of under-prediction was observed byHasseet al.
(2009) for URANS (with k− ω SST) data. Current nu-
merical results showed good prediction for the recirculation
lengths: calculatedLr = 1.36 in comparison with the mea-
sured (Sjunnessonet al., 1991) value ofLr = 1.33. For ex-
ample, the recirculation zone lengths obtained for URANS
and DES byHasseet al. (2009) were only 0.94 and 1.18, re-
spectively.
A numerically predicted frequency of von Kármán vortex
shedding matched quite well to experimental data:f =
117 Hz vs. f = 105 Hz in experimental data, and St= 0.28
vs. St= 0.25, respectively, which are differences of about
10%. These results correspond well also with those obtained
by Hasseet al. (2009): f = 122 Hz andf = 117 Hz peak fre-
quencies for URANS and DES, respectively.
Although the accuracy of the pressure loss measurements
was not too high, as it was mentioned bySjunnessonet al.
(1991), it is still of interest in many engineering applica-
tions. The experimental value for the normalized pressure
drop was measured (between axial statesx=−5 andx= 10)
to ∆P= 0.6 while the numerically predicted value was∆P≈
0.7, which correspond quite well between each other.

It should be noticed that unstructured grids with triangular
and quadrilateral cell types were used, but with the same
viscous BLs. The comparison provided in Fig.8 for the
mean axial velocity and turbulence kinetic energy show very
small (about 1−2%) errors between the numerical solutions.
Fig. 8(d) displays time history of the normalizedy-velocity
measured at the same probe location and obtained for all the
meshes in this work is presented. The distribution of the
curves confirms the mesh independence of the solutions since
the variations between them are quite small (about±5% both
for the frequencies and amplitudes).

CONCLUSION

1. The generalized numerical setup for solving compress-
ible URANS equations (based on a factorized FVM
with global second-order accuracy both in space and in
time, modified low-Reynolds-numberk− ε turbulence
model of Launder and Sharma, PISO pressure-velocity
coupling algorithm, GAMMA differencing scheme for
convective terms approximation, BDF2 formula with
dynamic time stepping technique for time integration
and NRBC) was established.

2. The proposed methodology was preliminary tested for
the plane laminar compressible flow over a circular
cylinder. Predicted main flow parameters were in a
good compliance (the deviations less than 5%) with the
experimental data and other numerical results. Then,
the turbulent compressible flow over a circular cylin-
der at Re= 3900 was analyzed. On the one hand, the
present results were in reasonable agreement with the
experiments ofOng and Wallace(1996) and Lourenco
and Shih, (1993). On the other hand, there were some
deviations (≈20%) between present results and recent
experiment byParnaudeauet al. (2008).

3. The numerical method was validated in detail for two
selected plane turbulent bluff-body flows with excessive
measured data ofFujii et al. (1978); Fujii and Eguchi
(1981) andSjunnessonet al. (1991). The latter is quite
popular among researchers, and several articles were
found in literature where this test was used for a ver-
ification of quite close numerical procedures. But it
is important to notice that all the studies found were
done in an incompressible formulation. No results were
found for the Fujii lab test. We can consider that this
paper is the first one where the conventional URANS
approach has been utilized for numerical modelling and
replication these lab tests in a compressible formula-
tion (with weak compressibility, since the Mach num-
bers were limited as M≤ 0.05 in the mentioned exper-
iments). It is worth noting that for all test cases com-
pressible simulations provide more accurate prediction
(≈ 20%) of the recirculation zone length in compare to
the incompressible runs.
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4. All numerical results presented and discussed in this pa-
per showed a non-significant (less than 5%) sensitivity
from the different grid topologies. The mesh indepen-
dence study was carried out to demonstrate mesh inde-
pendence solutions for all test cases.

5. Overall, satisfactory agreement (with deviations of 10−
20%) between numerical and measured data for inte-
gral and local flow characteristics was achieved for the
selected benchmarks which indicates on the adequacy
and accuracy of the established generalized numerical
setup.The described numerical methods can be used for
calculating unsteady separation flows and the simplified
quasi-two-dimensional approach can be used for numer-
ical representation of a three-dimensional vortex flow in
a wake.
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Boundary conditions 
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Description Value 
 
Particle density(kg/m3) 
Particle diameter( m) 
Particles initial 
velocity(m/s) 
Gas inlet velocity(m/s) 
Gas initial 
temperature(ºC) 
Bed width(m) 
Bed high(m) 
Particles sphericity 

Table1: boundary conditions 

RESULTS AND DISCUSSION 

µ

  

  

:  Solid volume fraction inside the reactor for all 
particles together (vfrac) and for particles with 200µm 

diameter (vfrac1),  150µm (vfrac2) and 100 µm (vfrac3) 
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Figure 4. Normalized particles residence time inside 
the reactor 

Figure 5. comparison on conversion curves: a 
simulation result (Left) and those predicted by Grasa et 

al. (2009) in different Cycles via experimental work. 
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ABSTRACT
In this paper it is shown that the reinitialisation of the conservative
level function introduces spurious displacements of the interface. A
method which prevents the interface in conventional level set meth-
ods from moving during the reinitialisation is adopted for the con-
servative level set method. It is shown that using the constrained
reinitialisation with an adaptive distributed forcing retains the shape
of the interface during reinitialisation. This eliminates the negative
effects if too many reinitialisation steps are applied. However, our
numerical experiments show that fixing of the interface during reini-
tialisation spoils the mass conservation of the conservative level set
method.

Keywords: Multiphase flow, Level set method .

NOMENCLATURE

Greek Symbols
β Forcing distribution factor.
Γ Set of points addjacent to the interface.
δ Least squares weights.
ε Width parameter for the conservative level set func-

tion.
κ Interface curvature.
ρ Distance to domain center.
τ Pseudo time.
φ Conservative level set function.
Ψ Stream function.
ψ Signed distance function.

Latin Symbols
C Set of points with nonzero foring term.
e Error.
F Forcing term.
f Numerical flux.
h Grid spacing.
n Interface normal.
m Number of grid points.
t Time.
S Set of neighbouring points on opposit side of the inter-

face.
u Velocity.
x Position.

Sub/superscripts
α Index α .

i Index i.
j Index j.
n Discrete time level.

INTRODUCTION

The level set method (LSM) is a popular method to describe
the location of the interface in multiphase flow computations.
It represents the interface with the help of a signed distance
function which is advected by the fluid velocity. For a more
thorough discussion of the LSM and its application to multi-
phase flow we refer the reader to the review by (Sethian and
Smereka, 2003). This representation has the advantage of
relatively simple calculations of interface normals and curva-
tures. Another often cited advantage of the LSM is that the
parallelisation is straightforward. Due to the advection the
level set function loses its signed distance property. There-
fore it has to be reinitialised after a few advection steps. This
is done by solving a reinitialisation equation. The deforma-
tion of the interface during this reinitialisation is a known
problem and an explanation of the cause and a possible rem-
edy was given by (Russo and Smereka, 2000). There exists a
number of methods to reduce the displacement of the signed
distance function during reinitialisation. Among these meth-
ods is the Constrained Reinitialisation (CR) (Hartmann et al.,
2008), which is minimising the displacement of the intersec-
tion points between the grid lines and the zero level set con-
tour.
However, the LSM has an important disadvantage, it does
not conserve the mass of the two fluids. Different approaches
have been developed to satisfy the mass conservation of the
level set method. Examples include the conservative level set
method (CLSM) (Olsson and Kreiss, 2005) (Olsson et al.,
2007), the particle level set method (PLS) (Enright et al.,
2002) and the coupled level set/volume-of-fluid (CLSVOF)
(Sussman and Puckett, 2000). The added complexity for both
PLS and CLSVOF are significant. On the other hand the con-
servative level set method improves the mass conservation
and keeps the simplicity of the original method.
We discovered that during the reinitialisation of the CLSM
the interface is displaced considerably. In most applications
of the CLSM this problem is not evident since typically only
a few reinitialisation steps are conducted, and the deforma-
tion becomes only significant for high numbers of reinitial-
isation steps. There is no general rule on how frequent the
CLSM has to be reinitialised and how many reinitialisation
steps should be applied each time. It is therefore important
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to make sure that too many reinitialisation steps do not com-
promise the accuracy of the CLSM. Recently Hartmann et al.
published a technique called high-order constrained reinitial-
isation (HCR) (Hartmann et al., 2010) for the conventional
LSM. But its implementation through a source term allows
the adoption of HCR to do a constrained reinitialisation of
the CLSM.
In the present paper a short introduction to the conserva-
tive level set method and its discretisation is given. Then
we present an overview of the HCR and show how it can be
adopted for the CLSM. Finally we show some numerical ex-
periments and explain why it is after all not advisable to fix
the interface during the reinitialisation of the CLSM.

CONSERVATIVE LEVEL SET METHOD

In level set methods the interface is defined as the iso con-
tour of a smooth function. For ordinary level set methods this
function is the signed distance from the interface, and the in-
terface location is where the distance function is zero. The
conservative level set function replaces the distance function
by a hyperbolic tangent function φ with values between zero
and one (Olsson and Kreiss, 2005). The position of the in-
terface is located at the φ = 0.5 contour line. Since we have
smooth functions which are defined in the entire computa-
tional domain in both cases, we can easily extract additional
geometrical information about the interface. For example the
interface normal n and the curvature κ are defined as

n =
∇φ

|∇φ |
(1)

and
κ = ∇ ·n. (2)

The interface is transported simply by advecting the level set
function using the advection equation φt =−u · (∇φ). If we
have a divergence free velocity field, as it is the case for in-
compressible flow, the interface transport can be written as a
conservation law.

∂φ

∂ t
+∇ · (uφ) = 0 (3)

Since all numerical methods will introduce an error as φ is
advected, it will lose its hyperbolic tangent shape. The dif-
fusion of the advection schemes will increase the distance in
which φ rises from zero to one. (Olsson et al., 2007) propose
the following reinitialisation equation to force φ back to its
hyperbolic tangent shape, which is solved to steady state with
respect to the pseudo time τ:

∂φ

∂τ
+∇ · (φ(1−φ)n̂− ε ((∇φ · n̂)n̂)) = 0, (4)

where n̂ is the normal at the beginning of the reinitialisation,
and ε determines the width of the hyperbolic tangent. It is
important to note that also the reinitialisation equation is a
conservation law. The first flux term causes a compression
of the profile, whereas the second term is a diffusive flux.
By multiplications with the normal n̂ there are only fluxes
in the direction of the normal. This forced flux direction
for both the compression and the diffusion term are essen-
tial to improve the mass conservation of the method. Indeed
it was shown that the CLSM conserves mass as ε approaches
0. To illustrate the nature of Equation (4), we use a one-
dimensional example. Suppose that the interface is located
at x = 0. Then the normal reduces to n =−1 or n = 1. In the

example we use the latter. In this case a steady state solution
to Equation (4) is:

φ =
1
2

(
1+ tanh

( x
2ε

))
. (5)

The solution is shown Figure 1, together with the compres-
sion and the diffusion terms. It is clearly visible that at steady
state the compression and the diffusion are balanced. If φ

would be too diffusive the compression term would outweigh
the diffusive term and φ would be forced back to the steady
state solution.
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Figure 1: Illustration of the reinitialisation equation.

Discretisation

Advection

The divergence in the advection equation (3) is discretised
by a 5th order finite difference weighted essentially non-
oscillatory (WENO) scheme using a Lax-Friedrichs flux
splitting (Shu, 1998). For time discretisation the 3rd order
TVD Runge-Kutta method by (Shu and Osher, 1988) is ap-
plied.

Interface normal

In order to keep the stencils for the reinitialisation equation as
small as possible (Desjardins et al., 2008) proposed to com-
pute the fluxes of the reinitialisation equation (4) at the cell
faces. As a consequence the normal is required at the cell
faces. It was also proposed by the authors to compute the
normal from a signed distance function ψ which in turn is
computed using a fast marching method (FMM). The reason
for this is that the gradient of the conservative level set func-
tion φ becomes extremely small far away from the interface.
In this region with small gradients small errors in φ can lead
to a normal pointing in the wrong direction. Close to the in-
terface, however, the gradient of φ is large enough such that
a reliable normals can be computed directly form φ . Further
away from the interface the accuracy of the normal is not so
important anymore, but they should be continuous and not
contain spurious oscillations. In the present work the normal
are computed directly form the conservative level set func-
tion where 0.0001 ≤ φ ≤ 0.9999, otherwise they are com-
puted from a signed distance function.
The gradient for the normal on the cell faces in x-direction at
x = xi−1/2, j is approximated by the following stencil:

(∇φ)x i−1/2, j ≈
φi, j−φi−1, j

h
(6)

(∇φ)y i−1/2, j ≈
φi−1, j+1 +φi, j+1−φi−1, j−1−φi, j−1

4h
. (7)

The gradient at the cell faces in y-direction (∇φ)i, j−1/2 is
treated analogously. Finally the normal can be computed

2



Constrained Reinitialisation of the Conservative Level Set Method/ CFD11-117

from the gradient using equation (1). Note grid points where
|∇φ | = 0 have to be treated separately, here we chose to fill
the normal at these points with a unit vector pointing in an
arbitrary direction.

Reinitialisation

A central difference method on a staggered grid is used to
discretise the reinitialisation equation (4). The fluxes in x-
direction as well as those in y-direction are computed on
the corresponding cell faces. First the convective fluxes
are obtained at the cell centers from the level set function
i.e. fc i, j = φi, j (1−φi, j) and then they are interpolated to
the cell faces using linear interpolation e.g. fc i+1/2, j =(

fc i, j + fc i+1, j
)
/2. The diffusive fluxes are computed di-

rectly at the cell faces to keep the stencil as small as pos-
sible. Accordingly the diffusive fluxes at the cell faces in
x-direction read:

fd i−1/2, j =ε

(
(∇φ)x i−1/2, j ·nx i−1/2, j

+(∇φ)y i−1/2, j ·ny i−1/2, j

)
, (8)

where nx i−1/2, j and ny i−1/2, j are the x- and y-components of
the interface normal. This leads to the total fluxes in x- and
y-directions:

fi−1/2, j =
(

fc i−1/2, j− fd i−1/2, j
)
·nx i−1/2, j (9)

gi, j−1/2 =
(

fc i, j−1/2− fd i, j−1/2
)
·ny i, j−1/2 . (10)

Eventually the total residual of the reinitialisation equation
is:

∂φ

∂τ
≈−

fi+1/2, j− fi−1/2, j

h
−

gi, j+1/2−gi, j−1/2

h
. (11)

The forward Euler scheme is used to advance the conserva-
tive level set function in the pseudo time τ . To ensure stabil-
ity the time step must fulfill:

∆τ

(
2
h
+

4
h2 ε

)
≤ 1. (12)

CONSTRAINED REINITIALISATION

We observed that the convergence of the reinitialisation with
the described discretisation was poor for simple cases. In
Figure 2 the result of the reinitialisation of a circle is shown.
During the first few iterations the residual drops fast and then
the convergence is slowed down. During this period of small
convergence rate the interface develops towards a rhombus.
This tendency to deform the interface is not reduced as the
grid is refined. In most applications this defect is not evi-
dent since typically only a few reinitialisation steps are con-
ducted and the residual is not reduced until the numerical
steady state.

Constrained reinitialisation for conventional level
set methods

A similar problem appears in conventional level set meth-
ods. Recently (Hartmann et al., 2010) proposed a method
to reduce the displacement of the signed distance function
ψ during reinitialisation. The idea is to add a source term
to the residual of the differential equation, which minimises
the displacement of the intersection points between the zero
contour of ψ and the grid lines in a least squares sense.

If two grid points xi−1, j and xi, j which are located on op-
posite sides of the interface, the condition that the linear in-
terpolation of the intersection point between the zero con-
tour line and the grid line between those two points does not
move during reinitialisation, can be reduced to ψ̃i, j

ψ̃i−1, j
=

ψi, j
ψi−1, j

,
where ψ̃ and ψ are the signed distance functions before and
after reinitialisation, respectively. In general a grid point can
have several neighbours which are on the opposite side of an
interface. The previous condition cannot be fulfilled for all
involved neighbours, since the problem is overdetermined.
Let Si, j be the set of all neighbouring grid points of xi, j which
are on the opposite side of the interface, and Mi, j the number
of grid points in Si, j. Further we denote an arbitrary point in
Si, j by x(i, j)α

such that α = 1...Mi, j. In the constrained reini-
tialisation CR-1 (Hartmann et al., 2010) the following least
squares function is minimised.

Li, j =
Mi, j

∑
α=1

δ
α
i, j

(
ψi, j−ψ(i, j)α

· ri, j
(i, j)α

)2
, (13)

ri, j
(i, j)α

=
ψ̃i, j

ψ̃i−1, j
(14)

(Hartmann et al., 2010) chose the weights δ α
i, j = 1. If Li, j is

derived with respect to ψi, j and this is set equal to zero we
get the target value for the distorted signed distance function,
such that it minimises the displacement of the interface.

Ti, j =
∑

Mi, j
α=1 δ α

i, j

(
ψ(i, j)α

· ri, j
(i, j)α

)
∑

Mi, j
α=1 δ α

i, j

(15)

Finally the CR-1 correction term at the nth reinitialisation
time step is formulated as the difference between T n

i, j and
ψn

i, j:

Fn
i, j =

βi, j

h

(
ψ

n
i, j−T n

i, j
)
. (16)

Here βi, j is a coefficient which distributes the correction be-
tween neighbouring grid points. For consistency the sum
βi, j + β(i, j)α

must always be equal to 1. Setting βi, j = 0.5
corresponds to do half of the correction on either side of the
interface. Since the forcing leads to an instability when one
of points of the set Si, j changes its sign during reinitialisation,

Figure 2: Reinitialisation result of a circle with 8 grid points
per diameter, the small insert shows the evolution of the reini-
tialisation residual over the number of time levels.
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the forcing is not applied at the grid points in this particular
Si, j.

Adaptation to the conservative level set method

The idea is to apply the CR-1 forcing to the reinitialisation of
the CLSM to avert an undesirable movement of the interface
during reinitialisation. In the CLSM the interface is given as
the 0.5 contour line. Therefore ψ in equation (13) to (16)
must be replaced by φ− = φ −0.5.

Stabilising CR-1

An essential difference between the signed distance function
φ and the conservative level set function ψ is that the latter
has larger gradients at the interface. As a consequence the
forcing term for the CLSM tends to be stronger. For points
where the distance to the interface approaches h the mag-
nitude of the forcing term is increasing rapidly. It was ob-
served in numerical experiments that if the distance between
the intersection point and the grid point becomes smaller than
0.01h the constrained reinitialisation of φ becomes unstable.
Imagine two bars which cross each other. Suppose one is
only allowed to move one end of one bar to adjust the posi-
tion of the crossing point. If now the crossing point is close to
the fixed end of the moving bar, the free end has to be moved
relatively far to obtain a given displacement of the crossing
point. On the other hand if one could move the end which is
closer to the crossing point a much smaller movement is re-
quired to obtain the same displacement of the crossing point.
The correction can also be divided to both ends where the
necessary corrections at each end are multiplied by factors
which have to add to one. These factors are the distribution
factors βi, j.
In order to stabilise the constrained reinitialisation of the
CLSM the forcing for pairs where the crossing point is close
to one of the points should be distributed better, which means
adjusting βi, j in equation (16). For pairs where both neigh-
bours have Mi, j = 1, βi, j can be chosen such that the forcing
term has the same magnitude on both sides. As an example
if both Mi, j and Mi−1, j are equal to 1 and the crossing point
is either close to xi, j or xi−1, j set

βi, j =

(
ψi, j−Ti, j

ψi−1, j−Ti−1, j
+1
)

(17)

βi−1, j = 1−βi, j. (18)

This choice of distribution coefficients ensures that the forc-
ing term is equal for both points.
In general Mi, j > 1 especially for points which are close to
the interface. There βi, j cannot be adjusted to an arbitrary
value since βi, j + β(i, j)α

= 1, and the set Si, j often overlaps
with the sets from the neighbouring points. Therefore setting
βi, j gives a condition to a number of β from neighbouring
grid points. A solution to keep the effect of choosing βi, j lo-
cal is to use the weights δ α

i, j in the least squares function (13).
If a grid point xi, j is too close to an intersection point βi, j is
set to 1. This would require to set all β(i, j)α

= 0. Instead
we choose δ α̂

(i, j)α
= 0 in all the neighbouring cells where α̂

points to cell (i, j). That is equivalent to do the complete
forcing on the grid point close to the intersection and ignor-
ing the constraint at all the neighbouring points.

Summary of the constrained reinitialisation

Only at points adjacent to the interface the operations for the
level set forcing have to be conducted, we define therefore

the set

Γ =
{

xi, j :
(

φ
−
i, jφ
−
i′, j ≤ 0

)
∨
(

φ
−
i, jφ
−
i, j′ ≤ 0

)}
, (19)

where i′ ∈ {i−1, i+1} and j′ ∈ { j−1, j+1}. For sets Si, j
where φ at one of the points changes its sign during reinitial-
isation the forcing is not applied. To that effect the following
set of grid points will have a forcing term Fi, j 6= 0:

Cn =
{

xi, j ∈ Γ : φ
−n
i, j φ

−n
(i, j)α

< 0∀α ∈ {1, ...,Mi, j}
}
. (20)

Using these definitions the steps for the constrained reinitial-
isation of the CLSM are:

1. Compute the interface normal. and (7))

2. Compute the shifted conservative level set function be-
fore reinitialisation φ̃− = φ̃ −0.5.

3. Find all points in Γ.

4. Update the set Si, j, and compute ri, j
(i, j)α

for all points in
Γ.

5. Find points where ri, j
(i, j)α

< TOL

• If Mi, j = M(i, j)α
= 1, flag points for equal forcing

• Else, set ri, j
(i, j)α

= 0, reduce Mi, j by 1 and flag xi, j

as point with βi, j = 1

6. For all points with βi, j = 1, do for all (i′, j′) where
x(i′, j′)α̂

= xi, j, δ α̂

i′, j′ = 0 and reduce Mi′, j′ by 1 where
x(i′, j′)α̂

= xi, j.

7. Remove points xi, j where Mi, j = 0 from Γ.

8. Solve the constrained reinitialisation problem by per-
forming the following steps for each iteration:

(a) Compute the shifted conservative level set func-
tion at pseudo time step n: φ−n = φ n− 1

2 .

(b) Update the set Cn

(c) For all grid points in Cn compute the forcing terms
given by equation (16), use βi, j = 0.5 unless the
point is flagged for βi, j = 1 or equal correction.

(d) Compute residual from the PDE (4).

(e) Advance φ one pseudo time step.

NUMERICAL EXPERIMENTS

Reinitialisation

To test the constrained reinitialisation method described in
the previous section we consider a circle with radius R = 1

2
which is placed in the center of a square domain with unit

length. The initial condition is φ̃ =
(

1+ exp
(

3(ρ−R)
2ε

))−1
,

where ρ =

√(
x− 1

2

)2
+
(
y− 1

2

)2
is the distance from the

center of the domain. For this case the exact steady state
solution of equation (4) is:

φexact =

(
1+ exp

(
ρ−R

ε

))−1

. (21)
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The reinitialisation equation was iterated until the 2-norm of
the residual was below 10−13. The error norm is computed
as follows:

e =
1
m

(
m

∑
i, j=1

(φexact i, j−φi, j)
2

) 1
2

, (22)

where m is the number of grid points in each direction. To
assess the deformation of the interface the reinitialised φ was
interpolated to a fine grid with 500 points in each direction
using bi-cubic splines. On this fine grid the position of all
intersection points between the grid lines and the 0.5 contour
line were computed using a 1-dimensional cubic spline inter-
polation. The position error of the interface ep is then given
as the 2-norm of the distance between each interpolated in-
tersection point and its correct position.

Analytic normal

The errors after the reinitialisation with analytic normal and
a fixed ε = 0.044 are presented in Figure 3. The error norm
e is reduced with second order which is consistent with the
discretisation scheme. To find the position of the interface
we need to interpolate it. This interpolation is the reason that
the position error of the interface is one order higher than the
order of the discretisation scheme. Special attention should
be payed to the results with m = 81. At this grid resolution
16 grid points were marked since their distance to the inter-
face was smaller than 0.01h. These grid points where treated
with the procedure explained previously. Without this im-
proved distribution of the forcing term the reinitialisation is
unstable for m = 81. As it can be seen in Figure 3, the con-
vergence rate of the position error is slightly reduced due to
the unequal distribution of the forcing term. For comparison
the errors without the CR-1 are plotted in Figure 3 as well.
Since the interface is developing a rhombus shape (see Fig-
ure 2) at all grid resolutions neither the error norm nor the
position error are converging with grid refinement. In Ta-
ble 1 we list the number of reinitialisation steps which were
required to reduce the residual to the target value of 10−13.
The constrained reinitialisation accelerates the convergence
of the residual significantly. For the unconstrained reinitiali-
sation of the circle with m = 64 and m = 81 the target resid-
ual was not reached after 100000 reinitialisation steps. The
residuals at n = 100000 were 1.55 ·10−5 and 4.03 ·10−5 for
m = 64 and m = 81, respectively.

Table 1: Number of iterations required to reach a residual of
10−13 during the reinitialisation of a circle.

m 8 16 32 64 81

CR-1 165 318 943 3654 4760
without 372 7536 96637 > 100000 > 100000

Numeric normal

The same test as in the previous section is repeated, but the
interface normal is computed numerically. For a constant ε =
0.044 the results are almost identical to the reinitialisation

with the analytic interface normal. Since the mass conserva-
tion of the CLSM is improved as ε is decreased, the reinitial-
isation of the circle was repeated once with ε = 0.2

√
h and

with ε = 0.6h. As ε is decreased the width of tangent hyper-
bolic is also decreased, which means that there are less grid
points resolving the area where φ changes from 0 to 1. The
result is that the convergence rate is reduced if ε is decreas-
ing together with the grid width. The errors for simultaneous
reduction of h and ε are shown in Figure 4.

Advection and Reinitialisation

Initially a circle of radius R = 0.1 is placed at (0.5,0.7) in a
square domain with unit length. The circle is advected with
an external velocity field with the stream function

Ψ =−π
(
x2 + y2− x− y

)
. (23)

This velocity field is advecting the circle anticlockwise
around the center of the computational domain. To keep the
error contribution from the temporal discretisation negligible
a small CFL number of 0.05 was chosen for all examples.
After 100 time steps a reinitialisation was performed. Dur-
ing the reinitialisation the residual was reduced to 10−8 or a
maximum of 500 iterations were done. The convergence of
the errors for the constrained CLSM is plotted in Figure 5 for

8 16 32 64 81
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Figure 3: Error convergence for the reinitialisation of a circle
with analytic interface normal and ε = 0.044.
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Figure 4: Error convergence for the reinitialisation of a circle
with numeric interface normal and ε ∝ h or ε ∝

√
h.
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ε = 0.1 ·m−1/2. Figure 6 shows the interface position after
one revolution for m= 51. For the case where the reinitialisa-
tion was done with CR-1 the interface retains a circular shape
but the area is reduced significantly. On the other hand, if the
unconstrained reinitialisation is used, the area is conserved
but the interface loses its circular shape. Here we exagger-
ated this effect by the large number of reinitialisation steps.
If e.g. every 100 advection steps only 10 reinitialisation steps
are conducted, the interface position error is reduced by al-
most a factor of 16. If the interface is only advected and never
reinitialised, the area loss is smaller than for the CR-1 reini-
tialisation and the circular shape is retained. The area loss for
the three different reinitialisations is summarised in Table 2.
The reduction of ε leads only for the CLSM without CR-1
to a reduction in the area change. For the constrained CLSM
and if the circle is only advected, the area change decreases
with increasing ε . This is due to the fact that the conservative
level set function is less steep for larger ε , and therefore the
diffusive error of the advection scheme is reduced.
The large mass loss for the constrained reinitialisation can
be explained as follows. Initially the level set function can
be compared with a cylinder with height 1 and the radius of
the circle. If the circle has a radius of 1 then the volume of
the cylinder is π . Since the numerical advection is diffusive,
we assume the advected cylinder will transform to the shape
of a cone with height of 1. The conservative advection will
conserve the volume of the cylinder. For this reason the ra-
dius of the cone at a height of 0.5 will be only

√
3

2 instead of
1. During a constrained reinitialisation a new cylinder with
this smaller cross section will be created and the cycle starts
again.

51 101 201
10
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10
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10
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e
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m
−1

m
−2

m
−3

Figure 5: Errors for the advected circle after one revolution.

Table 2: Area change in % for the advected circle with m =
51.

ε 0.1 0.2 0.3

CLSM CR-1 −23.98 −11.14 −4.93
CLSM 0.10 0.60 0.65
Advection 14.49 5.60 1.43

CONCLUSION

We applied the constrained reinitialisation CR-1 by (Hart-
mann et al., 2010) to the reinitialisation of the conserva-
tive level set function. The larger modulus of the gradient
of the conservative level set function can cause instabilities
during the constrained reinitialisation, if the interface is lo-
cated close to a grid point. This instability can be avoided,
if the forcing is not divided equally between two neighbour-
ing points. Evidence was given that the constrained reini-
tialisation prevents spurious interface deformation during the
reinitialisation independent of the number of reinitialisation
steps, and that the convergence of the residual is accelerated.
However, numerical experiments showed that preventing the
interface from moving during reinitialisation spoils the mass
conservation of the CLSM. It was also shown that care has
to be taken that the number of reinitialisation steps of the
unconstrained CLSM is not too large such that the reinitiali-
sation introduces spurious interface deformations.
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ABSTRACT 
One of the major challenges in the design of Bileaflet 
Mechanical Heart Valves (BMHVs) is reduction of the blood 
damage generated by non-physiological blood flow. 
Numerical simulations provide relevant insights into the 
(fluid) dynamics of the BMHV and are used for design 
optimization. In this paper, a strong coupling algorithm for the 
partitioned fluid-structure interaction (FSI) simulation of a 
BMHV is presented. The convergence of the coupling 
iterations between the flow solver and the leaflet motion 
solver is accelerated by using a numerically calculated 
Jacobian with the derivatives of the pressure and viscous 
moments acting on the leaflets with respect to the leaflet 
accelerations. The developed algorithm is used to simulate the 
dynamics of a 3D BMHV in three different geometries, 
allowing an analysis of the solution process. Moreover, the 
leaflet kinematics and the general flow field are discussed, 
with special focus on the shear stresses on the valve leaflets. 

Keywords: Fluid-Structure Interaction, Algorithm, BMHV, 
Biomedical applications.  

 

NOMENCLATURE 
 
Greek Symbols 
δ Perturbation, [rad/s2]. 
ε Threshold. 
θ  Angular position, [rad]. 
θ&  Angular velocity, [rad/s]. 
θ&&  Angular acceleration, [rad/s2]. 
θ&&Δ  Acceleration perturbation vector, [rad/s2]. 

 
Latin Symbols 
I Moment of Inertia, [kg·m2]. 
M Moment, [N·m]. 
ΔM Moment data vector, [N·m]. 
t Time, [s]. 
Δt Time step size, [s]. 
 
 

Subscripts 
0 FSI convergence threshold. 
1 First leaflet; 
 Flow solver convergence threshold. 
2 Second leaflet;  
 Jacobian update threshold. 
i,j Leaflet. 
max Maximal value. 
min Minimal value. 
ref Reference.  
 
Superscripts 
a First acceleration perturbation vector. 
b Second acceleration perturbation vector. 
k Coupling iteration. 
n Time step. 
r Reaction moment.  
ref Reference. 
 

INTRODUCTION 
Since the first clinical success with an artificial heart 
valve by Dr. Hufnagel in 1952, the implantation of 
valve prostheses has become a routine treatment for 
severe heart valve failure. However, despite sixty years 
of research, modern valve prostheses still have severe 
design deficiencies. The widely used and preferred 
Bileaflet Mechanical Heart Valves (BMHVs), for 
example, still have poor hemodynamic properties and 
patients need to undergo life-long anti-coagulation 
therapies (Dasi et al. 2009). Therefore, one of the major 
challenges in the design of BMHVs is the reduction of 
the accumulated blood damage which is, among others, 
caused by non-physiological flow patterns and elevated 
shear stress levels on the leaflets. Numerical simulations 
of the (blood) flow provide relevant insights into the 
valve dynamics (Dasi et al. 2009) and are used for 
design optimization. Unfortunately, such numerical 
simulation of a BMHV is a complex Fluid-Structure 
Interaction (FSI) problem because the movement of the 
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leaflets strongly interacts with the surrounding fluid 
motion and, therefore, the equilibrium at the fluid-
structure interface needs to be taken into account.  
In this paper, a strong coupling algorithm for the 
simulation of a BMHV by a partitioned solver is 
presented and used to study the wall shear stresses on 
the valve leaflet surfaces. The algorithm predicts the 
leaflet moments (and thus the leaflet angular 
accelerations) of the next coupling iteration through a 
linearization of Newton’s Second Law with a finite 
difference approximation of the Jacobian. The 
components of this Jacobian are the derivatives of the 
moments (exerted by the flow on the leaflets) with 
respect to the leaflet angular accelerations. The Jacobian 
is numerically calculated from the flow solver by 
variations of the leaflet positions. This quasi-Newton 
method was first introduced in Vierendeels et al. (2005) 
for one stiff leaflet and subsequently used to simulate a 
BMHV (Dumont et al. 2005, 2007). However, the 
algorithm described in Vierendeels et al. (2005) had 
only one degree of freedom which implied a 
symmetrical motion of both leaflets when simulating a 
BMHV. Therefore, the algorithm was extended to two 
degrees of freedom in Annerel et al. (2010) and Dahl et 
al. (2010), thus allowing the two leaflets to move 
asynchronously. In this paper, the convergence process 
is accelerated by the use of a variable time step size, 
extrapolation techniques and reuse of data from 
previous time steps. Also, the calculation process of the 
Jacobian is made more efficient, thus resulting in faster 
convergence. 
The paper is organized as follows. First, the algorithm is 
derived and its implementation in a commercially 
available black box flow solver is analysed. Secondly, 
the algorithm is used to simulate a 3D BMHV in three 
different geometries, allowing an analysis of the leaflets 
kinematics and the wall shear stresses on the valve 
leaflet surfaces. 

METHODS 
In this section, the developed algorithm is presented. 
The flow chart is visualized in Figure 2 and each 
component is explained hereafter. Subsequently, the 
setup of the 3D simulations of the BMHV is discussed.  

FSI coupling algorithm 

Governing equations 
A BMHV can be modelled as a rigid casing in which 
two separate rigid leaflets rotate around their hinge axes 
(see Figure 1). Because the position of each rigid leaflet 
is solely determined by its opening angle, the bileaflet 
valve has two degrees of freedom. 
The movement of a rigid leaflet i is governed by 
Newton’s Second Law, which states that the moment 
about its hinge (Mi) must be in equilibrium with the 
product of its moment of inertia (Ii) and its angular 
acceleration ( iθ&& ). For two leaflets, this leads to the 
following two equations: 
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222

111

θ

θ
&&

&&

IM

IM
 (1) 

When the hinges are modelled as frictionless, the 
moment acting on the leaflet is the pressure and viscous 
moment exerted by the flow.  
 

  
Figure 1: View on the ATS Open PivotTM Standard Heart 
Valve with leaflets (marked in black) in the open position. The 
casing is visible (in white) with the blocking mechanism at the 
hinges. 

Linearization 
Strong coupling schemes achieve this dynamic 
equilibrium at the fluid-structure interface by 
introducing a coupling iteration loop within each time 
step. Generally, each of the coupling iterations follows 
the same pattern, as is visualized in Figure 2 (shaded). 
At the beginning of each coupling iteration k of time 
step n+1, the motion of the leaflets is computed from 
the angular accelerations kn

i
,1+θ&& . Subsequently, the mesh 

is moved and the Navier-Stokes equations are solved. 
From the flow field, the moments Mi

n+1,k  are calculated. 
Finally, the convergence of the dynamic equilibrium at 
the fluid-structure interface (i.e. the “FSI convergence”, 
expressed by Equation (1)) is checked. When this FSI 
convergence is obtained, a new time step is initiated. 
However, when the FSI convergence is not achieved, a 
new coupling iteration k+1 is initiated and thus new 
angular accelerations 1,1 ++ kn

iθ&&  need to be calculated. 
Therefore, the introduction of a coupling iteration loop 
requires, in each coupling iteration k of time step n+1, a 
stable and efficient approximation of the angular 
accelerations for the next coupling iteration k+1.  
Such a stable prediction of kn

i
,1+θ&&  can be achieved 

through a linearization of Newton’s Second Law, as 
analysed by Vierendeels et al. (2005) for a monoleaflet 
heart valve. Thus, while taking into account the mutual 
interaction between the leaflets, Equation (1) is 
linearized for each coupling iteration k+1 of time step 
n+1:
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 (2) 
The derivatives jiM θ&&∂∂

 
are the components of the 

Jacobian of the moments with respect to the angular 
accelerations, further referred to as “the Jacobian”. 
Equation (2) can be rearranged as follows: 
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This can be written in matrix notation: 
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 (4) 
For a well-posed problem, the first matrix has to be 
nonsingular. In that case, previous equation can be 
rewritten as 
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 (5) 
In order to solve Equation (5) and thus to calculate the 
angular accelerations of the new coupling iteration k+1, 
the Jacobian has to be known. However, when a black 
box flow solver is used, these derivatives are not 
accessible. Fortunately, they can be approximated by 
finite differences (i,j = 1,2): 
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 (6) 

which are calculated by solving the following system of 
equations: 
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(7) 

resulting in 
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(8) 

The superscripts a and b refer to data obtained from 
three coupling iterations between which the leaflet 
angular accelerations of two coupling iterations have 
differences (according to the vectors aθ&&Δ  and bθ&&Δ ) with 

Figure 2: Flow chart of the presented quasi-Newton coupling algorithm with two degrees of freedom. n = time step, k = coupling 
iteration step, i = leaflet number. Shaded: standard strong coupling scheme, unshaded: extra components of the presented scheme. 
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respect to the angular accelerations of a reference 
coupling iteration:  
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(9) 

These differences in accelerations ( aθ&&Δ  and bθ&&Δ ) induce 
differences in the calculated flow fields and thus also in 
the calculated moments, respectively denoted by aMΔ  
and bMΔ : 
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The data aθ&&Δ , bθ&&Δ , aMΔ  and bMΔ  can be obtained from 
three coupling iterations by several methods. 

Update of the Jacobian 
A method to obtain the necessary data ( aθ&&Δ , bθ&&Δ , aMΔ  
and bMΔ ) is described in Annerel et al. (2010) and Dahl 
et al. (2010). In this method, three consecutive coupling 
iterations are needed of which the leaflet acceleration 
perturbation vectors aθ&&Δ  and bθ&&Δ  are perpendicular to 
each other and significantly large.  
This method can be improved in two ways. First, it is 
not necessary that the acceleration perturbation vectors 

aθ&&Δ  and bθ&&Δ  are completely perpendicular to each other. 
To calculate a good estimation of the Jacobian, it is 
already sufficient that their perpendicular components 
are significantly large. Secondly, the three coupling 
iterations do not have to be consecutive.  
The calculation of the Jacobian can thus be made more 
efficient by the use of a criterion that selects two 
appropriate acceleration perturbation vectors (e.g. from 
previous coupling iterations), without the need for extra 
coupling iterations with perpendicularly perturbed 
accelerations. Therefore, the selection criterion needs to 
check the direction and the magnitude of the two 
acceleration perturbation vectors. Such a criterion can 
be derived from an error propagation study, which states 
that the error of the estimation of the angular 
acceleration of the next coupling iteration should be 
small enough. It can be shown that this results in the 
following criterion: 
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with the Jacobian update threshold ε2 and the flow 
solver convergence threshold ε1, which is the accuracy 
of the moments calculated by the flow solver. The 
optimal values for ε1 and ε2 can be determined by a 
sensitivity analysis. 
This criterion is used in an algorithm that makes it 
possible to update the Jacobian in every coupling 
iteration with data obtained from the coupling iterations 
in the current and previous time steps. This algorithm 
for the update of the Jacobian is constructed as follows: 
At the beginning of the simulation, all the variables are 
equal to zero (in particular aθ&&Δ , bθ&&Δ  , aMΔ , bMΔ  and all 
the components of the Jacobian). Also, when going to 
each new time step, the data vectors ( aθ&&Δ , bθ&&Δ , aMΔ

 

and 
bMΔ ) are set to zero (see further).  

The data obtained in the first coupling iteration (k = 0) 
of each time step are used as the reference (i.e. ref

iθ
&&

 and 
Mi

ref) for the Jacobian update. Also, in this first coupling 
iteration a first estimation of the Jacobian is obtained 
from an extrapolation of previous time steps (see 
further).  
In each of the following coupling iterations (k > 0), this 
Jacobian can be updated with useable data obtained in 
the coupling iterations. First, it is checked whether or 
not the data of the current coupling iteration k are 
useable as an acceleration perturbation vector. 
Subsequently, the Jacobian can be updated in three 
ways, depending on the acceleration perturbation 
vectors aθ&&Δ  and bθ&&Δ  available from the (current and 
previous) coupling iterations (a detailed description can 
be found in Appendix A): 
• If no appropriate acceleration perturbation vectors 

are available, then the Jacobian cannot be updated 
and thus the extrapolated Jacobian is still used;  

• If one acceleration perturbation vector is available, 
then the Jacobian can be updated. The data for the 
other acceleration perturbation vector are obtained 
from the acceleration perturbation vectors of 
previous time steps, or this data can be calculated by 
the extrapolated Jacobian;  

• If both acceleration perturbation vectors are 
available, the Jacobian is calculated with both 
vectors and becomes independent of data from 
previous time steps. 

 
In the following, the other components of the developed 
quasi-Newton algorithm are discussed. The flow chart 
of this algorithm is visualized in Figure 2. 

Check FSI Convergence 
The subsequent coupling iterations are performed until 
the dynamic equilibrium at the fluid-structure interface 
is achieved. This equilibrium is checked by the FSI 
convergence criterion. For each leaflet i, this FSI 
convergence criterion is given by: 

0
,1,1 εθ <⋅− ++ kn

ii
kn

i IM && (12) 

The FSI convergence threshold ε0 is set relative to a 
reference moment Mref. This reference moment Mref sets 
the minimal accuracy of the dynamic equilibrium 
needed to capture the general leaflet dynamics.  
When the FSI convergence criterion (Equation (12)) is 
fulfilled, a new time step is initiated. However, when 
the FSI convergence criterion is not fulfilled, then a new 
coupling iteration (k+1) is started. 

Control quality of the Jacobian and calculate angular 
accelerations of the new coupling iteration 
Before calculating the appropriate angular accelerations 

1,1 ++ kn
iθ&&  for the new coupling iteration k+1, the quality of 

the Jacobian is checked by evaluating the decrease in 
moment unbalance during the last two coupling 
iterations. For example, an arbitrary criterion of two 
orders of magnitude between these two consecutive 
coupling iterations is used: 
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(13) 

When this expression is fulfilled, then the quality of the 
Jacobian of coupling iteration k-1 is good. Therefore, it 
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can be concluded that the Jacobian of the current 
coupling iteration k will probably also result in fast 
convergence, since this Jacobian can only become an 
improvement of the Jacobian of coupling iteration k-1. 
This is because when the Jacobian is updated in 
coupling iteration k, this update is done with more (or 
equally) relevant data (i.e. data of time step n+1 and not 
of time step n) than was available in coupling iteration 
k-1. Subsequently, the angular accelerations of the next 
coupling iteration k+1 are calculated by Equation (5) 
with the Jacobian of coupling iteration k and this next 
coupling iteration is initiated.  
However, when Equation (13) is not fulfilled, then the 
quality of the Jacobian of coupling iteration k-1 is 
insufficient. Therefore, it is uncertain whether or not the 
Jacobian of coupling iteration k will result in fast 
convergence. The angular accelerations of the next 
coupling iteration 1,1 ++ kn

iθ&&  are thus chosen in such a way 
that it will certainly become possible to calculate a good 
Jacobian in the next coupling iteration using the 
acceleration and moment data generated in this next 
coupling iteration.  
The angular acceleration of this extra coupling iteration 
is thus chosen in one of three possible ways, depending 
on the acceleration perturbation vectors aθ&&Δ  and bθ&&Δ  
already obtained in the coupling iterations (a detailed 
description can be found in Appendix B): 
• If no acceleration perturbation vectors are available 

from the coupling iterations (i.e 0=aθ&&Δ  and 0=bθ&&Δ ), 
then the angular acceleration of one leaflet is 
perturbed with a significant parameter δ in the next 
coupling iteration, as is described in (Annerel et al. 
2010, Dahl et al. 2010);  

• If one acceleration perturbation vector is already 
available (i.e. 0≠aθ&&Δ  and 0=bθ&&Δ ), then the leaflet 
accelerations of the next coupling iteration are 
perturbed in a direction that is perpendicular to aθ&&Δ ;  

• If both acceleration perturbation vectors are 
available (i.e 0≠aθ&&Δ  and 0≠bθ&&Δ ), then no extra 
coupling iteration is needed. Therefore, the Jacobian 
is kept since the slow residual drop rate is inherent 
to the problem and will mostly not be efficiently 
resolved by generating extra data. The angular 
acceleration of the next coupling iterations are thus 
calculated by Equation (5). 

Increasing the efficiency 
The efficiency of the algorithm is increased in several 
ways. In the following, the use of a variable time step 
size and the extrapolation of data from previous time 
steps are discussed.  

Variable time step size. Since a heart valve is most 
of the time in the closed or open position, its leaflets are 
only moving in a very small fraction of the time cycle. 
However, when the leaflets are moving, very small time 
steps are needed for reasons of accuracy. Therefore, 
there is a clear advantage in the use of a variable time 
step size which allows a relatively large time step size 
when the valve is at rest, and a smaller time step size 
when the valve is moving, since it decreases the total 
number of time steps in a time cycle and thus lowers the 
computational cost. For these reasons, a variable time 
step size is commonly used when simulating heart 

valves (Bang et al. 2006; Choi et al. 2009; De Tullio et 
al. 2009).  
When the leaflets are moving, the maximum allowable 
time step size is restricted by the maximum allowable 
mesh motion, and thus by grid characteristics. This is 
due to limitations of the mesh motion algorithm, since 
the remeshing occurs when going to a new time step, 
and in the coupling iterations within a time step only 
grid node relocation can be used. So, there is a 
maximum allowable mesh motion in order to retain an 
accurate and high-quality mesh (and, in worst case, to 
avoid highly skewed or even inverted cells). 
A criterion for the time step size can be proposed based 
on this maximum leaflet movement (Δθmax): 

max
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When the leaflet velocity is large, then the time step size 
will be small and vice versa. Furthermore, the time step 
size is limited by a maximal value Δtmax, otherwise the 
time step size would become infinite when none of the 
leaflets is moving (i.e. zero velocity). 

Extrapolation from previous time steps. When 
advancing to a new time step, the angular accelerations 
for the first coupling iteration (k = 0) are estimated 
based on a quadratic extrapolation from previous time 
steps. This initial prediction of the values results in 
fewer coupling iterations per time step.  
Also, the Jacobian’s components are quadratically 
extrapolated from previous time steps. This is 
meaningful since the Jacobian is not changing much per 
time step.  
Therefore, the extrapolation of data from previous time 
steps decreases the number of coupling iterations per 
time step and lowers the computational cost. 

Initialization at the beginning of a new time step 
When going to a new time step n+1, the variables are 
initialized. This is done by setting tn+1 = tn+Δtn+1, aθ&&Δ

 = 0, bθ&&Δ  = 0, aMΔ  = 0, bMΔ  = 0 and k = 0. 

Time integration scheme and leaflet behaviour at the 
limited position 

 Backward Euler time integration. The angular 
velocity and angular position of each leaflet on the time 
level n+1 are calculated from the angular accelerations 
using a time-integration scheme. Because the flow 
solver in which the algorithm is implemented uses a 
backward Euler scheme, this scheme is also preferred 
for the structural movement:  
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(15) 

If the time discretization schemes of the flow and the 
structural solver do not match, then spurious oscillations 
can occur, as is shown in Vierendeels et al. (2005). 

Leaflet behaviour in open and closed position. The 
angular position of each leaflet is restricted by a 
minimum and a maximum angle, indicating, 
respectively, the fully closed and fully open position. In 
reality, this is usually achieved by a physical blocking 
mechanism incorporated in the design of the leaflet 
hinges. These limitations can be numerically modelled 
by setting the angular position equal to the limited 
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position and the angular velocity and angular 
acceleration equal to zero, as briefly suggested by 
Guivier et al. (2007). However, they did not explain 
how to make the transition from a moving to a resting 
leaflet.  
In the developed algorithm, this transition is modelled 
by setting the position equal to the limitation and 
recalculating the angular velocity and acceleration. This 
is implemented as follows. When the calculated position 
of a leaflet exceeds its limitations (i.e. θi

n+1,k+1 < θmin or 
θi

n+1,k+1 > θmax), then the position is set equal to this 
limitation (i.e. θi

n+1,k+1 = θmin or θi
n+1,k+1 = θmax). In order 

to move exactly to the limited position in the time step, 
the angular velocity 1,1 ++ kn

iθ&
 
and acceleration 1,1 ++ kn

iθ&&  
are 

subsequently recalculated (using the backward Euler 
scheme): 
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Furthermore, the previously described FSI convergence 
criterion must be changed when the position is limited 
since the FSI convergence criterion should no longer 
depend on the absolute value of ( )kn

ii
kn

i IM ,1,1 ++ ⋅− θ&& , but 
merely on its mathematical sign. This can be understood 
by adding Mi

r,n+1,k

 to the moment equation, with Mi
r,n+1,k

 
being the reaction moment of the blocking mechanism 
exerted on the leaflets in coupling iteration k of time 
step n+1: 

kn
ii

kn
i

knr
i IMM ,1,1,1, +++ ⋅=+ θ&& (17) 

or 
( )kn

ii
kn

i
knr

i IMM ,1,1,1, +++ ⋅−−= θ&& (18) 
In order to maintain contact between the leaflet and the 
blocking mechanism, this reaction moment will be 
either negative or positive (depending on the leaflet and 
on the limiting position: θmin or θmax). As FSI 
convergence criterion, it is checked whether or not the 
reaction moment has this appropriate mathematical sign. 
Therefore, when the motion of leaflet i is limited, the 
FSI convergence criterion (Equation (12)) of this leaflet 
i is replaced by 

0,1, ≤+ knr
iM (19) 

or 
0,1, ≥+ knr

iM (20) 
depending on the orientation of the leaflet and on 
whether the leaflet is fully open or fully closed. 

Simulation setup 

The new quasi-Newton algorithm is used to simulate the 
dynamics of a 3D BMHV. This BMHV is a model of 
the 25mm ATS Open PivotTM Standard Heart Valve in 
aortic position with the orifice inner diameter measuring 
20.8mm. The valve is simplified at the hinge regions by 
cutting away the blocking mechanism and hinges at the 
casing.  
The valve is subsequently placed in three geometries. 
The first geometry consists of a rigid straight tube 
(visualized in Figure 3). The second geometry also 
consists of a rigid straight tube upstream of the valve, 
but rigid Valsalva sinuses are added downstream of the 
valve. Such Valsalva sinuses are anatomically present in 
the ascending aortic root and have an influence on the 

valve closing. The Valsalva sinuses are based on the 
geometry described in Reul et al. (1990) and are 
positioned symmetrically with respect to the leaflets 
rotation axes (Figure 4). In the third geometry, the same 
Valsalva sinuses are used, but they are positioned 
asymmetrically (rotated over angle of 30 degrees) with 
respect to the leaflet rotation axes in such a way that one 
of the leaflets faces directly one sinus (Figure 5).  
For the geometries, the upstream tube has a diameter of 
22mm and measures 75mm in length. The downstream 
geometry has a length of 95mm. The diameter of the 
downstream tube is 27.36 mm for the Valsalva sinuses 
and 22mm for the straight tube.  
It is noted that these geometries are based on clincial 
practice since, when implanting the BMHV, the surgeon 
can choose to preserve the Valsalva sinuses or to cut 
them away and replace the entire ascending aortic root 
(in the so-called Bentall procedure (Bentall et al. 1968)). 
Moreover, the surgeon can choose to position the valve 
symmetrical to the anatomical Valsalva sinuses, or to 
position it asymmetrical. 
 

                     

Figure 3: View on the first geometry with straight tube 
downstream of the valve: isometric (left), from front side (up), 
from top side (middle) and from inlet (down). 
 

                

Figure 4: View on the second geometry with symmetrically 
placed Valsalva sinuses downstream of the valve: isometric 
(left), from front side (up), from top side (middle) and from 
inlet (down). 
 

               

Figure 5: View on the third geometry with asymmetrically 
placed Valsalva sinuses downstream of the valve: isometric 
(left), from front side (up), from top side (middle) and from 
inlet (down).  

 
An unstructured grid is generated in the geometries, 
consisting of approximately 800 000 tetrahedral cells. 
Two cell layers are generated in the gap (measuring 
0.1mm) between the leaflets and the casing near the 
hinge region. The grids are constructed by defining the 
mesh size at the leaflet walls. Subsequently, a size 
function is applied at these leaflet walls, which means 
that in the direction perpendicular to the leaflet walls, 
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the grid size in the geometry increases at a specified 
rate. Therefore, a very fine grid size can be obtained at 
the leaflet walls, resulting in an accurate calculation of 
the wall shear stress magnitude and distribution. 
The ALE-approach is followed, which means that the 
fluid grid follows the motion of the structure and 
subsequently needs an update. This update is done using 
a local remeshing method and spring-based smoothing. 
Due to the ALE approach, this remeshing can only be 
performed when going to a new time step. During the 
subsequent coupling iterations, the grid motion is 
performed with spring-based smoothing in order to 
maintain good mesh quality. The maximum time step 
size Δtmax is set to 0.001s. 
An inlet aortic flow pulse with a period of 1s (displayed 
in Figure 6) is imposed upstream and was previously 
used in Dumont et al. (2005, 2007) and Annerel et al. 
(2010). The flow pulse profile is uniform. A 
physiological pressure profile is imposed at the 
downstream outlet boundary. Note, however, that in a 
rigid geometry the pressure level does not affect the 
flow field (only the pressure gradient appears in the 
equations).  
Blood is modelled as an incompressible Newtonian 
fluid with density and viscosity respectively equal to 
1050kg/m3 and 4E-3Pa·s. No turbulence model is used, 
thus implying laminar flow. A no-slip boundary 
condition is applied at the walls. The valve is initially 
set in the closed position. The moment of inertia of one 
rigid valve leaflet about its rotation axis is equal to 
9.94E-9 kg·m2.  
Each simulation is run in parallel on eight cores (2 x 
Quad-Core Intel Xeon 2.66GHz) with 8GB RAM. 
The FSI convergence threshold ε0 is chosen as (with 
reference moment equal to 1E-9Nm): 

Nm 13-E1
4E1

9-E1

4E1
0 === refM
ε

 
(21) 

The optimal values for ε1 and ε2 are derived from a 
sensitivity analysis (not included in the paper) and are 
equal to: 

001.0
100

2

0
1

=

=

ε

ε
ε

 
(22) 

RESULTS 
In this section, the performance of the presented 
coupling algorithm is evaluated. Subsequently, the 
leaflet dynamics and the general flow field are 
discussed. Finally, the maximal wall shear stress that 
occurs during opening of the valve leaflets is studied in 
the three geometries. 

Solution process 

The average number of coupling iterations per time step 
for the first geometry is given in Table 1. This solution 
process shows that during valve movement the 
developed algorithm reaches convergence in each time 
step within approximately four coupling iterations (see 
Table 1, “opening” and “closing”, with ε0=1E-13Nm).  
 
Table 1: Averaged needed number of coupling iterations per 
time step for the presented coupling scheme, in the first 
geometry (straight tube) with ε0= Mref/10000, ε1= ε0/100 and 
ε2=0.001. 
 

Opening 
(t=0s .. 

0.0725s) 

Open 
(t=0.0725s 
.. 0.325s) 

Closing 
(t=0.325s .. 

0.3925s) 

Closed 
(t=0.3925s 

.. 1s) 

Total 
(t=0s .. 1s) 

4.064 1 3.984 1 2.279 

Leaflet kinematics and flow field 

The results of the simulations are depicted in Figure 6 
and Figure 7.  
The angular positions of the leaflets are presented in 
Figure 6, relative to the fully open position. Therefore, 0 
and 1 refer, respectively, to the fully closed and fully 
open position. For the first geometry (straight tube), the 
leaflets of the valve reach the open position. Moreover, 
the resulting movement of the leaflets is symmetrical. 
Such symmetry in leaflet movement is also 
(approximately) found in the second geometry with 
symmetrical placed Valsalva sinuses. However, the 
leaflets do not reach the completely open position in this 
geometry. Finally, in the third geometry with 
asymmetrically placed Valsalva sinuses, both leaflets do 
not open completely and they do not behave 
symmetrically. 
 

 
Figure 6: Angular position of the leaflets (relative to maximal 
opening angle) and the aortic flow pulse velocity. The leaflets 
of the straight tube geometry move symmetrically. The gray 
vertical line denotes “peak systole” (t = 0.125s), the time level 
at which Figure 7 is taken. 
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Figure 7: Velocity Magnitude in m/s at peak systole (t = 0.125s) visualized on a longitudinal section perpendicular to the leaflet 
rotation axes, for the geometry with the straight tube (left), the symmetrically placed Valsalva sinuses (middle) and the asymmetrical 
Valsalva sinuses (right). 
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Figure 7 shows the velocity field for the geometries at 
peak systole. Downstream of the valve, the flow pattern 
consists of three jets, which is typical for a BMHV. The 
recirculation zones of the blood flow in each sinus of 
Valsalva is clearly visible. Furthermore, downstream 
these Valsalva sinuses, the flow velocity is lower than in 
the geometry with the straight tube due to the difference 
in downstream tube diameter.  

Maximal wall shear stress on the valve leaflets 

The amount of blood damage can be related to the 
magnitude and the duration (exposure time) of the 
applied shear stresses (Dumont et al. 2007). In this 
section, the magnitudes of the wall shear stresses on the 
valve leaflets are discussed. Since the difference in 
leaflet opening movement between the three geometries 
is a main interest of this paper, only the forward flow is 
studied.  
In all geometries, the maximal wall shear stress during 
forward flow is observed at t = 0.125s (peak systole). 
Furthermore, because this time level corresponds with 
the maximal blood inflow velocity, the maximal wall 
shear stress is located at the (b-datum) leading edge of 
the leaflets, as is visualized in Figure 8. For the first 
geometry (with straight tube), a maximal wall shear 
stress of 274Pa is calculated at both leaflets. In the 
second geometry (with symmetrically placed Valsalva 
sinuses), the magnitude of the maximal wall shear stress 
is approximately the same: 272Pa for both leaflets. 
Finally, the third geometry (with asymmetrically placed 
Valsalva sinuses), induces the same value of 276Pa at 
one leaflet, but a significantly larger maximal wall shear 
stress of 304Pa is observed at the other leaflet (i.e. at 
“leaflet 2”, the leaflet that faces directly one sinus). 
Subsequently, the wall shear stresses are spatially 
averaged on the leaflets during peak systole. This results 
in an average wall shear stress of 28.8Pa for both 
leaflets in the first and second geometry. For the third 
geometry, however, a slightly larger value of 29Pa is 
calculated for “leaflet 2” and a smaller average shear 
stress of 28.2Pa is observed on the other leaflet. The 
values of the average shear stress are in the same 
magnitude as calculated in previous studies (Dumont et 
al. 2005, 2007). 

DISCUSSION 
The results indicate that the presented algorithm has a 
stable and efficient solution process.  
Furthermore, the resulting leaflet positions agree well 
with Feng et al. (1999, 2000) and De Tullio et al. (2009).  

In particular, the results show that the maximum open 
position of the valve leaflets is not reached in the 
geometries with the Valsalva sinuses. Such incomplete 
opening for the ATS Open PivotTM Standard Heart 
Valve in a divergent geometry is explained due to the 
greater sensitivity of the leaflet movement to the 
downstream flow field compared to other BMHV 
designs, since the leaflets extend farther in the flow 
downstream of the orifice than is the case in other 
designs. Therefore, the valve does not open completely 
in the divergent transvalvular flow caused by the 
Valsalva sinuses enlargement, since the leaflets tend to 
align with the streamlines (Feng et al. 1999, 2000). In 
the straight tube, however, a full opening of the valve 
leaflets is observed.  
Moreover, it is observed that the two leaflets have 
differences in movement for the third geometry (with 
asymmetrically placed Valsalva sinuses). This 
asynchrony is triggered by the presence of the 
asymmetry in the geometry downstream of the valve. In 
the symmetrical geometries, no differences in 
movement between the two leaflets are observed. The 
asynchronous leaflet movement caused by the 
asymmetrically placed Valsalva sinuses is consistent 
with De Tullio et al. (2009). 
Finally, for forward flow, the maximal wall shear 
stresses generated at a valve leaflet is significantly 
lower in the symmetrical geometries than is the case in 
the geometry with asymmetrically placed Valsalva 
sinuses. Because the maximal magnitude of wall shear 
stress is related to the acquired blood damage, it can be 
concluded that, in case of the ATS Open PivotTM 
Standard Heart Valve, placing the downstream 
geometry symmetrically with respect to the valve 
leaflets reduces the accumulated amount of blood 
damage during forward flow. 

CONCLUSION 
In this paper, a strong coupling scheme for the 
partitioned simulation of a BMHV is presented and 
evaluated. The convergence of the coupling iterations 
between the flow solver and the leaflet motion solver is 
accelerated using the Jacobian with the derivatives of 
the pressure and viscous moments acting on the leaflets 
with respect to the leaflet accelerations. This Jacobian is 
numerically calculated from the data in the coupling 
iterations. A criterion is used for the selection of useable 
coupling iterations. 
Subsequently, the algorithm is used to simulate an ATS 
Open PivotTM Standard Heart Valve in three different 
geometries. The results show that the presented scheme 

                       
Figure 8: Distribution of wall shear stress magnitude in Pa on one valve leaflet surface during peak systole (t = 0.125s), front view 
seen from the b-datum gap, for the geometry with the straight tube (left), the symmetrically placed Valsalva sinuses (middle) and the 
asymmetrical Valsalva sinuses (right). 
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is stable and converges within a few coupling iterations. 
Moreover, it is observed that the leaflets tend to align 
with the streamlines. As a consequence, the leaflets 
perform an asynchronous movement in an asymmetric 
(downstream) geometry and they do not open 
completely in a divergent downstream geometry. Since 
symmetrical downstream geometries induce the smallest 
wall shear stress during systole, such geometries are 
preferred for valve replacement. 
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APPENDIX A 
The update of the Jacobian at coupling iteration k of 
time step n+1, can be categorized into three cases, 
depending on the acceleration perturbation vectors ( a  
and b ) obtained in previous coupling iterations: 

1. Vectors 0
a  and 0

b  
This means that none of the previous coupling iterations 
of that time step resulted in useable data to update the 
Jacobian (i.e. the acceleration perturbation and moment 
data vectors are equal to zero).  
The data generated in the current coupling iteration k 
will be evaluated on its usability by checking the 
Jacobian update criterion (Equation (11)). For doing so, 
the vector a  is set as the difference between the 
accelerations of coupling iteration k and the 
accelerations of the reference coupling iteration (i.e. 
k = 0): 

0,1
2

,1
2

0,1
1

,1
1

,1
2

,1
1

nkn

nkn

kn

kn
a

 (23) 

For the second vector (i.e. b ), three possibilities can 
be distinguished: 
 b = a,n , with a,n  the vector a  used in previous 

time step n; 
 b = b,n , with b,n  the vector b  used in previous 

time step n; 
 b = a , with a  the vector perpendicular to 

a : 

aa

aa

12

21

 (24) 

The moments corresponding with a  are estimated 
by using the Jacobian of previous coupling iteration 
k-1: 

a

k
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M

2
12
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1
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12

1
1

11

1
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 (25) 

The possibility for b  that results in the smallest left-
hand side of Equation (11) is chosen.  
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When this smallest value is smaller than or equal to 2 
(i.e. Equation (11) is fulfilled), then the update of the 
Jacobian is done by Equation (8), with  

0,1
2

,1
2

0,1
1

,1
1

,1
2

,1
1

nkn

nkn

kn

kn
a

MM

MM

M

M
M

 (26) 

and bM  set equal to the moment data corresponding 
with the chosen b . After this Jacobian update, the 
vector b  is discarded by setting b  = 0 (and bM  = 
0), since bM

 
is not derived from coupling iterations in 

the current time step and hence does not need to be 
stored.  
However, when the smallest value for the left-hand side 
is greater than 2 (i.e. Equation (11) is not fulfilled), the 
Jacobian will not be updated. Both vectors a  and b  
(and their moment data aM

 
and bM ) are then 

discarded by setting them equal to 0. 

2. Vector 0
a  and vector 0

b  
An appropriate vector a  (with moment data aM ) is 
already obtained in a previous coupling iteration.  
The data generated in this coupling iteration k will first 
be evaluated on its usability by checking the Jacobian 
update criterion (Equation (11)). For doing so, the 
vector b  is set as the difference between the 
accelerations of coupling iteration k and the 
accelerations of the reference coupling iteration (i.e. 
k = 0): 

kn

kn

,1
2

,1
1b

0,1
2

,1
2

0,1
1

,1
1

nkn

nkn

 (27) 

Also, the data concerning the moments is set: 

0,1
2

,1
2

0,1
1

,1
1

,1
2

,1
1

nkn

nkn

kn

kn
b

MM

MM

M

M
M

 
(28) 

When the Jacobian update criterion (Equation (11)) is 
satisfied, the Jacobian components are updated by 
solving Equation (8) with a  and b  (and their 
corresponding moment data aM

 
and bM ). 

If the Jacobian update criterion is not fulfilled, then the 
Jacobian is not updated and the vector b  (and its 
moment data bM ) is not used. The vector b  is then 
discarded (i.e. b = 0 and bM = 0). 

3. Vector 0
a  and vector 0

b  
Two vectors a  and b  (with corresponding aM

 
and 

bM ), appropriate for the update of the Jacobian, have 
already been generated in previous coupling iterations. 
So, in a previous coupling iteration, the Jacobian was 
already updated with that data. Therefore, the Jacobian 
is kept. 

APPENDIX B 
When the quality of the (last used) Jacobian is 
insufficient, the angular accelerations of the next 
coupling iteration k+1 are calculated in such a way that 
it will become possible to calculate a good Jacobian in 
the next coupling iteration by the acceleration and 
moment data generated in this next coupling iteration.  
In order to calculate such appropriate angular 
accelerations, three cases can be distinguished, 
depending on a  and b  (and thus depending on the 
amount of data that are already acquired in previous 
coupling iterations): 

1. Vectors 0
a  and 0

b  
This means that the current and previous coupling 
iterations do not result in useable data for the update of 
the Jacobian. So, in the next coupling iteration k+1, one 
of the leaflets will be perturbed with a significant 
parameter , since this will result in an appropriate a  
(and aM ) in this next coupling iteration, as is described 
in (Annerel et al. 2010, Dahl et al. 2010). For example, 

01,1
2

1,1
1

kn

kn

0,1
2

1,1
2

0,1
1

1,1
1

knkn

knkn

 (29) 

The method is not sensitive to the exact value of this 
parameter  (Vierendeels et al. 2005). It should be 
chosen so that it is large enough to result in a significant 
change of the moments (i.e. aM  must become 
significantly large with respect to the flow solver 
convergence threshold). However, it should not be 
chosen too large, because this could result in a failing 
mesh motion. For the cases simulated in this paper, |  is 
equal to 10 rad/s2. The mathematical sign of  depends 
on the movement phase (opening or closing) and the 
specific leaflet. 

2. Vector 0
a  and vector 0

b  
The data of one of the current or previous coupling 
iterations (stored as a  with aM ) can thus still be used 
to update the Jacobian in the next coupling iteration. 
To ensure that the perturbation of the leaflet 
accelerations in the next coupling iteration will generate 
data that will result in a good update of the Jacobian 
(i.e. the data of the next coupling iteration k+1 are 
useable as b  with bM ), the leaflets are perturbed in a 
direction that is perpendicular to vector a . For 
example, 

akn

akn

1
1,1

2

2
1,1

1
ankn

ankn

1
0,1

2
1,1

2

2
0,1

1
1,1

1

 (30) 

or  

akn

akn

1
1,1

2

2
1,1

1
ankn

ankn

1
0,1

2
1,1

2

2
0,1

1
1,1

1

 (31) 

However, it must be checked whether or not these 
perturbations exceed the limited position of the leaflets. 
So, when one of these perpendicular perturbations is 
blocked, then one of the two leaflets is perturbed with 
the small parameter :  
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2
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1

kn

kn
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2
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1
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1
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 (32) 

or  

1,1
2

1,1
1 0

kn

kn

0,1
2

1,1
2

0,1
1

1,1
1

nkn

nkn

 (33) 

depending on which of the two perturbations is resulting 
in the smallest left-hand side of the Jacobian update 
criterion (Equation (11)).  

3. Vector 0
a  and vector 0

b  
No extra data are needed, since all the data that are used 
to update the Jacobian, depend already on time step 
n+1. The slow residual drop rate is hence inherent to the 
problem and cannot be resolved efficiently by 
generating extra data. The Jacobian is thus kept. The 
angular accelerations of the next coupling iteration are 
thus calculated by Equation (5) with the Jacobian and 
this next coupling iteration is subsequently initiated. 
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ABSTRACT
In this work the simulation of the compressible multiphase flow in a
fire extinguishing system is investigated. Challenges with the sim-
ulation of these conditions include both algorithmic issues like the
correct depiction of the momentum transfer between the gaseous
and the liquid phase and practical issues like the compatibility with
other software tools (e.g. CAD, meshing tools) in order to simu-
late such flows with an arbitrary mesh. Also the amount of cells
needed for adequate resolution of the flow requires parallelization
of the simulation in order to maintain reasonable calculation times.
The information of the movement of the liquid extinguishing mate-
rial calculated by the simulation is characteristic for the subsequent
progress in the pipes. Simulation results of an actual fire extinguish-
ing process are compared to the experimental data.

Keywords: CFD, multiphase, compressible, pipe flow, experi-
mental validation.

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3].
ρ0 Constant value of mass density at reference conditions

for liquid equation of state, [kg/m3].
α Volume fraction of phase, [−].
ν Kinematic viscosity, [m2/s].
ψ Proportionality factor between pressure and density,

[s2/m2].

Latin Symbols
a Fit constant for equation of state of gas, [−].
b Fit constant for equation of state of liquid, [−].
u Velocity vector, [m/s].
p Absolute pressure, [Pa].
T Temperature, [K].
R Universal gas constant = 8.314472, [J/(mol K)].
m Mass, [kg].
mmol Molar mass, [kg/mol].
S Shear stress tensor, [m2/s2].
g Acceleration of gravity, [m/s2].
F Volumetric force density, [kg/(m2 s2)].
E Specific energy per unit mass, [J/kg].
Ma Mach number, [−].
cV Specific heat at constant volume, [J/(kgK)].
t0 Initial time, [s].

Sub/superscripts
g Gas phase.
l Liquid phase.
t Turbulent value.
1st First order discretization scheme.
2nd Second order discretization scheme.
sm Smagorinsky turbulence model.
sp Spalart Allmaras turbulence model.
bottle Value of the high pressure gas bottle.
σ Index for surface tension.

INTRODUCTION

Computational fluid dynamics is a useful tool for the descrip-
tion of flows of both academic and industrial needs for pre-
diction, visualization and optimization purposes. The simu-
lation of compressible multifluid flow is a challenging task
especially in arbitrary geometries given by industrial ma-
chines or other equipments. There is a limited number of
programs, in which the gaseous phase can be calculated as
a compressible fluid, but the possibility to depict pressure or
even shock waves in both the gaseous and the liquid phase is
still a marginally explored area of the flow simulation field.
Also the creation of the calculation domain (i.e the mesh in
the investigated volume) with both structured and unstruc-
tured cells is a requirement for solving industrial questions.
An adequate grid resolution has to be assured to guarantee
the desired refinement. For that reason the possibility of par-
allelization of the calculation on multiple computer processor
cores is an important feature of a software, that enables the
reduction of calculation time, the increase of the cell number
and with it the resolution of the flow.
These features are all available in the software OpenFOAM
(Weller et al., 1996; OpenCFD Limited, 2011). The pre-
sented results in this work were simulated using this open
source CFD software. The code is written in the object ori-
ented programming language C++. This guarantees the pos-
sibility to change, rewrite and create new code segments.
The existing classes were taken and used with newly imple-
mented code segments to create a new solver (Nagy and Ha-
rasek, 2010) for the simulation of highly compressible mul-
tiphase flows like e.g. the velocity induced breakup of water
droplets or the simulation of newly developed environmental
friendly drilling heads in the geothermal industry (Voglsam
and Winter, 2010). In these cases pressure differences of a

1
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factor of 102-103 are not uncommon. Velocities exceed the
supersonic threshold reaching to Mach numbers of 3-4. The
depiction of shock waves in both phases is important, as these
phenomena determine most parts of the flow regime.
Another application of this solver is in the lower pressure re-
gion up to approximately 10 MPa, where the gaseous phase
is definitely compressible (e.g. like in fire extinguishing sys-
tems, see figure 1) and cannot be considered to be an ideal
gas. On the other hand liquid phases are mostly incompress-
ible. The simulation of field quantities like pressure and tem-
perature as well as of the interaction and movement of a liq-
uid phase due to high pressure gas is an important task in
order to guarantee the correctness of the results calculated
by the solver handling both phases in a compressible way.

valve

outlet

gas

liquid

riser pipe

closed domain

Figure 1: Schematic sketch of subject

A future goal of investigation is the inclusion of phase change
into the code. At this stage it is important to test the solver
for its capabilities concerning the solution of a compressible
multiphase flow. The implementation of this additional phe-
nomenon can occur after this step. This work is dealing with
these tests of the solver regarding the multiphase flow with-
out phase change. Both simulation and experimental data
are presented and compared. An important question is, if
the newly developed solver is able to simulate pressure and
temperature with less errors than the measuring error of the
sensors and at which point deviations, that are not within this
range, appear due to neglecting phase change.
The actual investigated problem is the flow of a fire extin-
guishing procedure out of a bottle filled with the liquid agent
(like carbon dioxide, various halogenated hydrocarbons etc.,
(Andersson and Blomqvist, 2011; Saito et al., 1996)) into a
system of conduit tubes through specially constructed noz-
zles into the room. Such extinguishing systems can be found
for example in server rooms, storage rooms of museums or
libraries.
Thus local phenomena can be analyzed via CFD, field values
at a certain location of the flow. One can only put a finite
number of sensors into the flow, but the simulation can re-
produce field values for the whole domain of investigation.
This solver can contribute to the development of analytic so-
lutions for the flow through the system of pipes with several
turns and the homogenous fluid distribution through several
nozzles. Because of the fact, that the used CFD tool Open-
FOAM can be parallelized, systems of multiple bottles (ac-
tual real life setup) and long systems of tubes can be investi-
gated and compared to experimental data.
A simple numerical example is shown, where grid conver-
gence and differences between two selected turbulence mod-
els as well as first and second order discretization are inves-
tigated. Also two experiments with such a fire extinguishing
system are investigated comparing experimental and simula-

tion data.

MODEL DESCRIPTION

Equation of state

Throughout the simulations the pressure values do not ex-
ceed 5 MPa and the temperature range is between 230 K and
310 K, thus these regions of pressure and temperature are
considered to be relevant for the equations of state. The fire
extinguishing fluid considered in the experiments is stored
under pressure in liquefied state. After releasing the fluid
into the piping system, part of the fluid evaporates. For the
gaseous phase the density can be described by a polynomial
of fourth order in pressure and it is indirectly proportional to
the temperature (NIST Chemistry WebBook, 2011). In fig-
ure 2 one can see the comparison between values out of the
literature and the polynomial.
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Figure 2: Function describing the equation of state of the
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liquid phase at 285 K (NIST Chemistry WebBook, 2011)

ρg = (a1 p4 + a2 p3 + a3 p2 + a4 p + a5)ψg (1)

Here,

ψg = 1/(R̃g T ) (2)

is indirectly proportional to the temperature, where
R̃g = R/mmol,g. The liquid equation of state can be described
by a linear function in pressure, as can be seen in figure 3.
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ρl = ψl p + ρ0 (3)

Here the coefficient ψl is also indirectly proportional to the
temperature

ψl = b/(R̃l T ), (4)

where R̃l = R/mmol,l .

Governing equations

Simulation of flows driven by fluids at high pressures inves-
tigated in this work must consider the compressibility of the
fluids (Mueller et al., 2009; Chang and Liou, 2007; Nour-
galiev et al., 2006). For that reason the continuity, the mo-
mentum and the energy equations are solved consecutively
without a velocity pressure coupling. The description of mul-
tiple phases is done by the standard ansatz of the volume of
fluid method (OpenCFD Limited, 2011; Raessi et al., 2010)
using a scalar α for the phase volume fraction, that is trans-
ported with the velocity. A mean density is calculated with
the phase fraction and used in the following calculations.

ρ = αρl + (1−α)ρg (5)

The continuity equation is solved with a non-constant density
ρ .

∂ρ

∂ t
+ ∇ · (ρu) = 0 (6)

This modified density is used for the calculation of the mo-

mentum equation. The value of pressure p is calculated out
of the density ρ with the equation of state (see equations 1
and 3)

∂ρu
∂ t

+ ∇ · (ρuu) = −∇p+

∇ · [ρ(ν +νt)2S] + ρg + Fσ

(7)

Here, ν and νt are the laminar and the turbulent viscosity, S
is the shear rate tensor, g is the acceleration of gravity and
the term Fσ is the volumetric force density resulting from
surface tension (Dijkhuizen et al., 2005; OpenCFD Limited,
2011). With the term of νt turbulence is introduced. Tur-
bulence modeling is achieved in the form of the LES model
(Bech, 2005; Weller et al., 1996; OpenCFD Limited, 2011).
For sub-grid scale turbulence two different models are inves-
tigated. On the one hand the Smagorinsky model is used with
the code internal default values used for different constants
in the model (OpenCFD Limited, 2011). On the other hand
the Spalart Allmaras one equation model is investigated in
order to consider a more sophisticated turbulence modeling.
In the next step the equation of energy is solved

∂E
∂ t

+ ∇ · (E + pu) = 0 (8)

One has to consider the fact, that E = ρcvT + 1
2 ρu2 is the

sum of the specific internal and specific kinetic energy per
unit mass with cv being the specific heat at constant volume
and T being the absolute temperature of the fluid.
With the calculated value for T one can calculate the values
for ψg and ψl in equations 2 and 4 and with it ρg and ρl in
equations 1 and 3. With this a new time step is initiated and
the procedure is continued.

0.1m
0.02m

gas, p=3MPawall

liquid, p=0.101325MPa

outlet gas, p=0.101325MPa

z

rotational axis

Figure 4: Schematic sketch of simplified test geometry

NUMERICAL INVESTIGATION

As the code has not been used before in the described area
of relatively low pressure flow simulation a short numerical
test with some parameter studies is presented. This test is
supposed to show a rough estimation of parameter settings,
the magnitude of different errors and which of these errors
dominate. For this reason a simple idealized geometry was
created (see figure 4). In this example a high pressure gas
at 3 MPa is driving a liquid phase at ambient pressure out
of a tube. Ideal equilibrium of temperature is assumed here
and the value was set to 293 K. The gas is contained in a
chamber, that is connected to the tube holding the liquid. At
the bottom end of the tube the liquid phase is able to exit
into the gas phase at ambient conditions. At time t0 = 0.0 s
an infinitesimal thin wall separating the liquid from the gas
is removed, starting the expansion process of the gas, which
drives the fluid.
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Figure 5: Test for grid convergence at t = 1.5 ms

The geometry is fully three-dimensional, with a rotational
axis. The reason for not using this symmetry of the ge-
ometry was to assure the calculation of turbulence three-
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dimensionally and to exclude possible artifacts of the sym-
metry boundary condition. Goal of this test was to depict the
movement of the liquid phase due to the driving force from
the high pressure gas. The diameter of the tube was set to
0.02 m to guarantee similarity between the dimensions in this
example and the diameter of the tubes used in the following
simulations.
Three different meshes are investigated with 26400, 215400
and 1796800 hexahedral cells (coarse, middle and fine grid).
This gives a refinement factor of the cell edge length of about
2 with each mesh. Shown diagrams are plotted for values
on the rotational axis of the geometry. As one can see in
figure 5 the liquid phase has been moved by 0.033 m after
1.5 ms and partially has left the tube placed between 0.05 m
and 0.15 m. However it has not reached the outlet, so at this
point no effects from the outlet boundary condition have to
be considered. The sharp steps in the phase fraction in figure
5 show the convergence of the results with the refinement of
the grid.
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Figure 6: Relative difference of pressure between first and
second order discretization at t = 0.1 ms

-1.0e-04

0.0e+00

1.0e-04

2.0e-04

3.0e-04

4.0e-04

5.0e-04

6.0e-04

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14

re
la

ti
v

e 
p

re
ss

u
re

 d
if

fe
re

n
ce

 [
-]

z [m]

coarse grid
middle grid

fine grid

Figure 7: Relative difference of pressure between Smagorin-
sky and Spalart Allmaras turbulence model at t = 0.1 ms

For one the more stable upwind (OpenCFD Limited, 2011)
first order discretization scheme is used for the calculation of
the divergence terms in the transport equations and all other
differential operations are discretized of first order accuracy,
however it introduces numerical diffusion, that might lead to
unacceptable errors. For avoiding the problems of artificial
diffusion the second order central differences scheme linear

(OpenCFD Limited, 2011) is also investigated for the diver-
gence terms and second order schemes are used for other op-
erators as well.
In figure 6 one can see the relative difference in pressure be-
tween first and second order discretization after 0.1 ms. At
this point of time the pressure wave is propagating through
the liquid phase, but is not reflected or compromised in any
way, so numerical effects can be visualized easily. Here the
value (p2nd − p1st )/p2nd is shown. The errors occurring with
different discretization schemes are less than 1.5 % in this
test case, which are within or of the magnitude of the mea-
suring errors of pressure sensors at the considered pressure
values.
An important issue is the error, which different turbulence
models may introduce into the simulation. Both Smagorin-
sky and Spalart Allmaras calculate very similar results for
the given case. In figure 7 the relative difference (psp −
psm)/psp is presented. It can be seen, that differences are of
at least one magnitude lower than that due to discretization.
This shows, that under these circumstances the correct dis-
cretization reduces errors in a higher magnitude than a more
sophisticated turbulence model.
The conclusions of the numerical example are, that the re-
sults are converging with refinement of the grid and that over-
all errors (in pressure) are less than 1.5 % and these can be
mainly attributed to discretization.

’FIRE EXTINGUISHING’ EXPERIMENT

The flow of a fire extinguishing fluid out of a high pressure
bottle is mainly determined by the driving force of the pres-
sure difference between the pressure inside the bottle and the
pressure outside of it. If the fluid is present in both liquid
and gaseous form in a geometry as shown in figure 8 the high
pressure gas located in the upper part of the bottle pushes the
liquid located in the lower part of the bottle through a riser
pipe out of the bottle. Before the initial time, the fluid is con-
tained by a valve within the bottle. After opening the valve,
the liquid phase is able to escape the containment vessel. If
the pressure of the liquid falls below the vapor pressure va-
porization starts, which is the second main determining fac-
tor of the flow.

Experimental setup

A fire extinguishing system was investigated both experi-
mentally and by simulation. For the first experiment the bot-
tle was connected to a system of conduit tubes with a diam-
eter of 0.0216 m and an overall length of 16.7 m. One bent
and eight straight tubes with lengths between approximately
0.3 m and 4.5 m were connected by seven elbows. One single
nozzle was put to the very end of the system of conduit tubes.
The fluid leaves the bottle, flows through the pipes and exits
through the nozzle. Of main interest in this investigation was
the movement of the gaseous and the liquid phase out of the
bottle itself. For that reason the gas pressure, that is equal
to the liquid pressure (negligible hydrostatic pressure), and
temperature in the upper part of the bottle outside the riser
pipe were measured (see figure 8). The cross section of the
pipe is not entirely circular, so the sensors can fit through the
neck of the bottle. Also a temperature sensor was placed in
the bottom part of the geometry for the measurement of the
temperature of the liquid phase. The measurement of these
values occurred with a temporal resolution of 0.1 s.
In the second experiment some changes to the this setup
were made. Three nozzles were added to the conduit tubes
throughout the whole length of the system in order to achieve
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valve
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high pressure liquid

measuring point in gas

measuring point in liquid

Figure 8: Schematic sketch of the gas cylinder geometry for
experiment and CFD (initial conditions)
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Figure 9: Experimental data of the gas pressure and tempera-
ture as well as the liquid temperature in the first run (detailed
values of the first two seconds can be seen in figures 11 - 13)

the process of a real life fire extinguishing system in a small
room. In the first run 15 kg and in the second run 25.2 kg
of extinguishing fluid was filled into the bottle prior to the
experiments.
Figure 9 shows the gas temperature and pressure as well as
the liquid temperature in the first experiment. After pres-
sure and temperature values stabilized at a constant value,
the measurement was started (point of time t = 0 s in figure
9) by opening the valve. Three main regions can be seen.
The first 0.9 s of the pressure curve shows the free expan-
sion of the gaseous phase, whereas between 0.9 and 1.2 s the
pressure rises quickly and after this point of time decreases
throughout the whole extinguishing processes. Also the liq-
uid temperature is more or less constant up until this point
of time at 0.9-1.0 s, after this point the temperature values
in both gaseous and liquid phase decrease. At this point the
vapor pressure is reached and vaporization starts.
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Figure 10: Experimental data of the gas pressure and tem-
perature as well as the liquid temperature in the second run
(detailed values of the first two seconds can be seen in figures
14 - 16)

In figure 10 the experimental values of the second run can
be seen. A similar characteristic of the curves can be ob-
served. The differences are due to different initial values of
pressure, and temperature. In this case free expansion can be
seen in the plot of pressure up until 0.6 s (higher discharge
rate due to increased number of nozzles), thereafter an in-
crease of pressure occurs due to phase change between 0.6 s
and 1.5 s. Also the liquid temperature starts to drop at this
point of time because of evaporation.
The simulation of the flow up until and after this point of va-
porization is a significant indicator for the correctness of the
simulation model, as results can be compared to both exper-
imental data with and without phase change. For that reason
the first two seconds of the measurement are important for
consideration.

Simulation settings

The whole three dimensional geometry with bottle and con-
duit tubes is implemented in the simulation geometry, yet of
main interest is the movement and interaction of gaseous and
liquid phase inside the bottle.
The simulation of the first run is carried out with 1146827
cells and the simulation of the second experiment with
1203041 cells. The difference is due to the differing meshes
at the additional nozzles. As explained in section ’Nu-
merical investigation’ errors of highest magnitude are in-
troduced into the simulation due to discretization. For
that reason the calculations are carried out with second or-
der discretization schemes, also investigated in section ’Nu-
merical investigation’. Thermodynamic data is taken from
(NIST Chemistry WebBook, 2011). In the ’single nozzle’
simulation two turbulence models Smagorinsky and Spalart
Allmaras are used, whereas in the run with four nozzles
Spalart Allmaras is used. For the stability of the solu-
tion a maximal Courant number of 0.3 is used. The sim-
ulations are parallelized 32 fold and the calculation times
for the investigated 2 s are for both experiments about
8 days (on the phoenix2-cluster of the Central Informat-
ics Department of the Vienna University of Technology
(Vienna University of Technology, 2011)).
A simplification is made in the region of the conduit tubes by
setting the initial fluid instead of air at ambient pressure to ex-
tinguishing gas at ambient pressure. This does not introduce
considerable errors, as the density and other thermodynamic
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properties are similar. For the determination of the height
of the liquid phase the volume of the liquid is calculated out
of the measured initial overall mass m with a certain density
of the liquid and the gaseous phases at the measured initial
temperature values. The mass m is given by

m = ρlVl + ρg (Vbottle −Vl) (9)

By rearranging the equation to Vl one is able to calculate the
height of the liquid. Temperature of gas and liquid in the
simulation is also patched with the mean experimental val-
ues of temperature prior to the start of the experiment (first
run: Tg = 286.4 K, Tl = 273.3 K, second run: Tg = 284.65 K,
Tl = 283.65 K). Temperature on the outside of the bottle was
also measured during the process, however during the inves-
tigated first two seconds temperature values on the wall of
the bottle did not change considerably. Thus fixed values can
be used for the temperature on the walls of the implemented
geometry in the simulations. The initial pressure is set to
2.642 MPa in the first case and to 3.54 MPa in the second
case up to the height of the opening valve (see figure 19).
Outlet faces are used at the location of the nozzle(s).

Experimental and simulation results

In figure 11 the values of pressure during the first two sec-
onds of the first experiment are plotted. One can see the two
different shapes of characteristics, on the one hand the free
expansion, on the other hand the sudden additional increase
in pressure due to phase change at 0.9 s. Simulation results
with both turbulence models follow the curve of measure-
ment values up to this point and do not show the increase
in pressure after it. Measuring error of the pressure sensor
is given by the manufacturer by approximately ±0.05 MPa,
thus simulation results lie within these values. After 0.9 s this
is not the case and the solver results are considerably from
this point of time on due to phase change. However pressure
values show, that apart from phase change the movement and
interaction of a compressible high pressure gas and liquid are
depicted correctly within the measuring error intervals.
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Figure 11: Experimental and simulation results of pressure
during the first two seconds (first run)

In figure 12 one can see the temperature of the gaseous phase.
Both turbulence models show similar characteristics, how-
ever lie about 1 K underneath the mean experimental values.
The accuracy of thermocouples used is approximately ±1 K.
Figure 13 shows the temperature in the liquid phase. Simu-
lation results suggest a more or less constant temperature in
this region of the fluid. Experimental values oscillate around
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Figure 12: Experimental and simulation results of gas tem-
perature during the first two seconds (first run)
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Figure 13: Experimental and simulation results of liquid tem-
perature during the first two seconds (first run)
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Figure 14: Experimental and simulation results of pressure
during the first two seconds (second run)

273 K up until the point of time of about 0.9 s and start to
decrease rapidly. From this point on vaporization heat is de-
ducted from the liquid and the temperature drops throughout
the whole measurement.
In the second experimental run the initial values were dif-
ferent. Firstly the pressure was higher because of the higher
temperature of the fluid. But also a more even temperature
distribution inside the bottle could be achieved, as the tem-
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Figure 15: Experimental and simulation results of gas tem-
perature during the first two seconds (second run)

270

272

274

276

278

280

282

284

286

288

290

0.00 0.20 0.40 0.60 0.80 1.00 1.20 1.40 1.60 1.80 2.00

te
m

p
er

at
u

re
 [

K
]

time [s]

experimental
simulation

Figure 16: Experimental and simulation results of liquid tem-
perature during the first two seconds (second run)

perature of the liquid was 1 K less than the temperature of
the gas. One has to compare this to the difference of the
over 13 K difference in the first run. This results in the fact,
that the value of vapor pressure is increased and vaporization
starts already between 0.5-0.6 s. The characteristics of the
pressure during the first two seconds follow the experimental
values of pressure up until the point of phase change. In this
case the expected deviations due to the missing implemen-
tation of phase change also appear, which are not inside the
measuring errors of the sensors. The actual point of time of
opening the valve was not at t = 0.0 s, but 0.06-0.07 s later,
but the temporal resolution cannot depict this difference, that
is the reason, why the start of the simulation results had to be
shifted in figures 14, 15 and 16.
Figure 15 shows the temperature of the gaseous phase. Also
in this case temperature values lie about 1 K below the exper-
imental values.
In figure 16 one can see the temperature in the liquid phase.
The used turbulence model calculates constant values for
temperature of liquid, where experimental values also in this
case drop at the point of phase change.
At the initial stage, after the valve is opened a pressure wave
at high velocity travels through the conduit pipes. The forma-
tion of this wave can be seen in figures 19-22. As the gaseous
fluid is used for the gas initially located in the conduit tubes,
the pressure wave can only be depicted qualitatively, but not
quantitatively. Also a low pressure and a high pressure re-

gion can be seen in the 90◦ turn at the end of the riser pipe.
As the pressure wave is traveling at the speed of sound high
velocities can be found at the initial stage of the procedure.
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Figure 17: Velocity magnitude, speed of sound and Mach
number after t = 0.05 s in the conduit pipe between the second
and third elbow

Velocity magnitudes of the entire flow reach over a consider-
able region. In figure 17 one can see the velocity magnitude,
speed of sound and the Mach number at an early stage of
the process at t = 0.05 s in a straight section of the conduit
pipe connected to the bottle between the first and the second
elbow. At this initial point of time the high pressure gas ini-
tially contained above the liquid in the riser pipe escapes the
bottle and at this stage the pressure difference between high
pressure gas and ambient gas drives the flow of the process
in the conduit tubes. Here one can see, that in the simulation
the flow is in the transonic range and even a Mach number
Ma = 1 is exceeded at certain points. With time these values
of velocity magnitude decrease to Ma < 0.2-0.3.

Figure 18: Velocity magnitude after 0.8 s inside the bottle
along the middle plane of the bottle

On the other hand inside the bottle velocity magnitudes do
not reach such values. In figure 18 the velocity magnitude
inside the bottle at the later point of time t = 0.8 s can be seen.
The flow inside the bottle is slower than 10 m/s at this later
stage of the experiment. One can see that the velocity in-
creases near the symmetry axis of the riser pipe. The reasons
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are twofold. On the one hand density of the liquid decreases
as a result of the decrease of pressure along the riser pipe
and the increase of temperature due to increased turbulent
energy dissipation in the upper part of the riser tube. On the
other hand the velocity magnitude profile changes as veloc-
ity is decreased along the walls by turbulence as well as the
no-slip boundary condition and thus is increased close to the
symmetry axis of the riser pipe. Thus the velocity profile
changes from a profile with a more even distribution in the
bottom part of the pipe to a profile with increased velocity
magnitude in the middle and upper part of the tube. However
the integral mass flow over two cross sections is maintained
throughout the riser pipe.
The conclusion of both the ’single nozzle’ and the ’four noz-
zle’ investigation is the fact, that both pressure and temper-
ature values inside the bottle lie within the measuring error
intervals and follow the characteristics of the experiment up
to the point, where vaporization starts and phase change oc-
curs. These differences will be simulated by the future im-
plementation of phase change.

CONCLUSION

The aim of the investigation was the analysis of the results
of the the simulation of a multiphase compressible flow in a
technical application from the industry. For the correct simu-
lation results a solver is needed, that is treating both phases in
a compressible way in order to depict pressure waves in the
flow. As sufficient resolution of the geometry by the calcula-
tion mesh has to be assured, parallelization of the code had to
be used to reach reasonable simulation times. A solver, that
was originally implemented for supersonic multifluid flows
in OpenFOAM, was used for these lower pressure ranges. A
small numerical test case was conducted in order to assess
the errors made by the solver in the given pressure and tem-
perature range. With these experiences gained the simula-
tion of two fire extinguishing processes were conducted and
differences between experimental data and simulation were
analyzed.
Conclusions:

1. Errors of highest magnitude are attributed to discretiza-
tion. For that reason second order discretization was
assured throughout the simulations.

2. Results converge with the refinement of the grid.

3. The comparison between experimental data of the fire
extinguishing processes and simulation results show,
that errors made by the solver are within the measuring
error of the sensors up to the point of phase change.

As results are within measuring errors up until the point of
phase change, the next step will be the implementation of this
phenomenon into the code. Also the breakup of liquid at the
exit of an injector nozzle will be investigated.
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Figure 19: Pressure wave at t = 0 s (valve opening)

Figure 20: Pressure wave at t = 0.001 s

Figure 21: Pressure wave at t = 0.002 s

Figure 22: Pressure wave at t = 0.003 s
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ABSTRACT
An in-line oil-water separator has been designed and is inves-
tigated for single- and two-phase flow. Numerical single-phase
flow results show an annular reversed flow region. This flow
pattern agrees qualitatively with results from measurements. In
the two-phase flow simulations two different drag laws have
been used to model the interaction between the phases. The
velocity field of the single- and the two-phase flow is shown to
be very similar. However, the oil volume fraction distribution
is strongly affected by the choice of the drag law. Furthermore,
compared to experimental results for both drag laws the separa-
tion efficiency is greatly overestimated.

Keywords: Oil-water separation, CFD, two-fluid model .

NOMENCLATURE

NOMENCLATURE

Greek Symbols
α Volume fraction, [−]
γ Volume porosity, [−]
θ Azimuthal coordinate, [rad]
µ Dynamic viscosity, [kg/ms]
ν Kinematic viscosity, [m2/s]
ρ Mass density, [kg/m3]
σ Viscous stress tensor, [kg/ms2]

Latin Symbols
CD Drag coefficient, [−]
D Droplet diameter, [m]
g Gravitational acceleration, [m/s2]
Kloss Inertial loss coefficients, [kg/m2s2]
M Interfacial momentum transfer, [kg/m2s2]
p Static pressure, [kg/ms2]
r Radial coordinate, [m]
ReD Reynold number, [−]
SM Momentum loss term, [kg/m2s2]
U Instantaneous velocity, [m/s]
u Mean velocity, [m/s]
u′ Turbulent velocity fluctuations, [m/s]
z Axial coordinate, [m]

Sub/superscripts
θ Azimuthal
b Bulk
k Phase k

m Mixture
o Oil
w Water
z Axial

INTRODUCTION

The oil market faces an ever increasing worldwide de-
mand for oil, while the number of easily accessible oil-
fields is decreasing. Therefore, new technologies are re-
quired for fields with hydrocarbons that are difficult to
produce, such as offshore or sub-sea. Furthermore, as an
oil field matures, the crude oil is produced with increas-
ing quantities of water. Therefore, the efficient separation
of oil from water becomes an increasingly important pro-
cessing step. This separation of the phases is required
in order to reduce the demands on the transport facilities
and to facilitate re-injecting the separated water into the
reservoir to maintain the well pressure.
Traditionally, separation is mostly achieved in very large
vessels using the action of gravity. However, the large
weight and space requirements of these vessels lead to
high investment costs for the necessary on-site process-
ing facilities. The present research investigates a much
smaller and cheaper alternative for the oil-water separa-
tion, namely utilizing in-line equipment that uses swirling
flow to separate the phases. Moreover, the smaller equip-
ment size leads to a reduced hydrocarbon inventory. This
in turn leads to reduced safety risks. Also, lower costs for
maintenance and inspection can be achieved using piping
rather than vessels.
Swirling flow has been used successfully for the separa-
tion of solids from either gas (Hoekstra, 2000) or liquid
(Bradley, 1965). Liquid-liquid separation presents more
challenges due to the smaller density difference, high
volume fractions of the dispersed phase, poor coales-
cence and the danger of emulsion formation. Dirkzwager
(1996) designed an in-line liquid-liquid separator. Sub-
sequently, single-phase experiments were carried out for
this separator. Murphy et al. (2007) compared results
from these measurements with numerical results from
two different commercial CFD packages. It was found
that the main features of the flow were qualitatively well
represented in the numerical simulations. However, large
quantitative differences were observed between the nu-
merical results mutually and between numerical results
and experimental data. An oil extraction outlet was added
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to the in-line separator by Delfos et al. (2004), who fur-
ther investigated this design numerically.
Much work has been done on single-phase simulations of
strongly swirling flow in separators (Ko, 2005; Kharoua
et al., 2010). However, the two-phase flow calculations
have received less attention. For lower concentrations of
the dispersed phase, the behavior of the dispersed phase
can be calculated by Lagrangian particle-tracking, see
for instance Derken (2003). However, in separators high
concentrations of the dispersed phase are often encoun-
tered. For these applications, mixture models (Manninen
and Taivassalo, 1996) or two-fluid models (Drew, 1983;
Prosperetti and Tryggvason, 2007) can be used to predict
the flow. Contrary to mixture models, in the two-fluid
model for each phase separate continuity and momentum
equations are solved. This allows the velocity field of
both phases to be different, so that more physics can be
incorporated in the simulation. This two-fluid model has
more recently been applied to hydrocyclones (Noroozi
and Hashemabadi, 2009; Paladino et al., 2007).
The current project aims at the design and investigation,
both numerically and experimentally, of an oil-water bulk
separator using swirling flow. The intended use is for sep-
aration of oil-in-water mixtures with relatively high oil
volume fractions. These are mixtures that cannot be con-
sidered dilute. For this purpose an in-line separator has
been designed and an experimental facility has been built.
This paper will discuss the flow patterns observed in the
newly designed separator for both single-phase water and
two-phase oil-water flows. The single-phase water solu-
tion from the computation will be compared to LDA mea-
surements to assess to accuracy of the numerical results.
For the two-phase flow two widely used drag law formu-
lations will be used and results will be compared to the
experimentally determined separation efficiency.

IN-LINE SWIRL SEPARATOR DESIGN

The present prototype for in-line oil-water separation fea-
tures a stationary internal swirl element (ISE) which is
placed within a pipe with a 100 mm internal diameter.
This ISE consists of a central body equipped with 9 vanes
which are attached to the wall of the pipe and to the sur-
face of the central body, as is shown in figure 1. The in-
coming flow is accelerated towards the narrow vaned sec-
tion. The vanes deflect the fluid, generating the swirling
flow. The higher axial velocity, and the relatively large
radius at which the vanes are placed, both contribute to
increases in angular momentum. Downstream of the ISE
the strongly swirling flow, with centrifugal forces up to
300 g, will force the lighter oil phase to the center of the
pipe where it is collected by a pick-up tube further down-
stream. Since both water and oil phase flow downstream
this is a co-current separator, contrary to the counter-

Figure 1: Cut-away of 100 mm diameter pipe showing in-
ternal swirl element (ISE). Non-swirling fluid enters from
the left.

Figure 2: Flow scheme of experimental setup.

current design of Delfos et al. (2004). The pick-up tube is
placed 1.7 m downstream of the ISE. It is a straight pipe
with an outer diameter of 50mm and wall thickness of
1 mm which is concentrically placed within the 100mm
diameter pipe.

Experimental setup

At Delft University of Technology an experimental setup
of the separator has been built to perform both single and
two-phase flow measurements on the separator. The main
components can be seen in figure 2. Large storage vessels
for water and oil, respectively, feed centrifugal pumps
which can produce a mixture of widely varying oil vol-
ume fraction. The oil-water mixture passes a static mixer
and a flow straightener before it enters the ISE. Down-
stream of the ISE the stainless steel pick-up tube is placed
to collect the bulk of the oil. Subsequently this stream
flows into the oil settling tank. In the annular pipe lead-
ing to the outlet of the heavier phase, a flow straightener is
placed 215 mm downstream of the pick-up tube entrance.
This flow straightener eliminates the swirl, which would
otherwise lead to air being sucked into the separator from
the water settling tank. In the the settling tanks complete
separation is achieved and the oil and water flow to their
respective storage vessels.
Downstream of the ISE, a Poly Methyl MethAcrylate
(PMMA) measurement pipe segment is placed to pro-
vide optical access for the Laser Doppler Anemometry
(LDA) measurements. The PMMA tube is surrounded by
a square box filled with water to reduce refraction of laser
light. An Argon laser is used, from which the 488.0 nm
beams are used for the axial velocity component and the
514.5 nm beams for the azimuthal velocity component.
The burst correlation is conducted in a Dantec F60 BSA
signal processor. The average velocity is calculated using
a software package developed by Belt (2007), correcting
the LDA time-averaged results for white noise, multiple
validation and a bias towards high velocities.
The flow through each pump is measured and can be ad-
justed, additionally a Coriolis flow meter is placed in the
pipe leading to the water settling tank. The combination
of this data completely determines the flow split and vol-
ume fractions of the two outlet flows. Separation efficien-
cies can be derived from that data.
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COMPUTATIONAL FLUID DYNAMICS

The flow field in the new separator design is investigated
by solving the Reynolds averaged Navier-Stokes equa-
tions for transient incompressible flow.

Single-phase flow

For single-phase flow the governing equations are given
by:

∇.u = 0 (1)
∂u
∂ t

+(u.∇)u =−∇p
ρ

+ν∇
2u+g−∇.〈u′u′〉 (2)

Here ρ is the density, p is the static pressure, u is the
mean velocity and u′ is the turbulent velocity fluctuation.
The latter are related to the instantaneous velocity U as

U = u+u′ (3)

It is assumed that the timescale of the turbulent velocity
fluctuation u′ is much smaller than the timescale of the
mean velocity u.
The use of eddy-viscosity models to express the Reynolds
stresses in term of the mean quantities is not well suited
for swirling flow, see Pope (2000). The skewness of the
flow violates the eddy-viscosity assumption that the shear
stresses and the velocity gradients have the same direc-
tion, as pointed out by Kitoh (1991). Various sources of
turbulence, i.e. strain rates, are not represented by the
eddy viscosity models. Also, the assumption of isotropic
turbulence overstates the shear stresses and the radial dif-
fusion of momentum, see Murphy et al. (2007).
Therefore a Reynolds stress model (RSM) is used, in
which the Reynolds stresses 〈u′u′〉 are provided by trans-
port equations. One of the advantages of the model is
that the production terms of the Reynolds stresses can be
represented exactly. Therefore, the strain rates associated
with streamline curvature and flow skewness, both impor-
tant in swirling flow, are incorporated in the production
of turbulence, see Hanjalic (1999). Moreover, anisotropic
behavior of the turbulent flow can be accounted for by the
separate transport equations for the Reynolds stresses.
In the present research the SSG Reynolds stress model of
Speziale et al. (1991) is used. Contrary to other models,
this model uses a quadratic pressure-strain relation. This
RSM is recommended for swirling flows, e.g. by Cul-
livan et al. (2003) and Chen and Lin (1999). To close
the SSG model, a seventh transport equation is included,
namely for the dissipation rate.
The Reynolds stress transport equation for an incom-
pressible, isothermal flow is given by

∂ 〈u′iu′j〉
∂ t

+ 〈uk〉
∂ 〈u′iu′j〉

∂xk
+

∂Ti jk

∂xk
= Pi j +Ri j− εi j (4)

Index notation is used here for convenience. In equation
(4) the Reynolds stress flux tensor Ti jk is modeled by the
gradient-diffusion model of Daly and Harlow (1971):

Ti jk =

(
νδkl +Cs

k
ε
〈u′ku′l〉

)
∂ 〈u′iu′j〉

∂xl
(5)

The constant Cs = 0.22 and k is the turbulent kinetic
energy. Pi j is the production tensor which gives the

Cs1 Cs2 Cr1 Cr2 Cr3 Cr4 Cr5

1.7 -1.05 0.9 0.8 0.65 0.625 0.2

Table 1: Constants of rapid pressure tensor Ri j in SSG
turbulence model.

Reynolds stresses generated by the mean flow velocity
gradients. It transfers kinetic energy from the mean ve-
locity field to the fluctuation velocity field. The produc-
tion tensor is given by

Pi j =−〈u′iu′k〉
∂ 〈u j〉
∂xk

−〈u′ju′k〉
∂ 〈ui〉
∂xk

(6)

The pressure-strain tensor Ri j models the redistribution of
the energy among the Reynolds stresses and is often split
into two contributions; the slow pressure-strain or return-
to-isotropy tensor R(s)

i j and the rapid pressure-strain tensor

R(r)
i j . In the SSG the R(s)

i j tensor is given by

R(s)
i j =−ε

[
Cs1ai j +Cs2

(
aikak j−

1
3

aklaklδi j

)]
(7)

Here the constants Cs1 = 1.7 and Cs2 = -1.05. The nor-
malized anisotropy tensor ai j is defined as

ai j =
〈u′iu′j〉

k
− 2

3
δi j (8)

Evidently, R(s)
i j is quadratic in the anisotropy tensor. The

rapid pressure-strain tensor is given by

R(r)
i j = −Cr1Pai j +

Cr2kSi j−
Cr3kSi j

√
aklakl +

Cr4k
(
aikS jk +a jkSik−2/3 aklSklδi j

)
+

Cr5k
(
aikΩ jk +a jkΩik

)
(9)

P is the production of turbulent kinetic energy given by

P = 〈u′lu′k〉
∂ 〈ul〉
∂xk

(10)

Furthermore, Si j is the mean strain rate tensor, defined by

Si j =
1
2

(
∂ 〈ui〉
∂x j

+
∂ 〈u j〉
∂xi

)
(11)

and Ωi j is the mean vorticity tensor, defined by

Ωi j =
1
2

(
∂ 〈ui〉
∂x j

−
∂ 〈u j〉
∂xi

)
(12)

The constants of the pressure tensor Ri j in the SSG model
are given in table 1. Finally, the dissipation tensor εi j is
modeled as

εi j =
2
3

δi jε (13)

Here ε is the dissipation of turbulent kinetic energy. For
flows with high Reynolds numbers equation (13) is valid
due to local isotropy (Pope, 2000). A separate transport
equation for ε is part of the turbulence model. This equa-
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tion is given by

∂ε

∂ t
+uk

∂ε

∂xk
=

∂

∂xk

[(
νδkl +Cε

k
ε
〈u′ku′l〉

)
∂ε

∂xl

]
(14)

+Cε1
Pε

k
−Cε2

ε2

k

Here the constant are Cε = 0.18, Cε1 = 1.45 and Cε2 =
1.83.
In the experimental setup a flow straightener is mounted.
To model the effects of the elimination of the swirl on the
upstream flow field the flow straightener is numerically
modeled as a porous region. The porous region is charac-
terized by its porosity γ and the momentum loss term Sm.
In the porous domain the single-phase flow equations are
given by

∇.(γu) = 0 (15)

γ
∂ (u)

∂ t
+ γu.∇u =−γ

∇p
ρ

+ γν∇
2u+ γg (16)

− γ∇.〈u′u′〉+ γ

ρ
Sm (17)

At the interfaces between the fluid and the porous re-
gions a jump in porosity is present. Across the interface
the mass and the momentum fluxes are conserved. The
porosity γ is defined as the fraction of the volume occu-
pied by the fluid. For this flow straightener the porosity
is γ = 0.2667. The reduction in flow area leads to a sub-
stantial increase in velocity. The momentum loss term Sm
represents the inertial loss contribution, which depends
on the square of the fluid velocity

Sm =−Kloss
ρ

2
|u|u (18)

The axial loss coefficient of Kloss is estimated from pres-
sure drop measurements and pipe flow theory. Also the
transverse components of the parameter Kloss are set a
factor ten higher than the axial component to ensure the
suppression of the radial and azimuthal velocity compo-
nents. The loss parameter Kloss is given by

Kloss =

 120 0 0
0 120 0
0 0 12

 [m−1] (19)

Two-phase flow

The high volume fraction of the dispersed oil phase de-
mands the use of the two-fluid model for the calculation
of the two-phase flow. This two-fluid model is also called
the Euler-Euler model. The model is obtained by vol-
ume or time-averaging of the two-phase flow, in which it

Figure 3: Mesh on the surface of the ISE and on the plane
through the axis on the separator. 1.4M hexahedral ele-
ments are used for the mesh.

is assumed that the averaging volume is large enough or
the averaging time scale is long enough to obtain a mean-
ingful average of the non-uniformities in the flow. For a
thorough derivation the reader is referred to Prosperetti
and Tryggvason (2007) or Drew (1983). In the resulting
model both phases are represented as interpenetrating flu-
ids, with only the volume fraction indicating the relative
fractions of the phases at that location. For both phases
separate continuity and momentum equations part of the
model. These equations are coupled by an interfacial mo-
mentum transfer term M. The continuity equation and the
momentum equations for phase k are given by

∂αk

∂ t
+∇ · (αkuk) = 0 (20)

ρkαk
Duk

Dt
=−αk∇p+∇ · (αkσ)+αkρkg (21)

+ρk∇ · (αk〈u′ku′k〉)+Mk (22)

Here αk is the volume fraction of phase k and the material
derivative is defined as

Duk

Dt
=

∂uk

∂ t
+(uk ·∇)uk (23)

Both phases share the same pressure field and therefore
the phase subscript of the pressure is dropped. The vis-
cous stress tensor is given by

σ = µk(∇uk +(∇uk)
T ) (24)

Mk is the interfacial momentum transfer, which is the
fluid dynamics force acting on phase k. Here surface
tension effects are neglected and therefore Mw = −Mo,
where the subscripts w and o indicate water and oil, re-
spectively.
The momentum transfer term models the physics of the
interaction of the phases. Currently, only the drag force
is incorporated. In the derivation of the drag force the
water phase is defined as continuous and the oil phase as
dispersed. The expression for the drag force acting on the
water phase is given by

Mw =
3
4

CD

D
ρwαo | uo−uw | (uo−uw) (25)

The CD is the drag coefficient and D is the diameter of the
oil droplets. The drag law formulations by Schiller and
Naumann (1933) and by Ishii and Zuber (1979) are con-
sidered in the present study. The correlation of Schiller
and Naumann (1933) is defined by

CD =
24

ReD
(1+0.15Re0.687

D ) (26)

Here ReD is the Reynolds number based on the relative
velocity:

ReD =
ρw | uo−uw | D

µw
(27)

This correlation is applicable to spherical droplets for
Reynolds numbers up to 1000. However, equation (26)
does not take into account the hinderance effect other
droplets have on the movement of a droplet.
In the expression by Ishii and Zuber this effect is modeled
by basing the Reynolds number on the mixture viscosity.
The viscosity of the water in equation (27) is therefore
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replaced by

µm = µw(1−αo)
−2.5 µo+0.4µw

µo+µw (28)

As a droplet moves through the fluid it will induce a mo-
tion of the continuous phase and thereby deform the sur-
rounding fluid. When other droplets are present in this
surrounding fluid they will be subjected to this deforma-
tion as well. Due the Laplace pressure, the surrounding
droplets will resist deformation more than the continuous
fluid, leading to a higher perceived viscosity experienced
by the moving droplet. Therefore the drag for these dense
systems is modeled by assuming similarity to the single
droplet case and increasing the viscosity.
In addition to the pressure field, in the two-phase com-
putation both phases share the turbulence field, that is
at a certain location the Reynolds stresses and the tur-
bulent dissipation are identical for both phases. Since
the phases will separate the use of a different turbulence
model for the dispersed phase is not advised. As for the
single-phase flow here the SSG model is used to model
the turbulence in both phases.

Computational method

The governing equations were solved using the com-
mercial CFD package Ansys CFX 12.1, which uses a
cell-centered finite-volume method. The CFX solver
uses a co-located grid in which the discrete values of the
pressure and velocity components are computed at the
same location. The spatial and temporal discretizations
are second-order accurate.
A computational mesh has been generated which consists
of 1.4 million hexahedral elements. Figure 3 shows the
mesh on the surface of the ISE and on the plane through
the axis of the separator.
Near the walls the mesh is refined in order to capture
the near wall behavior of the flow. To reduce the com-
putational requirements wall functions are employed to
represent the flow structure in the region adjacent to the
wall. Wall functions use empirical relations to impose
the wall shear stress at the nodes next to the wall, which
are all located outside the viscous sublayer.
At the inlet the bulk axial velocity ub is 2 m/s, leading
to a flow rate of 56.5 m3/hr. At the oil outlet a mass
flow boundary condition of 30wt% of the inlet flow
is imposed. At the water outlet an averaged reference
pressure of 0 Pa is imposed. The density of the water
and the oil is 1067.8 kg/m3 and 869 kg/m3, respectively.
A mono-dispersed oil phase is assumed with a droplet
diameter D = 100 µm. The dynamic viscosity of the the
water and the oil is 1.183x10−3 kg/ms and 8.690x10−3

kg/ms, respectively.
The transient simulations are run until an operational
state is established. In this operational state the mean
velocity u varies in a periodic fashion around some
final mean value. After this state has established, the
time-averaged values of the mean velocity and other
quantities are calculated using sufficient time steps to
capture several periods of the periodic solution.

SINGLE-PHASE FLOW RESULTS

Downstream of the ISE a strongly swirling flow is
present. The generation of the swirling flow is accompa-

Figure 4: Contours of time-averaged velocities on plane
through the axis of the separator for flow of single-phase
water: axial velocity (left) and azimuthal velocity (right).

nied by a pressure drop in the axial direction of 1.5x105

Pa. For the calculation of this pressure difference, the
pressure is averaged over the cross-sectional planes just
up- and just downstream of the ISE.
The time-averaged axial and azimuthal velocity on a
plane through the axis of the separator are seen in figure
4. In the plot of the axial velocity, an annular region of re-
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(a) Axial velocity

(b) Azimuthal velocity

Figure 5: Comparison of radial distribution of time-
averaged axial and azimuthal velocity at 0.44 m down-
stream of the ISE of numerical (solid) and experimen-
tal (dotted) results, error bars give standard deviation of
measurements around mean value. Results for half the
pipe diameter are shown.

versed flow can be seen surrounded by a regions with pos-
itive axial velocity near the pipe wall and one around the
center of the pipe, resulting in a W-shaped radial distribu-
tion of the axial velocity. This reversed flow pattern has
been observed before (Mattner et al., 2002; Ko, 2005). In
downstream direction, the axial velocity decreases in the
region near the pipe wall and becomes less negative in the
annular reversed flow region. In the region at the center of
the pipe the axial velocity increases further downstream.
Just upstream of the pick-up tube a distinct change in flow
pattern is obversed. In the center a decrease in the axial
velocity is seen, while the axial velocity increases in the
region near the inner wall of the pick-up tube. Still fur-
ther downstream, inside the pick-up tube, the W-shaped
radial distribution of the axial velocity is recovered. Fur-
thermore, a second reversed flow region is observed in the
region next to the outer surface of the pick-up tube. All
three effects are features of the swirling flow and are not
seen in case of non-swirling flow. The porous region em-
ulating the flow straightener is indicated by the dark grey
ring in the figure 4. Due to the obstruction of the flow

(a) Axial velocity

(b) Azimuthal velocity

Figure 6: Comparison of radial distribution of time-
averaged axial and azimuthal velocity at 1.395 m down-
stream of the ISE of numerical (solid) and experimen-
tal (dotted) results, error bars give standard deviation of
measurements around mean value. Results for half the
pipe diameter are shown.

the axial velocity experiences a sharp increase inside the
flow straightener.
The highest azimuthal velocity can be seen just down-
stream of the ISE, reaching velocities up to 16 m/s. Ini-
tially, the azimuthal velocity decreases rapidly, but fur-
ther downstream the rate of decay of the swirl decreases.
The azimuthal velocity remains higher than 8 m/s for
most of the separator volume. In downstream direction
the location of the maximum in the radial distribution of
the azimuthal velocity moves towards the center of the
pipe. Near the pick-up tube the flow converges, leading
to centrifugal accelerations of 600 g near the pick-up tube
opening.
Although obscured by the time-averaging, a mild vor-
tex core precession of the flow is seen, that is a low-
amplitude time-dependent motion of the vortex core
around the geometrical axis of the pipe. The vortex core
precessing is strongest just aft of the ISE, further down-
stream it decreases. The reduction in vortex core precess-
ing may be attributed to the pick-up tube which appears
to have a stabilizing effect on the flow.
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The numerical and experimental results for the radial dis-
tribution of the time-averaged axial and azimuthal veloc-
ity along a line through the center in the cross-sectional
plane at z = 0.44 m and 1.395 m downstream of the ISE
are compared in the figures 5 and 6, respectively.
Currently, in the experimental setup a gas core with a di-
ameter of about 10 mm is present. This more or less stag-
nant gas core is likely to considerably influence the veloc-
ity profile of the liquid phases near the center. Moreover,
for the LDA system it is difficult to measure through the
gas core. Since the optical transition between the PMMA
pipe wall and the water causes refraction, measurements
are only done along lines passing through the center of
the pipe. Therefore, only the velocity distributions for
half the pipe diameter, from the pipe wall to the center
are presented here.
The numerical results predict the axial flow pattern well,
except for the 10 mm near the center as can be observed
in figure 5(a). Both the predicted high axial velocity near
the wall and the reversed flow region are confirmed by
the experiments. In the center the experiments show a
second local minimum, while the numerical results show
a local maximum in axial velocity. Moreover, the experi-
ments show an overall higher axial velocity and therefore
a higher mass flow compared to the mass flow prescribed
in the numerical simulations. This may be explained by
asymmetries in the flow field in the experimental setup.
The axial velocity on the other side of the gas core should
therefore be lower than the axial velocity found in the
computation.
The azimuthal velocity in figure 5(b) shows good agree-
ment in the near wall region. Further inward, the experi-
ments show a much higher azimuthal velocity, indicating
a relatively narrow region with strong axial vorticity. In
the results of the numerical simulation the vorticity is at
a lower level and is distributed over a larger region.
Further downstream, at z = 1.395 m, the agreement
is very satisfactory for radial locations above 20 mm.
Closer to the center the differences become large. While
the numerical solution indicates the end of the annular
reversed flow region, the experiments show a further de-
crease in axial velocity of the reversed flow compared to
the situation at the upstream station at z = 0.44 m. Fur-
thermore, the experiments show a higher peak in the az-
imuthal velocity. The maximum is located closer to the
center compared to the upstream situation, leading to a
much larger velocity gradient.
Apart from the region near the center of the pipe, there
is good qualitative agreement between the measurements
and the results from numerical flow simulations. How-
ever, the influence of the gas core on the velocity field
is unknown and is very likely to contribute to the differ-
ences in the results. Efforts will be made in the future to
remove the gas core.

TWO-PHASE FLOW RESULTS

Simulations of two-phase flow have been carried out to
study the oil-water flow in the separator and to assess
the predicted separation efficiency for different drag
law formulations. The inlet oil volume fraction is set to
0.25, representing a feed from a high watercut oil field.
The mass flow split through the oil outlet is again set to
0.3. The mass fraction of oil at the inlet is lower than
0.3, therefore this mass flow setting will likely result in

Figure 7: Contours of time-averaged oil volume fraction
on plane through the axis of the separator for Schiller-
Naumann (left) and Ishii-Zuber (right) drag laws. Inlet
volume fraction is 25%.

cleaner water at the water outlet rather than purer oil at
the oil outlet. The drag law correlation of Schiller and
Naumann (1933) and that of Ishii and Zuber (1979) are
used in the modeling of the interfacial drag between the
oil and water phase.
The solution indeed shows the successful bulk separation
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of the phases. The oil volume fraction in the separator is
shown in figure 7, the left subfigure shows the results for
the Schiller-Naumann drag law and the right subfigure
shows the results for the drag law by Ishii and Zuber.
A large difference in the distribution of the volume
fraction is observed. For the Schiller-Naumann case,
a large central region of pure oil can be seen. Oil will
accumulate in the separator, leading to a hold-up of 42%.
Almost all the oil is captured by the pick-up tube. The
distribution of the oil volume fraction is different for the
case for which the Ishii-Zuber drag law has been applied.
Also in this case oil accumulates in the center of the
separator leading to a hold-up of 38%. However, the oil
volume fraction only reaches a value of about 80%. The
oil volume fraction does not appear to increase to values
higher than this 80%. Also some oil can be seen to spill
over the pick-up tube, flowing towards the water outlet.
The reason for this behavior can be found in the defini-
tion of the mixture viscosity µm in equation (28). The
ratio of mixture viscosity to water viscosity is given
as function of the oil volume fraction αo in figure 8.
The mixture viscosity is increasing rapidly as the oil
volume fraction increases above 0.6. For instance, at
an oil volume fraction of 0.80 the mixture viscosity is
already 40 times as high as the water viscosity. Since
Mk increases with the mixture viscosity, the resulting
velocity difference between the oil and the water will
become very small. Therefore, further separation is
prevented and the oil volume fraction is limited. Ishii
and Zuber claim their drag relation can be used for
dispersed volume fractions up to 0.95 if the dispersed
phase is a gas or liquid. However, in a real application it
is likely that at lower oil volume fractions coalescence
between the droplets will occur. At a certain point phase
inversion will occur and water will become the dispersed
phase. However, in the current drag formulation the oil
is treated as the dispersed phase, regardless of the value
of the volume fraction.
It appears that the Schiller-Naumann drag law will over-
estimate the radial velocity of the dispersed phase since
it cannot account for the mutual interferences of droplets
moving towards the center of the pipe. Moveover,
the Ishii-Zuber drag law will impose a maximum oil
volume fraction due to its inability to incorporate phase
inversion.

Figure 8: The ratio of mixture viscosity µm to water vis-
cosity µw given as function of the oil volume fraction αo

(a) z = 0.44 m

(b) z = 1.395 m

Figure 9: Comparison of radial distribution of time-
averaged axial water velocity at z = 0.44 m and z = 1.395
m for single-phase flow (solid with dots), two-phase flow
with Schiller-Naumann drag law (dashed) and two-phase
flow with Ishii-Zuber drag law (solid).

The separation efficiency is defined as the ratio of the
oil mass flow rate through the oil outlet to the oil mass
flow rate at the inlet. When the Schiller-Naumann drag
relation is applied the separation efficiency is 98%.
The separation efficiency for the case in which the
Ishii-Zuber relation is used is lower, as expected: 89%.
Another important result from the simulation is the oil
volume fraction at the water outlet, this is 0.7% and 4%
when using the Schiller-Naumann and Ishii-Zuber drag
law, respectively. Current experimental results indicate
the separation efficiency to be about 65%. Therefore,
it appears that in both cases the numerical simulations
substantially overestimate the separation efficiency. This
may partially be attributed to discrepancies in the input
parameters of the numerical simulations and those of
the experiments. For instance, the mass flow split in the
experiments is lower than the one in the numerical simu-
lations and the droplet sizes at inlet differ. However, the
main reason for the difference in separation efficiency is
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expected to be the effect of turbulence on the segregation
of the dispersed phase which is not taken into account.
Therefore, a suitable turbulent dispersion model should
be incorporated in the interfacial momentum transfer
term in future work.
The radial distribution of time-averaged axial water
velocity for single-phase flow, two-phase flow with the
Schiller-Naumann drag law and with the Ishii-Zuber
drag law at z = 0.44 m and z = 1.395 m are shown in
figure 9. The difference between the axial velocity of
the phases is negligible compared to the magnitude of
the axial velocity. Therefore only the water velocity is
shown here. At z = 0.44 m the differences in axial water
velocity obtained for the three flow simulations is small.
The differences in the azimuthal water velocity are even
smaller and are therefore not shown here. It appears that
the introduction of a second phase has little effect on
the axial velocity field. The similar velocity distribution
for both two-phase flow simulations indicate that only
the radial movement of the oil phase is affected by the
higher drag coefficient of the Ishii-Zuber drag relation.
In the axial and azimuthal direction the differences in
the velocity of the oil and the water is only a fraction of
the total velocity. So any changes in these slip velocities
will be hardly visible. Furthermore, due to the high
Reynolds number of these flows, the effect of the higher
viscosity of the oil on the velocity field is likely to be
small. Although the velocity fields are very similar,
the single-phase flow simulation showed a 10% higher
pressure drop over the ISE cause by the higher density of
the water compared to the mixture.
Further downstream, at z = 1.395 m, the differences in
velocity are larger. This difference can be explained by
changes in the volume flow split. Although the mass
flow split is set to 0.3 in all simulations, the volume
flow split differs due to changes in composition of the
mixture at the outlet. The largest quantity of oil is
extracted through the oil outlet in the two-phase flow
case with the Schiller-Naumann drag law. Consequently,
the highest axial water velocities can be seen for that
case. The opposite is true for the single-phase flow
simulation, leading to the lowest axial water velocities
in the center region of the pipe. Since the volume rates
at the inlet are equal for all three cases the axial ve-
locities in the near wall region show to opposite behavior.

CONCLUSIONS

An in-line oil-water separator has been designed and is
investigated for both single- and two-phase flow. The sep-
arator consists of an internal swirl element (ISE), which
uses vanes to generate the swirling flow by deflecting the
flow. Downstream a pick-up tube is placed to collect the
separated oil stream. In the separator a strongly swirling
flow is seen with an annular reversed flow region.
The predicted single-phase flow field has been compared
to LDA measurements of the flow in the experimental
setup of the separator at Delft University of Technology.
The agreement between numerical and experimental re-
sults is satisfactory in the region near the wall. However,
near the center of the pipe large differences are seen. In
the experimental setup an gas core was observed, which
negatively influences the comparison.
Two-phase flow simulations have been carried out to

study the flow field of an oil-water mixture in the sep-
arator. In addition, different drag laws were employed to
investigate their effect on the flow field and on the sepa-
ration efficiency. In the region downstream of the ISE the
oil accumulates, leading to an oil hold-up of about 40%.
The use of the drag law by Schiller and Naumann results
in a core of pure oil, which is subsequently extracted with
little spill-over. In the two-phase flow simulation which
used the drag law by Ishii and Zuber the oil volume frac-
tion in the separator did not increase beyond about 80%.
Considerable spill-over was seen for this case. The two-
phase flow simulations overestimate the separation effi-
ciency by more than 20% when compared to the experi-
mental results. Finally, the velocity field in the two-phase
flow simulation was found to be very similar to that re-
sulting from the single-phase flow computation.
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ABSTRACT
This work deals with the simulation of a high temperature furnace
for burning of fire clay, which is heated by six wall mounted burn-
ers. Both the fluid dynamics inside the burners and the processes in-
side the furnace are investigated in detail. The burners themselves
are simulated separately and the results are used as boundary and
initial conditions in the simulation of the full furnace. For the simu-
lation radiation and combustion have to be included into the model.
Also the thermal diffusion inside the walls and other solid parts in-
side the furnace is included. The development steps are presented
of the model and an overview over the preliminary results made so
far. By combination of several models, questions like the feasibility
of oxygen enrichment in the burners can be answered.

Keywords: CFD, combustion, fluid-solid simulation, fire clay,
swirl .

NOMENCLATURE

Greek Symbols
τ Time scale, [s].
κ Weighting factor for turbulent mixing, [−].
ρ Mass density, [kg/m3].
ν Kinematic viscosity, [m2/s].
λ Thermal conductivity, [W/(mK)].

Latin Symbols
u Velocity vector, [m/s].
g Acceleration of gravity, [m/s2].
F Volumetric force density, [kg/(m2 s2)].
Y Molar species concentration, [−].
R Source term of species, [kg/(m3 s)].
h Enthalpy, [J].
S Source term of sensible enthalpy, [kgJ/(m3 s)].
T Temperature, [K].
cp Specific heat at constant pressure, [J/(kgK)].

Sub/superscripts
c Chemical.
mix Mixing, due to turbulence.
turb Turbulence.
i Species ’i’.
react Reaction.
rad Radiation.
s Sensible enthalpy.

INTRODUCTION

The combined calculation of fluid flow and combustion at
high temperatures is a challenging task for Computational
fluid dynamics (Baukal and Gershtein, 2001). The problem
setting discussed in this work deals with the processes inside
a high temperature furnace used in the burning process of in-
dustrial fire clay. Measurement of process phenomena like
the shape and length of the flame or the fluid movement in-
side the furnace is a very difficult task during industrial pro-
duction. Simulation of the processes can help visualize and
compare different operating conditions. These investigations
are done in an ongoing industrial project in cooperation with
Rath AG (Vienna, Austria). Scope of the work is to give an
overview over the methods and procedures used for the sim-
ulation as well as achievements and preliminary results so far
in the project.
The simulation of the high temperature burning process of
fire clay also poses various difficulties. One has to consider
the distribution of temperature in both the fluid and the solid
phase (e.g. clay, furnace walls). One cannot simply as-
sume constant boundary conditions on the solid surface, as
the walls of the burning furnace consist of different layers
of refractory bricks, which themselves are placed in a cer-
tain alignment. Thus the diffusion of heat in the solid has
to be fully considered in the simulation. Also the flow of
the fluid is highly swirled in some regions, which introduces
additional difficulties to the simulation.
Also the transport of the sensible enthalpy due to convection,
diffusion, turbulence and radiation in the fluid has to be con-
sidered.
The chemical reaction of the burning process that is still tak-
ing place in the volume of the furnace itself has to be mod-
eled. The process of investigation is a non-premixed combus-
tion inside the burners and a partially premixed combustion
inside the furnace. An adequate chemistry solver in Open-
FOAM for this problem is the PaSR (Partially Stirred Reac-
tor) chemistry model developed at Chalmers University (Tao
et al., 2004; Iudiciani, 2009).
A complex algorithm has to be used that is able to handle
these processes. Adequate spatial resolution has to be guar-
anteed with a mesh, that sufficiently resolves fluid and solid
regions. The simulation is split into two separate parts: first a
single burner is simulated in FLUENT, second the results of
this simulation are used as boundary conditions for the actual
simulation of the furnace.
The open source CFD software OpenFOAM allows modifi-
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cation of the source code to control all important aspects of
the solution procedure. Also it can be highly parallelized in
order to reduce calculation time. A solver was assembled
in OpenFOAM out of existing solvers (OpenCFD Limited,
2011), that takes account of all these issues.
The first step of the simulation is the assumption of a flow
with hot gas without chemical reactions in the furnace. This
assumes full burnout inside the burners. The burners them-
selves are simulated separately and the values at a certain
predefined surface are used as boundary conditions in the
simulation of the full furnace. However this has to be cor-
rected in the second step and chemical reactions have to be
added to the burning process.
As a benchmark case for the simulation of the non-premixed
swirling methane-air burners the well known TECFLAM
flame is used. The flame was simulated with the solver as-
sembled in OpenFOAM and results are compared to exper-
imental data (V.Bergmann et al., 1998; Landenfeld et al.,
1998; Böckle et al., 2000b,a). For validation reasons mea-
surements were executed in an industrial furnace. Multiple
temperature probes were installed in both the fluid phase.
These results can be compared to the simulation results.
One important question is, if it is reasonable to enrich the
inlet air of the burners with oxygen thus reducing the amount
of nitrogen to be heated up to save energy and also increasing
the temperature of the flame. This question can be answered
with the model built up in the steps of the project presented
in this work.
Numerical studies of mesh independency and the investi-
gation of different discretization schemes were conducted.
However presenting the results here would exceed the ac-
ceptable limits of the article.

MODEL DESCRIPTION

Governing equations

The newly assembled OpenFOAM solver uses a segregated
approach for the solution of the governing differential equa-
tions. The mesh has to be divided into separate fluid
and solid regions with individual meshes, that communicate
through special interface boundary conditions. The regions
are solved consecutively for the transient transport equations.
The PaSR chemistry solver for combustion in the fluid region
in the OpenFOAM version 1.7 is time dependent. The solver
first solves the chemical reaction(s) using the PaSR model
(Tao et al., 2004).
At high temperatures and highly turbulent conditions in our
investigation turbulence is a dominating factor for combus-
tion the other one being the finite-rate chemistry. The un-
derlying assumption of this model is, that it treats a constant
volume (each single cell in the mesh) as a partially stirred
reactor regarding combustion, where reactions only occur in
a fraction of its volume. This is done by a weighting factor
κ , that is given by

κ =
τc

τmix + τc
(1)

Here, the chemical reaction and micro-mixing time scale are
the parameters, that determine the degree of turbulent mixing
and chemical reaction. If τmix << τc the value for κ reduces
to the laminar case of 1. Further details of the model can be
found in (Tao et al., 2004).
Since the code is assuming a compressible fluid the next
equation to solve is the continuity equation.

∂ρ

∂ t
+ ∇ · (ρu) = 0 (2)

For the velocity-pressure coupling in OpenFOAM an internal
PISO-loop is used (OpenCFD Limited, 2011), for which the
momentum equation is used:

∂ρu
∂ t

+ ∇ · (ρuu) = −∇p+

ρg + ∇ρν [(∇u) + (∇u)T ] + Fturb

(3)

The turbulence term Fturb can be modeled in different ways,
for example via the k-ε model or Reynolds-Stress Method
(RSM). Detailed description of these models can be found in
the literature (Launder and Spalding, 1974; Launder, 1989;
Launder and Spalding, 1972) and will not be discussed in
detail. With the calculated values of velocity, each of the
species Yi present in the reaction is transported according to

∂ρYi

∂ t
+ ∇ · (ρuYi) = ∇ρν(∇Yi)+

Rturb + κ Rreact

(4)

Here additionally to advection and diffusion source terms
due to turbulence and the chemical reaction are used. κ is
the factor from equation 1. For the transport of the sensible
enthalpy hs the following equation is used

∂ρhs

∂ t
+ ∇ · (ρuhs) =

Sturb + κ Sreact + Srad

(5)

Here source terms are introduced by turbulence, reaction and
radiation. The temperature is internally calculated out of the
value of the sensible enthalpy hs.
In the solid phase the diffusion of temperature has to be
solved. The equation is given by

∂ρcpT
∂ t

= ∆(λT ). (6)

TECFLAM FLAME

The TECFLAM flame (see figure 1) is used as a bench-
mark for models in OpenFOAM. For the TECFLAM burner
air is run through a swirl generator producing an overall
swirl number of 0.9. This swirled flow is both transporting
oxygen to the flame and stabilizing the combustion region
(V.Bergmann et al., 1998; Landenfeld et al., 1998; Böckle
et al., 2000b,a). The flame was intensively investigated and
detailed experimental data is available for the comparison
with simulation results.
A 60◦ wedge of the geometry was implemented using peri-
odic boundary conditions. The reason for this periodic three
dimensional approach is the need to depict turbulence with a
three dimensional flow field. The mesh for OpenFOAM con-
sists of 567308 hexahedral cells with an additional region of
solid (industrial steel) as the wall of the burning chamber.
For turbulence modeling the k-ε model is used (Frassoldati
et al., 2005). In later steps different turbulence models will
also be investigated (e.g. the Reynolds stress model called
’LRR’ or Large Eddy Simulation). The simulations are con-
ducted for a swirl number 0.9 and an air/fuel ratio of 1.2
of the 150 kW burner. Inlet values are calculated from the
power and inlet surfaces, which were received from the au-
thors of (V.Bergmann et al., 1998; Landenfeld et al., 1998;
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Böckle et al., 2000b,a). The OpenFOAM simulation is tran-
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Figure 1: Schematic sketch (not to scale) of the geometry of
the TECFLAM burner (dimensions in mm)

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

2400

0.000 0.025 0.050 0.075 0.100 0.125 0.150

te
m

p
er

at
u

re
 [

K
]

radial distance [m]

experimental values
simulation

Figure 2: Radial temperature distribution inside the
TECFLAM burner 0.09 m above the gas exit
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Figure 3: Radial temperature distribution inside the
TECFLAM burner 0.12 m above the gas exit

sient and 2 s of burning process has been simulated, however
after 0.75 s the flame is stable in shape.
In the first 5 ms an initial flow field is calculated without com-
bustion above the inlet surfaces. After this the inlet temper-
ature of methane and air is set to 800 K for 3 ms and com-
bustion is started. Then the inlet temperatures are set back to
300 K and the simulation is carried out with a Courant num-
ber of 0.3 until 2 s.
In figures 2 and 3 one can see the radial temperature distri-
bution at a height of 0.09 m and 0.12 m, respectively. Sim-
ulation results lie within these error intervals until a radial
distance of 0.1 m. A small local maximum appears at 0.03 m
and the minimum at around 0.06-0.08 m is ’smeared’. How-
ever temperature values can be depicted at this stage in the
direction of the axial velocity within the measured variances.
The errors of highest magnitude at this stage are done by us-
ing a mean value for the magnitude of the axial and tangential
velocity at the inlet of air. In a future simulation a more de-
tailed inlet distribution for velocity will be used in order to be
able to depict the TECFLAM flame in a more detailed way.

SIMULATION OF THE HIGH TEMPERATURE FUR-
NACE

Furnace geometry

Figure 4: Implemented geometry of the high temperature fur-
nace

The investigated geometry is a high temperature furnace for
burning high density fire clay. The geometry was created
and assembled in Solid Edge V20. Colors in figure 4 do not
represent the actual colors of the different materials. The
construction is built of materials with different specific heat
and thermal conductivity. The different layers are not im-
plemented brick by brick, but regions of the same material
are combined into one volume and these volumes are put to-
gether in the software to build up the geometry. Fire clay is
stacked onto two wagons, that are pushed into the furnace
before the burning process. The platforms of these wagons
also have a layered design in order to insulate the high tem-
perature region around the fire clay bricks from near ambi-
ent conditions below the trolleys. This insulation is achieved
by a labyrinth sealing. In figure 4 the roof construction and
some of the furnace layers are not shown in order to see the
wagons and the bricks on them.
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Also a structure of purple and green bricks can be seen. This
structure is needed, because the burning process is accom-
plished at 1900-2000 K by methane combustion. At these
temperatures the bricks are close to the the yield point and
a shelf system is used to separate the bricks and prevent de-
formations due to their own weight. Three bricks are stored
within one of each pocket of the structure. There are pockets
with open and closed back wall. Also a rectangular hole in
the middle of the holding structure can be seen. This hole is
maintained throughout the wagon itself and connects to the
gas outlet of the furnace. In the lower part of figure 5 two
volumes can be seen, that lead out of the bottom part of the
wagons. These are the off gas ducts. The six black boxes
in figure 4 represent the six burners of the same type. The
surfaces of these boxes connected to the region of gas inside
the furnace are used as inlet surfaces of the flow exiting the
burners. In figure 5 the two wagons, the bricks and the air in
between the bricks are shaded gray in oder to show the loca-
tion of the fire clay bricks relative to the furnace walls and
wagons.

Figure 5: Geometry of the high temperature furnace created
for meshing

The grid for the domain is created by importing the geo-
metric data into GAMBIT 2.4.6 and by cutting the gas re-
gion and the layers of the wall as well as the bricks into ap-
proximately 2500 separated volumes suitable for hexahedral
meshing. 15.500.000 hexahedral cells are used for the mesh.

Burner geometry

air

methane

swirl apparatus

burner head

mixing chamber

furnace volume

interpolation surface

evaluation plane

Figure 6: Schematic sketch (not to scale) of the burner ge-
ometry

The geometry of the burner is implemented separately. A
schematic sketch is shown in figure 6. On the left hand side
air is supplied to the burner from the top side reaching a
swirl apparatus, that is creating a highly turbulent flow of
the hot gas in order to increase combustion efficiency. In the
middle of the burner a small tube introduces methane into

the flow. After the swirling apparatus (swirling number 0.9)
these flows merge and react creating the high temperature
flame used in the burning process of the fire clay. Two sur-
faces are indicated in figure 6. A horizontal line symbolizes
the evaluation plane used for plots shown in following sec-
tions, and a vertical line at the end of the burner geometry
shows the interpolation surface, that is used to transform data
from the burner simulation to the simulation of the furnace.
A small part of the furnace volume is included into the do-
main in order to move the outlet away from the inner domain
of the burner. The mesh was created in GAMBIT. It consists
of 5.5 million hexahedral cells.

Burning process
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Figure 7: Target values for temperature during the burning
process

The burning process lasts over several days and the simula-
tion was set up to the conditions shown in figure 7. For that
reason a small part of the burning curve is selected and fur-
ther investigated. Figure 7 shows the entire burning curve.
These are the target values, that regulate the temperature in-
side the furnace. Temperature sensors are located in the vol-
ume of the furnace and monitor the temperature. The simu-
lations are conducted in the last part of the heating-up period
between 17 h and 32 h. In this segment the burners are under
full load and highest temperatures are reached at maximum
methane flow rate.

Simulation of the burner

The simulation of the burner itself is done in FLUENT 6.3.26
with the three dimensional solver. As the flame is highly
swirled the RSM turbulence model is used with the Eddy
dissipation Model (EDM) for combustion with a methane-
air-two-step mechanism (Fluent 6.3.26 User’s Guide). Other
combustion models are numerically too extensive and would
increase the calculation time by unreasonable amounts. Ra-
diation is modeled with the discrete ordinates method with
4x4 rays with one iterations every 11 flow iteration. Figure
8 shows a quarter of the mesh on the interpolation surface
described in chapter ’Burner geometry’. Here a hexahedral
mesh can be seen with a diagonal in each cell surface shown.
Figure 9 shows the simulation results of velocity magnitude
inside the burner. Velocity values are high, where methane
is introduced into the combustion chamber and where the
swirling apparatus creates the swirl of the gas. One can also
see, that alongside the walls the swirl increases the velocity
and that the core region is mostly stagnant.
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In figure 10 one can see the temperature distribution inside
the burner. An adiabatic boundary condition was used on the
wall. The design of the burner creates a cold layer alongside
the wall created by freshly introduced air, that is cooling the
stone placed around the burner preventing it from tempera-
tures outside its specification.
Figure 11 shows the molar concentration of methane. Is not
fully combusted at the interpolation surface, which means,
that the combustion reactions still occur in the volume of the

Figure 8: Quarter if the mesh on the interpolation surface
shown in figure 7

Figure 9: Velocity magnitude (in m/s) in the burner on the
evaluation plane shown in figure 7

furnace.
The values of velocity, temperature, species and other values
are evaluated on the interpolation surface and used as bound-
ary conditions for the simulation of the furnace.
Conclusions of this simulation are the fact, that the flame
reaches well into the furnace, where 30 % of available

Figure 10: Temperature (in K) in the burner on the evaluation
plane shown in figure 7

Figure 11: Molar fraction of methane (v/v) in the burner on
the evaluation plane shown in figure 7
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methane reacts.

High temperature flow simulation of the furnace

The standard OpenFOAM solver chtMultiRegionSimple-
Foam (OpenCFD Limited, 2011) is used and extended by the
C++ object for radiation. This is a steady-state solver and
intentions with it are first results showing reasonable charac-
teristics in the flow field and thus the correct advective and
radiative transport of temperature. No combustion is used at
this stage, which introduces deviation to the simulation in-
cluding chemistry as combustion is still occurring outside of
the burner volume (see chapter ’Simulation of high tempera-
ture flow including combustion’). As this is a first test of the
solver simulation results of the burner are taken and averaged
over the inlet surface. The high core temperature and the
swirl are neglected, but for the advection of the gas coming
out of the burners in the furnace volume, this is an adequate
first estimate. For that reason a mean velocity of 6.6 m/s and
a mean temperature of 1742 K are used as simplified bound-
ary conditions. Since the swirl is neglected and thus no con-
siderable entries in the off-diagonal elements of the stress
tensor appear at this stage the k-ε turbulence model is used.
As the used mean value of inlet temperature is in the middle
region of the investigated time and temperature interval in
this case an initial temperature of 1600 K is patched into the
calculation domain. A boundary temperature of 473 K on
the outer wall of the most outer solid domains (mean mea-
sured temperature of the outer wall of the furnace) is set.
At the outlet (see figure 5) pressure is set to ambient pres-
sure. For the radiation the discrete ordinates method ’fv-
DOM’ (OpenCFD Limited, 2011) is used with 2x2x4 rays
and 5 iterations every 20 iteration of the flow field. Since the
geometry is very complex, 400000 iterations are done with
the steady-state solver to ensure convergence. The simula-
tion was carried out on 32 CPU in a parallel way.

Figure 12: Velocity magnitude (in m/s) on the plane at the
height of the middle of the upper burners

In figure 12 one can see the plot of velocity magnitude on
the plane at the height of the upper burners inside the fluid
region. One can see the three burners, where gas enters the
volume of investigation, continuing in a forward direction
and hitting the opposite wall. At this point the gas is diverted
and flows along the opposite wall in the direction of the op-
posite burner(s). Also fluid is flowing in the middle of the
structure placed on top of the wagons. Yet one can see, that
through the pockets of the holding structure containing the
bricks with closed back wall air cannot flow through in an
amount as through the pockets with opened back wall. Also
one can see an increased flow of gas in the middle section
of the holding structure as fluid is flowing in the negative

z-direction through the hole inside the wagon and in the di-
rection of the outlet.
Figure 13 shows the resulting temperature plot on the same
plane. One can see again, that the hot gas is moving in
a forward direction and is redirected by the opposing wall.
However the asymmetric location of the burners results in an
asymmetric distribution of velocity magnitude and tempera-
ture.
Conclusions drawn from this initial simplified simulations
are, that a completely closed back wall of a fire clay hold-
ing pockets is disadvantageous in comparison to a pocket
with partially opened back wall. Also the flow field is de-
picted reasonably and the convective and radiative transport
of temperature is assured. However an average value for in-
let values on the inlet surface is too rough and a better ex-
port/import procedure between burner and furnace simula-
tion has to be used.

Interpolation of results for boundary conditions

As the burner is simulated in FLUENT and the furnace is
simulated in OpenFOAM and mean values are not adequate
for the depiction of the flow in the furnace an interpolation
script is created in Python, that is able to transform results on

Figure 13: Temperature (in K) on the plane at the height of
the middle of the upper burners

Figure 14: Fine resolution of velocity magnitude on the in-
terpolation plane in FLUENT (between 0 and 33 m/s)
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arbitrary surfaces within arbitrary meshes in FLUENT and
is able to interpolate them onto another arbitrary surface in
an OpenFOAM mesh as boundary conditions. This is an im-
portant bridge between the commercial and the open source
software.
The script checks the results written out in FLUENT on a cer-
tain surface if the cell coordinates are within the coordinates
of a given cell surface element in the OpenFOAM boundary.
The values, that are within the OpenFOAM cell are averaged
and written as value for the cell. This is done for every cell
on the OpenFOAM surface mesh. In the next step the list is
reorganized in the correct order, that OpenFOAM is using,
as mesh numbering does not have to be in a structured way.
In the last step different orientation of coordinates are cor-
rected for velocity and the Reynolds-stress tensor and the list
of boundary condition values are written into a list, that can
be used as input for OpenFOAM.

Simulation of high temperature flow including com-
bustion

Simulation with 20.9 % O2 (air)

The simulation of the furnace in OpenFOAM is extended
by the chemistry C++ object in OpenFOAM using the PaSR
model (see chapter ’Model Description’). For combustion a
single reaction mechanism is used.

CH4 +2O2 −→ CO2 +2H2O (7)

At this stage we are not interested in the concentrations of
NOx and CO a single equation reaction mechanism is used
for the depiction of the heat generation due to combustion.
The gas, that is introducing O2 into the mixing chamber of
the burner in the FLUENT simulation (see figure 6) is fresh
air with 20.9 % O2. In this case the interpolated temperature
and other field values out of this burner simulation are used.
Initial temperatures at the interpolation surface reach up to
and beyond 2000 K, thus the operationg conditions at the

Figure 15: Coarse resolution of velocity magnitude on the
inlet surface in OpenFOAM (between 0 and 33 m/s), inter-
polation from FLUENT-mesh to OpenFOAM by averaging

very end of the shown time interval of investigation shown
in chapter , where temperature values lie around 1800 K can
be investigated. For that reason in this case the temperature
inside the furnace is initialized by 1800 K. Initially air was
patched in the furnace volume. In this case the Reynolds-
Stress Model ’LRR’ (OpenCFD Limited, 2011) is used for
modeling turbulence. The switch to this model is essential
in order to connect the simulation with the simulation of the
burner and in order to depict the correct swirl of the flame.
The same fvDOM radiation modeling as in chapter ’High
temperature flow simulation of the furnace’ is further used
here. Boundary conditions on the outer wall are the same as
used previously. Presented results are shown for the simu-
lated time of 1.5 s, where a Courant number of 0.3 is used.
Also in this case a 32 fold parallelization of the calculation
was used.

Figure 16: Furnace geometry with temperature distribution
on two surfaces at the height of the middle of the burners

Figure 16 shows parts of the wall of the furnace with the
temperature distribution on two surfaces in the fluid region.
The two surfaces are at the height of the middle of the burner
outlet surfaces.

Figure 17: Velocity magnitude (in m/s) on the plane at the
height of the middle of the upper burners

In figure 17 one can see, that the pockets with closed back
wall are still not flushed with gas as one could already see
in the previous chapter. In the pockets with partially opened
back wall gas flows by the bricks at increased velocity thus
resulting in a higher heat transfer rate into the bricks com-
pared to the closed pockets.
Figure 18 shows the temperature distribution. One can see,
that the poorly ventilated pockets do not reach the same tem-
perature values as the ones with opened back wall. The
asymmetric middle burner is causing an asymmetric distri-
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bution of velocity magnitude and other field values.
Figure 19 shows the molar fraction of methane. Combustion
of methane is still carried on in the furnace, yet at approxi-
mately 0.5 m after the burners no methane can be found. This
can indicate the length of the flame under these conditions.

Simulation with 25 % O2

The furnace simulation is conducted under the same condi-
tions as in the previous chapter only with different boundary
conditions on the burner inlet surfaces. One important ques-
tion, that can be answered at this stage of the simulation of
the furnace is, whether it is useful to enrich the air with ad-
ditional O2 up to a level of 25 % molar concentration of O2.
In the industrial production this will increase the the combu-
tion rate and reduce inert N2, that has to be heated up during
the process. Thus the volume flux can be reduced and higher
tempratures can be achieved theoretically. This may reduce
the duration of the burning process. For the simulation all the
settings are the same in the burner as in the previous chapter
with the difference of the molar fraction of N2 and O2 and
the values of inlet velocity.
In figure 20 one can see the difference of temperature due
to O2 enrichment plotted on the interpolation surface of the
burner simulation. In the 20.9 % case one can clearly see
the cool layer alongside the wall, that is dissappearing in the
case of 25 % O2. Thus the brick surfaces around the burner
are experiencing temperature values up to 600 K higher than
in the first case. These values may lie over the specification
values of the material.
In figure 21 one can see in the plot of velocity magnitude the
reduction of the volume flow coming out of the burners. Also
the flame velocity drops more rapidly after the burner exit.
Figure 22 shows the resulting temperature distribution at the
changed operating condition. At 25 % O2 temperature drops

Figure 18: Temperature (in K) on the plane at the height of
the middle of the upper burners

Figure 19: Molar fraction of methane (v/v) on the plane at
the height of the middle of the upper burners

more rapidly after the burner, however the overall tempera-
ture is rising. In overall a rise of about 50 K can be found due
to the changes made.
In figure 23 the molar fraction of methane is completely dif-
ferent in comparison to figure 19. Methane is almost com-
pletely combusted after the burner exit and residual quantity
of methane is of one magnitude lower than in the previous
case. This is due to the lower velocities and higher temper-
ature inside the burner. Thus also the length of the flame is
significantly reduced.
As a conclusion of the comparison between the two inves-
tigated operating conditions one can say, that, as expected,
with the same methane load the temperature is increased by
approximately 50 K inside the furnace and the gas consump-
tion could be lowered in order to reach the same desired tem-
perature by the burning process. Yet this advantage is not
worth the increased temperature values alongside the burner
walls are , as this phenomenon is likely to damage the appa-
ratus and to reduce the life time of the equipment. Here, with
these initial simulation values one can clearly say, that O2

Figure 20: Temperature (in K) on the interpolation surface in
the case with 20.9 % O2 and 25 % O2

Figure 21: Velocity magnitude (in m/s) on the plane at the
height of the middle of the upper burners

Figure 22: Temperature (in K) on the plane at the height of
the middle of the upper burners
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enrichment with the currently operating burners is not rec-
ommended.

CONCLUSION

In this work results and experience of the simulation of a
high temperature furnace for the process of burning fire clay
made in an ongoing industrial project are presented. The
model is built up and first results are presented. The advec-
tive and the radiative heat transport together with combustion
are included. Both the burners and the volume of the furnace
are simulated. Results from the simulation of the burner are
exported and imported into the simulation of the furnace as
boundary conditions. For this an interpolation script was cre-
ated.
Conclusions so far:

1. Combustion takes place outside the burner inside the
furnace.

2. The asymmetric location of the burner can lead to an
asymmetric distribution of heat. Thus fire clay bricks
may be treated with different temperatures at different
locations

3. Pockets containing fire clay to be burnt, that cannot be
flushed with gas, do not seem to show the desired high
temperatures, that can be found elsewhere in the fluid
region.

4. According to our simulation results the enrichment of
oxygen during the burning process is not a reasonable
step with the current burners.
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FURTHER WORK

Next steps will include the sophistication of the model. On
the one hand more detailed combustion modeling with more

Figure 23: Molar fraction of methane (v/v) on the plane at
the height of the middle of the upper burners

than one reaction will be used. The thermal transport from air
to the bricks will be investigated as well as the temperature
distribution at different points of time of the burning process.
Also geometric variations will be simulated like a different
distribution of bricks or a potential relocation of the middle
burners.
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ABSTRACT 

We focus on a parcel-based approach, similar to the one 
used by O'Rourke and Snider, 2010, which tracks the 
motion of a so-called “parcel” of particles. We derive a 
scaling law for a linear-spring dashpot interaction model 
that enables tracking of clouds of particles through 
DEM-based simulation of (scaled) pseudo-particles. 
This guarantees convergence to a DEM-based 
simulation of the unscaled system, i.e., a system where 
all the individual particles are tracked. We use a BGK-
like relaxation term to model collisions between 
particles in dilute regions of the flow field. This 
combined approach is implemented in an in-house code 
that runs on GPUs (Radeke et al., 2010), and is used to 
study a granular jet impinging on a plane surface, as 
well as a simple shear flow. We find that a BGK-type 
relaxation model is necessary when using parcel-based 
approaches for capturing some prominent flow features. 

Keywords: Discrete element method, simulation, granular 
impinging jet, shear flow.  

NOMENCLATURE 

Latin Symbols 

c Damping coefficient of primary particles, 
[kg/s]. 

C Constant in the filter function. 
d Diameter, [m]. 
ep Coefficient of restitution. 
E Young’s modulus, [N/m²]. 
f Particle distribution function. 
F Force, [N]. 
g0 Radial distribution function. 
G Filter function. 
h Switch-off function. 
k Stiffness of primary particles, [N/m]. 
K Constant. 
m Mass, [kg]. 
N Number of particles in a parcel. 
p Pressure, [N/m²]. 
P Probability distribution function. 
R Radius, [m]. 
r32 Sauter mean radius of primary particles, [m]. 

t Time, [s]. 
T Granular temperature, [m²/s²]. 
T Torque, [N.m]. 
U Initial velocity, [m/s]. 
v Velocity, [m/s]. 
y Vertical distance, [m]. 
 
Greek Symbols 

α Scaling ratio. 
β Size ratio of colliding particles. 
δ Overlap, [m].  
∆ Dimensionless filter length. 
φ Volume fraction. 
γ Shear rate, [1/s]. 
η Damping function. 
κ Exponent. 
λ Experimental parameter for the scattering 

angle. 
µ  Friction coefficient. 
Π Dimensionless parameter. 
θ Scattering angle, [rad]. 
ρ Particle density, [kg/m3]. 
σσσσ Stress, [N/m²]. 
τ Shear stress [N/m²]. 
τD Relaxation time, [s]. 
ωωωω Rotation rate, [rad/s]. 
 

Sub/superscripts 

*, *’ Dimensionless quantities. 
BGK Bhatnagar–Gross–Krook. 
CP Close packed. 
eff Effective. 
el Elastic. 
eq Equilibrium. 
fluct Fluctuation. 
half Half. 
impact At impact. 
jet Jet. 
model Modeled term. 
n Normal direction. 
t Tangential direction. 

off Value at switch-off. 
p Parcel. 
prim Primary particle. 
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PP Particle-particle. 
PW Particle-wall. 
roll Rolling. 
sample At sample position. 
0 Reference value. 

INTRODUCTION 

Discrete Particle Models (DPM), aim at tracking 
individual particles, or parcels thereof, in the flow 
domain. By using this approach, the treatment of a 
granular assembly made up by particles with different, 
size, density, shape, or composition is straightforward. 
Particle-based methods offer the possibility to include 
complex particle-wall interactions, the handling of rare 
events, as well as to extend the method to gas-particle-
droplet systems (Link et al., 2009; O'Rourke et al., 
2009; Zhao et al., 2009). Interest in the latter systems 
has been recently motivated by the pharmaceutics 
industry (Radeke and Khinast, 2011; Radeke et al., 
2010), and also by classical applications like coking 
(typically performed in fluidized beds, see Darabi et al., 
2010; Radmanesh et al., 2008), or catalyst impregnation.  
When using a DPM, two major approaches can be 
chosen: First, each particle in the system can be tracked. 
In this case, relatively simple models based on 
instantaneous (“hard-sphere” model), or enduring 
collision dynamics (“soft-sphere” model, recently 
summarized by Cleary, 2009) can be employed. The 
soft-sphere approach is more general, and allows also 
for the simulation of dense regions with enduring 
contacts, and is usually referred to as “Discrete Element 
Method” (DEM).   
Second, the particle population can be represented by 
so-called “parcels” of particles, i.e., a cloud of particles, 
and hence the name parcel-based approach. Another 
way of interpreting such an approach is to think of a 
(discrete) approximation of the particle distribution 
function by test particles. For gas-solid flows, Andrews 
and O'Rourke, 1996, proposed the so-called “Multi-
Phase Particle-In-Cell” (MP-PIC) approach, which is a 
parcel-approach. MP-PIC has been applied widely to 
fluidized beds, sedimentation, hopper flow, as well as 
other dense granular flows (O'Rourke et al., 2009; 
O'Rourke and Snider, 2010; Snider, 2001; Snider, 
2007). In principle, a parcel-based approach does not 
require a second-phase to be present; however, MP-PIC 
requires an implicit coupling to the fluid phase due to 
stability reasons. The MP-PIC approach does not track 
collisions between particles directly, but employs a 
simple “particle pressure” model to prevent particles 
from becoming close-packed. Instead of modeling 
particle interaction forces with a particle pressure, 
Patankar and Joseph, 2001, explored the use of a simple 
soft-sphere model (without friction) in conjunction with 
a parcel-based method for a relatively small system. A 
similar approach was taken by Sakai et al., 2010; Sakai 
and Koshizuka, 2009, as well as Mokhtar et al., 2011. 
Only recently Bierwisch et al., 2009 have shown that a 
parcel-based approach with contact detection, when 
using appropriately scaled interaction parameters, yields 
simulation results independent of the number of particles 
making up the parcel. Bierwisch et al., 2009 showed that 

this scaling must be based on identical (i) particle 
density, (ii) coefficient of restitution, (iii) friction 
coefficients, and (iv) Young’s modulus for their 
Hertzian repulsion force model. The scaling proposed 
by Bierwisch et al., 2009 yields stresses in the quasi-
static regime, and parcel velocities in all regimes, that 
are scale independent. However, the analysis of 
Bierwisch et al., 2009, is based on a single collision, and 
studies on parcel behavior in dense to moderately dense 
systems (i.e., for particle volume fractions between 0.05 
and 0.50) are still lacking. 
Our first objective is to provide a scaling for the 
parameters of a DEM-based (linear spring-dashpot) 
model, such that stresses and velocities in the quasi-
static flow regime are scale independent. Our second 
objective is to establish a method that takes the effect of 
sub-parcel collisions, not directly tracked when using a 
parcel-based approach, into account. We base our 
method on the ideas of O'Rourke and Snider, 2010. 
However, we aim at a strategy that is consistent with 
DEM, i.e., that yields a “pure” DEM-based simulation in 
a situation where only one particle is in the parcel. Our 
third objective is to demonstrate the effect of the 
proposed scaling and the sub-parcel collision model on 
the dynamics of two granular flows. Our simulations are 
based on an in-house code running on graphic 
processing units (GPUs). 

MODEL DESCRIPTION 

Dense Region 

When using a parcel-based approach, one has to prevent 
over-packing in dense regions either with an (indirect) 
particle pressure model (Andrews and O'Rourke, 1996),  
or a model based on the direct detection of particle 
collisions (e.g., the strategy followed by Patankar and 
Joseph, 2001). In our model we have chosen to account 
for collisions by using a linear spring-dashpot model 
(see Eqns. 1-2), which is well established for granular 
dynamics. The details of our implementation are 
provided in Radeke et al., 2010, and here we only 
provide the most essential model equations. For our 
present work we included a spring-dashpot-slider model 
in the tangential direction (see Eqn. 2), as well as a 
rolling friction model between particles, and particles 
and the wall (see Eqns. 3-5; rollv  is a “rolling velocity” 

as defined by Luding, 2008). 

nnF ⋅⋅+⋅⋅= nnnnnij ck δδ &
,  (1) 

( )ttFF ⋅⋅+⋅⋅⋅= ttttnijij,t ck δδµ &,min ,  (2) 

rollrollnrollroll vvFF ⋅⋅−= µ  (3) 

[ ]21 ωnωnv ×−×⋅−= effroll R  (4) 

rollroll R FnT ×⋅= 1  (5) 

The central question when using a DEM-based model 
for the parcel-based approach is how to connect particle 
interaction parameters with parcel interaction 
parameters. Specifically, we ask the question, how 
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spring stiffness and damping coefficient must be scaled, 
when a parcel with a diameter dp = α . dprim is used in the 
simulation (α is the ratio of the parcel diameter to the 
primary particle diameter).  
In the following we describe the details on such a 
scaling that yields identical stresses for dense granular 
flow using the linear spring-dashpot model (Eqns. 1-5). 

Scaling of Interaction Parameters 

We base our analysis on equal energy densities in the 
original, and the coarse-grained system. This means that 
the density of the particles, as well as the translational 
velocity must be invariant. Also, the total rotational 
kinetic energy of the original and coarse-grained 
particles must be identical. The following analysis is 
valid for a linear spring-dashpot model with frictional 
slider, and is similar to the analysis for a Hertzian 
interaction model by Bierwisch et al., 2009. Since we 
base our analysis on an effective mass and radius for the 
collision, it is valid for both particle-wall, as well as for 
particle-particle collisions with arbitrary size ratios of 
the primary particles (i.e., the particles in the original 
system). Our analysis does not include differences in 
particle densities; however, an extension to these 
systems can be easily done in analogy to particle size 
differences. 
We start with the differential equation for the overlap in 
normal direction from Newton’s equation of motion: 

nnnnneff ckm δδδ &&& ⋅+⋅=⋅ . (6) 

Here the effective mass is: 
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The effective radius is  

Inserting these expressions, and using the dimensionless 

variables inn Rδδ =* , 0* vnn δδ && = , and ( )0* vRtt i= , 

as well as approximating Young’s modulus with 
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with ( )[ ]33
1 134 ββπ +⋅=K . Thus, our scaling is based 

on the dimensionless (normal) overlap for the 
translational motion of a particle, with the reference 
length being the parcel diameter in the parcel approach 
and the particle diameter in the original unscaled 
problem, i.e., the relative overlap will remain invariant 
when scaling the system. From Eqn. 9 the following 
dimensionless parameters can be identified: 

β=Π1 , ( )2
02 vRk pin ⋅⋅=Π ρ , 

( )0
2

3 vRc pin ⋅⋅=Π ρ  
(10) 

Π1 requires a constant ratio of the radii of the colliding 
particles or parcels. This ratio will remain constant, as 
long as each parcel is made up by the same number of 

particles N. Π2 requires that constRk in = , since we 

require also the density and the reference velocity v0 to 
be invariant. This is in agreement with the simulation 
results of Chialvo et al., 2010, which found that the 
pressure scales with Rkn  in a monodisperse, quasi-

static granular flow.  
Also, the stresses will be identical during scaling. This is 
because the ratio of the elastic normal forces in the 
original and scaled system is given by 

( ) ( ) [ ] 2
,, **' αδαδα =⋅⋅⋅⋅⋅⋅= inninn

el

nij

el

nij RkRkFF . 

(our analysis was based on invariant non-dimensional 
overlaps *nδ ). Since the macroscopic contact stress is 

given by the sum of the dyadic product of contact forces 
and the distances between two particles in a control 
volume (see Latzel et al., 2000, for details on the 
evaluation of stress tensors), the stresses are invariant 
when using this scaling in the dense regime.  

Π3 requires that constRc in =
2 , i.e., cn scales with α², 

which results in an invariant coefficient of restitution 
when scaling the system, as well as a damping force that 
scales with α². Finally, it is easy to see that the already 
dimensionless friction coefficients µ  and µ roll must be 
kept constant when scaling the system. 

Dilute Region 

Previous Work 

To take collisional effects between the particles in a 
parcel into account, O'Rourke and Snider, 2010, 
proposed a relaxation of the particle distribution 
function f to an equilibrium distribution feq in a BGK-
like fashion (in our discrete approximation, f is 
represented by parcels having individual velocities v). 
Thus, they set: 

D

eq ff

t

f

τ

−
=

∂

∂
 (11) 

to take into account particle collisions. O'Rourke and 
Snider, 2010, suggested the following correction to the 
parcel velocity to take collisions of particles within the 
parcel into account: 
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vv
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Here, δt is the computational time step, and the mass-
averaged particle velocity v  is given by a summation 
over parcels p near the parcel under consideration: 

( ) ( )∑∑ ⋅⋅⋅=
p

prim

p

prim mNmN vv , (13) 

where mprim is the mass of primary particles, and N is the 
number of particles in each parcel. O'Rourke and Snider, 
2010, proposed Eqns. 14 to 16 for calculating the 
damping time τD. 
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Here eps is a small number (taken to be 10-5), r32 is the 
local Sauter-mean radius, and dprim is the (primary) 
particle diameter of the particles making up the parcel. 
Eqn. 16 is based on the kinetic theory of granular flow 
with corrections for particle inelasticity, as well as local 
particle volume fraction. Also, one can take frictional 
contacts between particles into account by using an 
effective coefficient of restitution as proposed by 
Jenkins and Berzi, 2010. However, it should be kept in 
mind that the velocity relaxation proposed by O'Rourke 
and Snider, 2010, applies for an approach where 
collisions between parcels are not detected; when such 
collisions are detected, as in our present study, one must 
modify Eqn. 16 to avoid overdamping. 

Modified Relaxation Model for Parcel Velocities 

The equation for the collision frequency proposed by 
O'Rourke and Snider, 2010, models the effect of 
collisions between particles in different parcels. 
However, since we are already accounting for collisions 
between parcels in our implementation (via the spring-
dashpot model), we need to model only collisions that 
occur with a frequency 1/τD,model, i.e.,  

pD,DmodelD, 111 τττ −=
. (17) 

Assuming that the latter collision frequency between 
parcels follows the expression in Eqn. 16, and by 
requiring that the fluctuation velocities of particles and 
parcels are identical, one obtains: 

( )αττ 1111 DmodelD, −=
. (18) 

Hence, the frequency of collisions 1/τD,model that  
requires modeling in addition to the “resolved” 
collisions of the parcels, is somewhat lower in our 
model than the one proposed by O'Rourke and Snider, 
2010. Note, that Eqn. 18 is consistent with a “full” 
simulation of the original system, where all particles are 
tracked, i.e., α = 1 and 1/τD,model equals zero.  
Furthermore, we have to consider a correction in the 
dense limit, where parcel-parcel collisions become more 
frequent, and Eqn. 16 is no longer valid. This is because 
in the limit of close packing, contact forces due to 
enduring contacts (calculated directly with the spring-
dashpot model) will already lead to a velocity 
relaxation. Thus, we have to reduce the modeled 
collision frequency at a certain volume fraction φp,off to 
avoid the divergence of 1/τD,model at φp = φp,CP. We do 
this by multiplying Eqn. 18 with a factor h(φp) that 
approaches zero when φp equals φp,CP: 

( )
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(19) 

Here κoff is an exponent that controls how fast the 
collision frequency model is switched off. We choose 
κoff to be 8 for a rapid switch off, and φp,off = 0.60. This 
rather abrupt switch off is motivated by the publications 
of Silbert et al., 2007, Reddy and Kumaran, 2007, as 
well as Chialvo et al., 2011. These authors show that 
there is an abrupt switch between an inertial regime 
(where the model given by Eqns. 14 and 18 is 
appropriate) and a quasi-static regime, for which a more 
complex rheological model has to be used (in our case 
the DEM-based model shown in Eqns. 1-5). 
In summary, our modified relaxation model is consistent 
with a DEM-based simulation in the dense regime, and 
with a “full” DEM-based simulation in case the original 
system is modeled, i.e., a situation where α equals 1. In 
the dilute limit, and when the parcel size is much larger 
than the particle size, our relaxation model is identical to 
the model based on kinetic theory shown in O'Rourke 
and Snider, 2010. 

Local Particle Volume Fraction and Velocity 

For the relaxation of parcel velocities, one needs to 
know the local mean particle volume fraction pφ , as 

well as the mean velocity of the parcels v . Previous 
work (e.g., O'Rourke and Snider, 2010) used a Cartesian 
grid for this purpose. This requires an interpolation of 
particle volume and velocity from and to this grid. We, 
however, reconstruct pφ  and v  from a spatial filtering 

on a spherical domain surrounding each parcel. Our 
filter function has the form: 

( )
( ) ( )

( )
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=

BGKji

BGKji
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RRRRRC
RG

0

2
02 , (20) 

with parameters C2, and R0 chosen such that the integral 
of G(R) in a spherical domain is unity. This filter 
guarantees that the mean quantities are evaluated at the 
center of the parcel. For our simulations we choose ∆BGK 

= 3, i.e., filtering was performed in a sphere with a 
diameter three times the parcel diameter.  

RESULTS 

Granular Jet 

Cheng et al., 2007, have experimentally investigated the 
normal impact of 0.050 mm to 2.1 mm glass and brass 
particles (monodispers and spherical) on a circular disc. 
They showed that the characteristic scattering angle θhalf 
of the rebounding particles is influenced by the ratio of 
particle and jet diameter dp/djet:  

( )jetphalf dd⋅⋅= 2atan λθ  (21) 

with λ = 1.05 ± 0.05. Thus, for a small particle-to-jet 
ratio the granular jet behaves like a liquid without a 
scattering of particle velocities. When using our parcel-
approach, the goal is that only the size of the primary 
particles should affect the scattering angle, and not the 
parcel diameter itself. 
We performed simulations using (i) an unscaled system 
(i.e., the interaction parameters in Eqns. 1-5 were not 
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changed with parcel size); (ii) a scaled system (scaling 
based on the dimensionless parameters displayed in Eqn. 
10), but without relaxation model; as well as (iii) a 
scaled system with the relaxation model shown in Eqn. 
18. Also, a simulation of the original system, for which 
the motion of the primary particles was calculated 
directly, was performed. The simulation parameters are 
listed in Table 1. The damping coefficient cn was 
calculated from the coefficient of restitution (see 
Luding, 2008), and we set ct = cn. 

 
Figure 1: Particle velocities near the impact region of a 

granular jet. The jet (which has a circular cross section with 
diameter djet) impacts the planar surface under an angle of 

θimpact = π/2. 

The scattering patterns of these three systems are shown 
in Figure 1a-c; a magnified version of a slightly smaller 
region near the impact point for the original system is 
shown in Figure 1d. Here we show front views of the 
particle jet, which approaches the planar surface from 
the top. For the results displayed in Figure 1 we have 
chosen the scaling factor α as 6.3, i.e., we have grouped 
250 single particles into one parcel.  
As can be easily seen from Figure 1a, the unscaled 
system represents a case with a much larger (effective) 
particle diameter, and the characteristic scattering angle 
is much larger than that observed in the original system 
(see Figure 1d). This behavior is expected, since we do 

not perform any scaling, and the scattering angle is in 
good agreement with the experimental results of Cheng 
et al., 2007 (see the comparison of simulation results for 
the unscaled system indicated by dots with the 
correlation indicated by the bold line in Figure 3). 
 

Table 1: Parameters for the granular jet simulations. 

Parameter Value 

djet 7.3 [mm] 

yjet 25 [mm] 

djet / dp 3.5; 14.6; 29.2; 73 

dp 0.10 - 2.19 [mm]  

Up,0 1 - 8 [m/s] 

φp 0.60 

ρp 2500 (glass) 

ep 0.75, 0.95 

µPP 0.10  

µPW 0.15  

µroll 0.01 

kn 306 [N/m] 

kt 88 [N/m] 

Rsample 63.5 [mm], 20 [mm] 

 
Appropriate scaling of the system significantly lowers 
the scattering angle (see Figure 1b), even in the case no 
relaxation is employed. However, some scattering of 
parcels still occurs. Employing the BGK-like relaxation 
(Figure 1c) finally yields a parcel behavior similar to the 
one observed in the original system with 250-times more 
particles. 
 

 
Figure 2: The scattering angle distribution - comparison of 
the original system (red line), with results using the parcel 

approach (symbols). 

To quantify the effect of the BGK-like relaxation, we 
compare the distribution of particle scattering angles in 
Figure 2. Specifically, we plot the number density 
distribution P(θ) of the scattering angle θ (i.e., the angle 
measured between the impact surface and the particle 
position as illustrated in Figure 1a). To calculate P(θ), 
we only consider particles located at a radial distance of 
Rsample = 63.5 ± 2.5 mm from the origin, as per Cheng et 

(a) unscaled system  

dprim = 100 µm, dp = 630 µm 

(c) scaled system  

with relaxation 

dprim = 100 µm, dp = 630 µm 

(d) original system 

dprim = dp = 100 µm 

0,pU
r

 

 θθθθ        

djet  

(b) scaled system  

without relaxation 

dprim = 100 µm, dp = 630 µm 
 

Rsample  

origin  
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al., 2007; for the original system, though, we set Rsample 
= 20 ± 2.5 mm, since we were unable to simulate the full 
system. As can be seen from Figure 2, the unscaled and 
scaled systems give a wide distribution of scattering 
angles, with scattering half angles θhalf (defined as 

( )∫ =
half

dP
θ

θθ
0

5.0 ) of 0.28 and 0.14, respectively. This 

result is in distinct contrast to the very narrow 
distribution of the original system (shown by the red line 
in Figure 2). However, when we employ the relaxation 
model, all simulations using a larger parcel diameter 
(see the symbols for different values of dp/djet in Figure 
2) agree reasonably well with behavior of the original 
system. The improved agreement of the BGK cases 
indicates the importance of the relaxation model in 
replicating the behavior of the much smaller particles 
within a parcel. 

 

Figure 3: The scattering half angle θhalf as a function of 
dimensionless parcel size (symbols represent simulation 

results, lines are theoretical predictions). 

In Figure 3 we show a summary of our results for the 
granular jet for various scalings, expressed as dp/djet. 
Clearly, when the system is unscaled (filled circles and 
crosses), the parcels behave like large particles. In this 
systems the scattering half angle is close to the  
correlation established by Cheng et al., 2007, and given 
in Eqn. 21. For the unscaled system we find that the 
coefficient of restitution has no significant effect at large 
dimensionless parcel diameters. Only for the smallest 
system studied (i.e., dp/djet = 0.04) there is a large 
relative difference for our results involving ep = 0.75 
and ep = 0.95. The cause for this behavior is unclear, as 
previous computational studies (e.g., that of Huang et 
al., 2010) could not afford to simulate that large systems 
(the simulations for dp/djet = 0.04 required us to track 
0.97 million particles) and the experiments of Cheng et 
al., 2007, only included particles that had a coefficient 
of restitution equal to 0.75. 
The scaled system using the BGK-like relaxation model 
(blue filled squares in Figure 3) shows a more realistic 
behavior, as we obtained the small scattering angles 
typical for a system made up by particles of 100 µm (the 
scattering angle for 100 µm particles as expected from 

Eqn. 21 is shown as green dashed line Figure 3). Our 
simulation results for the original system are indicated 
by the leftmost black circle at dp/djet = 0.0137. These 
simulations involved already 2.7 million particles in a 
domain half the size as the one used for the other cases. 
Our results when using the relaxation model (blue filled 
squares in Figure 3) are somewhat below the expected 
results from Eqn. 21, as well as our simulations of the 
original system. This behavior is also visible in Figure 2, 
where the simulation results using the BGK relaxation 
do not match perfectly with the original system (red line 
in Figure 2). It seems that the chosen expression for the 
relaxation time slightly over-predicts the collision 
frequency, even though we already subtract the collision 
frequency between parcels. More work, and possibly a 
more suitable model, is required to explain this 
difference, and to make the scattering angles in both 
systems collapse. Another explanation could be that the 
switch off particle volume fraction of φp,off = 0.60 in our 
simulations is somewhat too high. Indeed, simulations 
with lower values for φp,off showed that such a parameter 
adjustment could be used to improve the collapse. 
However, there is no rationale for choosing a different 
value for φp,off, and hence we suggest to first improve the 
collision frequency model, rather than to perform a 
parameter fit. 

Simple Shear 

We performed simple shear flow simulations using a 
cubic box of particles. Lees-Edwards boundary 
conditions (LEBCs, Lees and Edwards, 1972) were 
employed on two sides of the box, whereas on the other 
four sides periodic boundaries were set. The LEBCs 
impose a steady shear motion on the particles. Stresses, 
fabric tensors, velocities, as well as particle rotation 
rates were recorded during the simulation, and then 
averaged over the box. Stresses were probed by 
calculating the contact and streaming stress tensor for 
each particle, and then summing up the contributions 
from each particle. A similar procedure was employed 
for the fabric tensor (results not shown). Both 
procedures (i.e., for the stress and the fabric) follow the 
work of Latzel et al., 2000. The granular temperature in 
the system was estimated by calculating the velocity 

fluctuation tensor 2
, fluctpv , and then setting  

32
, 






= fluctptrT v . (22) 

The velocity fluctuations were calculated from the 
instantaneous particle velocity and the local average 
velocity. The latter was calculated under the assumption 
of a linear velocity profile.  
Similar to the granular jet, we performed shear flow 
simulations in (i) an unscaled system (i.e., the 
interaction parameters for the contact model were not 
changed with parcel size); (ii) a scaled system (scaling 
based on Eqn. 10), but without relaxation model; as well 
as (iii) a scaled system with relaxation model. For our 
simulations we used the same particle interaction 
parameters as shown in Table 1, except for µ roll, which 
was set to zero. Simulations were performed with φP = 
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0.55, ep = 0.75, and the shear rate was chosen such that 

( ) 410−=⋅⋅=∗ primpprim dkd ργγ  was constant. 

Systems with different parcel sizes where investigated 
by holding the box size (0.015 m) and the primary 
particle diameter (dprim = 100 µm) constant, and 
grouping between 4 and 8192 particles into one parcel.  
Also, a limited number of simulations were performed 
with φP = 0.62 to show the system behavior in the quasi-
static flow regime. Each of these simulations involved 
approximately 4,000 parcels in a box of variable size to 
investigate the effect of the parcels size. 

Granular Temperature 

Already previous work (Benyahia and Galvin, 2010) 
showed that the granular temperature in a wall-bounded 
shear flow dramatically increases with parcel size. This 
finding is expected, since a simple calculation based on 
the kinetic theory of granular flow would predict that 
(see, e.g., Sangani et al., 1996): 

( )
( )[ ]

( )
p

p

p
e

g

d

T

−⋅

⋅⋅+⋅+
=

⋅ 115

851121 2
0

2

φπ

γ
 (23) 

Here g0 is the radial distribution function at contact, for 
which we use the expression in Eqn. 15. Thus, by just 
scaling the particle diameter, and performing a naive 
DEM-based simulation leads to a significant 
overestimation of the granular temperature in the 
system. 
 

 
Figure 4: Granular temperature scaled by the velocity 

fluctuation in the original system (dprim
.γ)² (symbols represent 

simulation results, lines are theoretical predictions, φP = 0.55 
unless otherwise stated). 

The results for the granular temperature (made 
dimensionless with the shear rate and the primary 
particle diameter dprim) are shown in Figure 4. The red 
bold line represents the expected granular temperature 
of the original system for φP = 0.55 estimated from Eqn. 
23, which should remain constant when using the 
relaxation model. Also, we have included a line 
representing the theoretical prediction using Eqn. 23 for 
the increase in granular temperature in the simulations 
without relaxation model (i.e., the scaled and unscaled 
system should behave like a system consisting of large 

particles, and the granular temperature should increase 
proportional to (dp/dprim)²). Clearly, the results for the 
scaled system and φP = 0.55 agree reasonably well with 
the theory of Sangani et al., 1996, which slightly 
overpredicts the granular temperature. The unscaled 
system, as well as the scaled system with φP = 0.62 
shows a higher granular temperature, but the same 
principal trend as the theoretical prediction of Sangani et 
al., 1996. This is because the unscaled system represents 
a case with a higher coefficient of restitution - this 
increase can be easily understood by inspection of Eqn. 
23. The scaled system with φP = 0.62 is in the quasi-
static regime, for which the theory of  Sangani et al., 
1996, is no longer applicable. 
The simulations using the BGK-like relaxation in Figure 
4 show a lower granular temperature, i.e., the system 
behavior is closer to the theoretical prediction of the 
original system (bold red line). Still the granular 
temperature is significantly overpredicted using the 
relaxation model given by Eqns. 14 and 18. Thus, the 
relaxation to the local mean velocity is too week to 
dampen the velocity fluctuations of the parcels. Also, 
the scaled granular temperature increases with parcel 
size, indicating that the dependency of the current 
relaxation model on the parcel size is too weak. 

Stresses 

 

 
Figure 5: Pressure (top) and shear stress (bottom) for different 

parcel diameters and filter sizes in a scaled and unscaled 
system, as well as a in a system with BGK-like relaxation 
(symbols represent simulation results, lines are theoretical 

predictions, φP = 0.55 unless otherwise stated). 
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The results for the sum of contact and streaming stresses 
are shown in Figure 5. Here we have defined the 
pressure as p = (σxx + σyy + σzz) / 3, and the shear stress τ 
is the stress component pointing in the shearing 
direction and acting on the surface normal to the 
gradient direction (the other shear stress components are 
much smaller).  
As can be seen from Figure 5, with increasing parcel 
size both pressure and shear stress dramatically increase 
for the systems with φP = 0.55. This is explained with 
the fact that these systems correspond to a system with a 
higher dimensionless shear rate γ*’, in case we define 
this dimensionless shear rate with 

( )psp dkd ⋅⋅=∗′ ργγ , i.e., we use the parcel 

diameter instead of the primary particle diameter. Thus, 
γ*’ increases with (dp/dprim)3/2 in the unscaled system, 
and with (dp/dprim) in the scaled system since our scaling 
is based on k/dp = const. As our simulations were 
performed with µPP = 0.1, and γ*’< 10-2, the systems 
with φp = 0.55 were in the inertial regime, and the 
systems with φp = 0.62 were in the quasi-static regime 
(for an exact regime definition refer to Chialvo et al., 
2011). Previous studies, and simple theory tells us that 
pressure and shear stress scale with the dimensionless 
shear rate squared in the inertial regime (at constant 
volume fraction and friction coefficient). In the quasi-
static regime the stresses are expected to remain 
constant, and only a moderate increase for γ*’> 10-3 
(which corresponds to dp/dprim > 10 in our scaled system) 
is anticipated due to a regime transition into an 
intermediate flow regime (see the findings of Chialvo et 
al., 2011). We have included lines showing the expected 
trends for the stresses in the quasi-static and inertial flow 
regime in Figure 5 (see the red solid lines). 
As can be seen, the simulation results for the scaled 
system agree well with the expected scalings in the 
inertial and quasi-static regime. For the latter regime our 
simulation results  for the stresses (black diamonds in 
Figure 5) slightly increase with parcel size above dp/dprim 
= 10 due to the transition to an intermediate flow 
regime. This increase has also been observed by Chialvo 
et al., 2011, for flows at different dimensionless shear 
rates.  
Also the results for the unscaled system with φp = 0.55 
follow the theoretical predictions for flow in the inertial 
flow regime; however, they show somewhat higher 
stresses. This is explained by the fact that for the 
unscaled system also the coefficient of restitution 
increases with parcel size, which results in higher 
granular temperature and stresses. 
In case the BGK-like relaxation is applied, the sum of 
contact and streaming stress stays nearly unaffected (see 
the filled blue boxes in Figure 5), and only for dp/dprim > 
15 a rather small drop in the stresses is observed. Thus, 
even in case we perform a BGK-like relaxation, the 
stresses do not significantly change compared to a 
scaled system.  

CONCLUSION 

Even though parcel-based approaches have been in use 
for more than fifteen years since the pioneering work of 

Andrews and O'Rourke, 1996, there is still a strong need 
to analyze the basic features of this simulation approach. 
Recent literature highlights this need (see the work of 
Benyahia and Galvin, 2010; Benyahia and Sundaresan, 
2011).  
In this work we performed a relaxation of parcel 
velocities to a local mean velocity to account for 
collisions of particles making up the parcels. We claim 
that such a relaxation is necessary in any DEM-based 
simulation that uses bigger (pseudo) particles, and has 
the ambition to model the original system consisting of a 
much higher number of primary particles. Even in cases 
where a proper scaling of particle interaction parameters 
is performed (i.e., a scaling like the one proposed by 
Bierwisch et al., 2009, or the one presented in this work 
for the linear spring-dashpot model), a relaxation seems 
necessary. Thus, our simulations involving the 
relaxation model gave a nearly parcel-sized independent 
behavior for a granular jet impinging on a planar 
surface, while simulations without relaxation did not.  
The challenge for parcel-based methods is to correctly 
compute the collision rate, the granular temperature and 
the inter-parcel stress in a dilute to moderately dense 
region. Our simulations for a simple shear flow in the 
inertial regime agree with the kinetic theory of granular 
flow that predicts a massive increase in granular 
temperature and stress with parcel size when no 
relaxation is used. For the stress this is explained with 
the higher dimensionless shear rate when parcels are 
used, i.e., the shear rate increases with (dp/dprim)3/2 in an 
unscaled system, and with dp/dprim in a system with 
scaled interaction parameters to yield identical behavior 
in quasi-static granular flow. Thus, there is no easy way 
of scaling parcel interaction parameters to yield identical 
flow behavior in the inertial flow regime. For the quasi-
static flow regime, however, scaling is less problematic 
and we observe a nearly constant stress in our shear flow 
simulations. Only the transition to an intermediate flow 
regime, as defined by Chialvo et al., 2011, will lead to 
an increase in the stresses in a correctly scaled system. 
For simple shear flow in the inertial regime the use of 
the relaxation model based on O'Rourke and Snider, 
2010, used in a slightly modified form in our work, 
leads to a granular temperature for the parcel-based 
approach closer to the original system, but this is not 
true for the stress. It is still unclear how one can obtain 
an identical stress for flows in the inertial regime when 
using a parcel-based approach. Clearly, more work is 
required, especially in connection with the relaxation 
model, which is subject of ongoing work. 
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APPENDIX  
List of animation files: 
(A1) “1000k_boxLEBC_PrincetonLogoMix.avi“  

(simple shear of 106 particles in a box with Lees-
Edwards boundary conditions)  
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ABSTRACT 

A computational fluid dynamics (CFD) model for gasification 

within two different types of gasifiers have been developed for 

two different kinds of feedstock. This model captures the 

important physical and chemical processes that occur during 

gasification. An Euler-Lagrange formulation has been used, 

assuming dilute flow (volume fraction of particle/droplet 

phase less than 10%), with use of the discrete phase model 

(DPM). The first gasifier involves gasification of coal in an 

entrained-flow coal gasifier. Two different reduced chemical 

kinetics schemes have been considered for the coal 

gasification model. The second gasifier deals with gasification 

of heavy oil. The CFD predictions for the two gasifiers have 

been compared with experimental data. 

Keywords: Particle tracking, reactive flows, heat and 

mass transfer, energy and environment, coal, heavy oil, 

gasification, chemical reactors.  

 

NOMENCLATURE 

 

Greek Symbols 

  Mass density, [kg/m
3
]. 

  Dynamic viscosity, [kg/m.s]. 

  Turbulence dissipation, [m
2
/s

3
]. 

 

Latin Symbols 

f  Mixture fraction, [-]. 

h  Specific enthalpy, [J/kg]. 

k  Turbulence kinetic energy, [J/kg]. 

Nu  Nusselt number, [-]. 

P  Pressure, [Pa]. 

Pr  Prandtl number, [-]. 

Sc  Schmidt number, [-]. 

T  Temperature, [K]. 

 u  Velocity, [m/s]. 

Y  Mass fraction, [-]. 

 

Sub/superscripts 

g  Gas. 

p  Particle. 

k  Phase k. 

i  Index i. 

j  Index j. 

 

INTRODUCTION 

Among the different types of gasifiers in widespread 

use, entrained-flow gasifiers are popular for the 

gasification of coal and petcoke, in particular, for power 

generation and production of synthetic fuels. This type 

has also been utilized for the gasification of heavy oil, 

for instance in the Shell gasification process (SGP) and 

in Texaco gasification studies. The entrained-flow 

gasifier is characterized by high operating temperatures 

(in excess of 1400°C) and an operating pressure ranging 

from 20 to 70bar. These high temperatures are 

necessary to ensure high carbon conversion despite the 

short residence time of the feedstock within the reactor.  

In entrained-flow gasifiers the fine coal particles react 

with steam and oxygen flowing co-currently. The 

operating temperature of these gasifiers exceeds the ash 

melting temperature of the coal feedstock (Higman and 

Burgt, 2008). This ensures a high carbon conversion of 

the coal and destruction of tars and oils as well as low 

methane content of the resulting synthesis gas (syngas). 

Entrained-flow gasifiers have a relatively high oxygen 

prerequisite, and the raw syngas has high sensible heat 

content. Virtually all types of coal can be used in this 

type of gasifier, though it is often not economically 

viable to use high moisture and high ash content coals. 

The ash produced in entrained-flow gasifiers consists of 

a black, fine, inert, gritty material. 

 
The flexibility of feedstock type, the widespread 

availability of coal, increased environmental concerns 

and fluctuations in the price of natural gas are factors 

which have contributed to gasification emerging as an 

attractive option for power generation, when used in the 

context of technologies like integrated gasification 

combined cycle (IGCC) plants. Gasification is also 

widely used for the synthesis of chemicals such as 

methanol, ammonia, industrial gases, Fischer-Tropsch 

products and clean fuel gas (Higman and Burgt, 2008). 

 
In the present work, two entrained-flow gasifiers using 

different feeds have been studied. The first gasifier is 
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based on a numerical study by Ajilkumar et al (2009), in 

which the feedstock is a sub-bituminous coal with a 

completely defined composition (proximate and 

ultimate analysis). In the second gasifier, the feedstock 

is heavy oil as experimentally investigated by Ashizawa 

et al (2005). Attention is given to the different chemical 

reaction schemes describing the gasification, i.e., 

devolatilization, char combustion and the gas-phase 

reactions for the different feedstock. Furthermore, 

turbulent multiphase (dilute) flow with combustion is 

the focus here, with the use of an appropriate model for 

radiation. 

 

THEORETICAL FORMULATION 

Gasification involves a number of complex physical and 

chemical processes such as turbulence, multiphase flow, 

heat transfer, mass transfer and chemical reactions. 

When a feedstock is introduced into the reactor at high 

temperature, usually with air or oxygen as a carrier, a 

number of physical and chemical processes occur within 

the gasifier. Quite often, to obtain the benefit of savings 

in space and energy, gasification takes place at high 

pressures. If the feedstock used is a dry feed coal, the 

volatile portion in the coal particles is consumed during 

devolatilization and the resulting char is burned or 

gasified.  

 
In an entrained-flow gasifier, the coal particles would 

mainly follow the gas flow which is represented 

typically as a dilute flow regime. In this regime, the 

volume occupied by the particles and the particle-

particle interactions are assumed to be negligible. A 

criterion used in the CFD software FLUENT for dilute 

flow is that the particle volume fraction should be less 

than 10%.  

 

Multiphase Flow 

A discrete phase model (DPM) is appropriate for 

multiphase flows where the dispersed phases are dilute. 

The continuous gas phase is described in an Eulerian 

formulation by solving conservation equations for mass, 

momentum and energy, while the dispersed phases are 

described in a Lagrangian formulation by tracking the 

exchange of mass, momentum and energy for individual 

particles. 

Continuous Phase 

Turbulent reactive flow taking place in the continuous 

gas phase can be described by Favre-averaged balance 

equations for mass, momentum and energy. The 

governing transport equations can be written in a 

generalized form using Cartesian tensor notation as 

 

   j
j

t
P

j j

u
t x

S S
x x

 




 



 
   

 

  
  

  
 

 (1) 

 

Here, the dependent variable 1, , , ,i ku h Y k   represents 

a variable such as mass, momentum, energy, species, 

turbulent kinetic energy and turbulent kinetic energy 

dissipation rate, respectively. S  is the standard source 

term in the governing equations and PS  is the source 

term taking into account the interaction with the 

dispersed particle phase. The turbulent eddy viscosity  

 
2

t

k
C 


  (2) 

 

is determined from a standard k  turbulence model. 

Discrete Phase 

The mass conservation equation for the discrete phase 

particle (solids or droplets) takes the following form  

 

3 5 61 2 4pdm dm dm dmdm dm dm

dt dt dt dt dt dt dt
     

 

(3) 

 

Where, m1 – m6 are the mass of gas originating from the 

chemical reactions (11) - (16).  

 
The trajectory of the discrete phase particles are 

determined from Newton’s second law of motion. The 

force balance on the particle can be written as 
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(4) 

 

Here, the particle inertia is balanced by the drag, the 

gravity, the virtual mass and the force due to the 

pressure gradient acting on the particle. For a rigid 

spherical particle, the drag is defined by 

  

2

18 Re

24

g D
D

p p

C
F

d






 

(5) 

 

The drag coefficient is determined from the Schiller and 

Naumann model correlation,  

 

 0.68724 1 0.15Re Re Re 1000

0.44 Re 1000
DC

  
 
   

(6) 

 

Energy conservation (thermal) for the discrete phase 

particle can be written as 
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p
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d m c T Nu
A T T

dt d

A Q T m h



 


  

    

(7) 

 
Where, the rate of change of thermal energy of a 

particle is balanced by the convective and radiative heat 

transfer and heat due to devolatilization and chemical 

surface reactions. The convective heat transfer 

coefficient is determined from the Ranz and Marshall’s 

Nusselt correlation, i.e. 
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1/2 1/32.0 0.6Re Pr
p

d

hd
Nu

k
  

 

(8) 

 

Gasification of Coal 

The gasification process can be broken down into the 

following simple sub-processes for ease of modeling. 

Coal (either dry feed or slurry feed) undergoes the 

following sub-processes during gasification. 

 

Passive Heating 

The coal particles are heated till the 

vaporization/devolatilization temperature is reached. 

There is no mass transfer or chemical reaction during 

this stage. When the coal particles reach a certain 

temperature, say the vaporization temperature, moisture 

is released. Accordingly, the moisture behaves as a 

source for the gas phase. Meanwhile, energy is taken 

out from the gas phase to supply the latent heat of 

vaporization.  

 

Devolatilization 

A phenomenological model needs to be constructed 

based on data from experiments used to characterize the 

coal. This model can then be used to predict the yields 

of some major gas components while preserving a strict 

elemental balance to determine stoichiometry. The main 

species included in the devolatilization model are CH4, 

CO2, CO, O2, H2, H2S, N2 and H2O. The release of 

volatiles from the coal can be represented as:  

 

01 02 03 04 05 06 07

11 12 13 14 15 17 21 26

m m m m m m m

m m m m m m m m

C H O N S Ash Mois

C H O N S Mois C Ash



  

(9) 

 

The kinetic devolatilization rate is determined from the 

Kobayashi model with two competing rates. The 

weighted rate of devolatilization is given by 

 

 

   

v
p,0 a

1 1 2 2 1 2

0

m -m
dt

exp

t

dm

R R R R dt 



 
   
 
 
  

(10) 

 

Here  1 1 1exp pR A E RT  and  2 2 2exp pR A E RT  are the 

competing rates that control the devolatilization over 

different temperature ranges. The first yield factor 1  is 

the fraction of volatiles as determined by proximate 

analysis representing devolatilization at low 

temperature. The second yield factor 2  is taken as 

unity, which is the yield of volatiles at high temperature.  

 

Volatiles Oxidation, Char Combustion and Gasification 

After all the volatiles have been released, oxidation of 

volatiles, char combustion and gasification takes place 

until all the char is consumed or the particles flow out of 

the reactor. The chemical reactions include volatile 

oxidation (combustion), char combustion (oxidation), 

char-steam gasification, char-carbon dioxide 

gasification and char-hydrogen gasification, followed by 

the gas phase reactions. Volatiles oxidation/combustion 

for oxygen-rich conditions are described by, 

 

11 12 13 14 15

11312
11 15 2

12 14
11 2 2 15 2 2

4 2

2 2

m m m m m

k

C H O N S

mm
m m O

m m
m CO H O m SO N

 
     
 

  

 
(11) 

 

Using the expression for the partial oxidation of 

volatiles from Chen et al (2000), the chemical reaction 

for volatiles oxidation/combustion for oxygen-lean 

conditions, i.e. 1312
11 15

4 2

mm
m m
 

    
 

are described 

by, 
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(12) 

 

Table 1: Stoichiometric coefficient values. 

Parameter Coal M Heavy Oil 

m11 1.366 2.02 

m12 4.9 3.79 

m13 0.426 0.01 

m14 0.102 0.0169 

m15 0.013 0.0456 

  

If we substitute the values in Table 1 in chemical 

equations (11) and (12), we get the complete and partial 

oxidation relations for the released volatiles for coal and 

heavy oil. 

 

Carbon monoxide and hydrogen are produced during 

the gasification of char particles. The performance of a 

gasifier is determined primarily by the char gasification 

reaction. The following reactions have been included in 

the model 

 

3

2

1

2

k
C O CO 

 

(13) 

4

2 2

k
C H O CO H 

 
(14) 

5

2
2

k
C CO CO 

 
(15) 

6

2 4
2

k
C H CH 

 
(16) 
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The heterogeneous surface reactions are determined by 

a kinetics-diffusion limited reaction rate as  

  

 0
0

p
p ox

dm R
A p D

dt D R
 


 

(17) 

 

Where the diffusion-rate coefficient is defined by  

  

 
0.75

0 1

2

p

p

T T

D C
d


 
 
 
 



 

(18) 

 

and the kinetic rate for the chemical reactions (13)-(16) 

are defined by, 

 

 
2

pE RT
R C e




 

(19) 

 

The multiple surface reactions model is used in 

conjunction with the surface combustion model detailed 

here. 

 

Gas Phase Reactions 

The continuous phase is modeled by using global 

reactions to describe gas phase chemistry. A set of 

reduced chemical reaction kinetics appropriate for 

gasification studies has been used in this analysis  The 

following reaction paths have been considered for this 

model 
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k
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2 2
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k
CO O CO 

 

(22) 

10

2 2 2
10

k f

k b

CO H O CO H 
 

(23) 

 

The gas phase reactions are modelled by combining 

laminar finite-rate chemical kinetics and eddy-

dissipation turbulence-chemistry interaction. The 

reaction rate of chemical species i  due to chemical 

reaction ,i rR , is taken as the sum of the reaction rates 

over r  reactions that the species may take part in, i.e. 

 

,i i r
r

R R
 

(24) 

 

The effective reaction rate ,i rR is the smaller of the 

laminar finite-rate and the eddy-dissipation reaction 

rates. The laminar finite-rate reaction rate is given by 

 

 
 , ,' ''

, , , ,'' '
j r j r

i r i i r i r r j r
j

R M k C
 

 


  
 

 
(25) 

 

Here, ,'i r   and ,''i r

 

 are stoichiometric coefficients for 

reactant i and product i respectively, in reaction r. ,j rC  

is the molar concentration of species j in reaction r. ,'i r   

and ,''i r

 

 are rate exponents for reactant species j and 

product species j respectively, in reaction r. The 

Arrhenius expression is then defined by  

 

exprn r
r r g

g

E
k A T

RT

 
  

 
   

(26) 

 

Where, rA  is the pre-exponential factor, rn  is the 

temperature exponent, and rE is the activation energy.  

 

The eddy-dissipation reaction rate is given by the 

smaller, or limiting value of the two expressions below, 
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,

' min
'

R
i r i r i R

R r R

Y
R M A

k M


 



 
  

 
   

(27) 
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(28) 

 

Here, RY  is the mass fraction of a particular reactant R, 

and PY  is the mass fraction of any product species, P. 

A   and B  are empirical constants. 

 

The values of the pre-exponential coefficient and the 

activation energies for the numbered chemical reactions 

to determine the reaction rates are given in Table 2. 

Scheme 1 represents the chemical kinetics scheme used 

in Ajilkumar et al (2009) adapted from the sub-schemes 

of Chen et al (2000) for the heterogeneous reactions and 

Watanabe and Otaka (2006) for the gas-phase reactions, 

whereas Scheme 2 represents a modification of the 

chemical kinetics scheme as laid out in Wu et al (2010). 

 

Table 2: Chemical kinetics reaction rates. 

Eq. # 
rA  rE

(J/kmol) 
rn  

 , ,' ''

,
j r j r

j r
j

C
 

 
 

 

Source 

Scheme 1     

(k1) 2.119e11 2.027e8 0 [Vol]0.2[O2]
1.3 FLUENT 12.1 

(k2) 4.4e11 1.25e8 0 [Vol]0.2[O2]
1.3 

Jones & 

Lindstedt 

(1988) 

(k3) 0.052 6.1e7 - - 
Chen et al 

(2000) 

(k4) 0.0782 1.15e8 - - 
Chen et al 

(2000) 

(k5) 0.0732 1.125e8 - - 
Chen et al 

2000) 

(k8) 6.8e15 1.68e8 0 1 
Watanabe & 

Otaka (2006) 

(k9) 2.2e12 1.67e8 0 1 
Watanabe & 

Otaka (2006) 

(k10f) 2.75e10 8.38e7 0 1 
Watanabe & 

Otaka (2006) 

(k10b) 2.65e-2 3.96e3 0 1 
Watanabe & 

Otaka (2006) 
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Scheme 2     

(k1) 2.119e11 2.027e8 0 [Vol]0.2[O2]
1.3 FLUENT 12.1 

(k2) 4.4e11 1.25e8 0 [Vol]0.2[O2]
1.3 

Jones & 

Lindstedt 

(1988) 

(k3) 0.052 6.1e7 - - 
Chen et al 

(2000) 

(k4) 0.0782 1.15e8 - - 
Chen et al 

(2000) 

(k5) 0.0732 1.125e8 - - 
Chen et al 

(2000) 

(k6) 6e-7 7.53e7 - - 
Govind & 

Shah (1984) 

(k7) 4.4e11 1.25e8 0 [CH4]
0.5[O2]

1.25 

Jones & 

Lindstedt 

(1988) 

(k8) 2.5e16 1.68e8 -1 
[H2]

0.5[O2]
2.25[

H2O]-1 

Jones & 

Lindstedt 

(1988) 

(k9) 3.16e12 1.67e8 0 [CO]1.5[O2]
0.25 

Wu et al 

(2010) 

(k10f) 5e12 2.83e8 0 [CO]0.5[H2O]1 
Callaghan 

(2006) 

(k10b) 9.5e10 2.39e8 0 [CO2]
1[H2]

0.5 
Callaghan 

(2006) 

  

Gasification of Heavy Oil 

For the heavy oil case, an eddy dissipation model has 

been used in combination with the discrete phase 

method (DPM) in FLUENT. This model includes an 

inert heating phase, droplet evaporation, volatiles 

oxidation, gasification (and/or combustion) and gas-

phase reactions. The gas-phase reactions are similar to 

that used in the coal gasification case. 

  

MODEL DESCRIPTION 

 

Gasifier 1 

The first gasifier is a tubular coal gasifier studied 

numerically by Ajilkumar et al (2009). A schematic of 

the gasifier layout is given in Figure 1. The gasifier has 

a length of 1m and a nominal diameter of 0.072 m. . The 

computational mesh consists of 72 x 1000 quadrilateral 

control volumes. The discrete phase method in 

FLUENT 12.1 was used for the CFD simulation. 

 
 

 

 
 

 

 

 

 

Figure 1: Schematic of gasifier geometry. 

 
As given in Ajilkumar et al (2009), the design coal feed 

rate is 2.4kg/hr (or 6.67e-04kg/s). The mass of air 

corresponding to a gasifier air ratio of 0.409 is 

0.00334kg/s.. There are two streams entering the 

gasifier, the first being the air stream entering the inlet 

for the coal feed (0.000667kg/s), hence acting as a 

carrier gas for the coal particles. The other is the air 

stream entering through the outer inlet of the tubular 

coal gasifier (0.0027kg/s). The coal inlet stream was 

preheated to 400K and the outer stream to 600K. . The 

operating pressure for this model is 2.0MPa. 

 
The proximate and ultimate analysis for the Australian 

black coal (coal M) used for this study is given in Table 

2. 

 

Table 2: Coal M - proximate and ultimate analyses. 

 (Wt. %) 

Proximate analysis 

Moisture 4.2 

Fixed Carbon 56.2 

Volatile Matter 30.9 

Ash 8.7 

Ultimate analysis 

Carbon 76.3 

Hydrogen 5.31 

Nitrogen 1.54 

Oxygen 7.31 

Sulfur 0.46 

  

Flow and Heat Transfer Models  

The standard k-ε model was used for modeling 

turbulence in the continuous phase, and stochastic 

tracking was implemented for the steady-state model of 

the gasifier to simulate particle motion and turbulent 

dispersion. The SIMPLE algorithm was used to 

implement the pressure-velocity coupling with second-

order upwind discretization. The coal particles were 

assumed to fit a Rosin-Rammler size distribution with a 

minimum size of 4μm and a maximum of 140, with an 

average of 54.5μm. The spread parameter was 2.51 and 

6 discrete particle sizes were considered. Conductive, 

convective and radiative heat transfer was assumed 

between the gases, particles and reactor walls. The 

scattering property of the particles due to radiation is 

assumed to be isotropic and the standard P1 model has 

been used for the purpose of modeling radiative heat 

transfer. This model is based on the expansion of 

radiation intensity into an orthogonal series of spherical 

harmonics. The weighted-sum-of-gray-gases-model 

(wsggm) was used to calculate the absorption 

coefficient of the gas phase. 

 

Gasifier 2 

The second gasifier is a heavy oil gasifier studied 

experimentally by Ashizawa et al. (2005). The length of 

the gasifier is 3m and the nominal diameter is 0.3m. The 

computational domain consists of one-quarter of the 

gasifier taking symmetry into account. The mesh for 

this geometry consists of 160 x 48 x 8 hexahedral 

control-volumes  The discrete phase method in 

FLUENT 12.1 was used for the CFD simulation. Figure 

2 is a representation of the mesh employed for the CFD 

calculations. 

 

The oil droplets were assumed to have a Rosin-

Rammler size distribution with a minimum size of 4μm 

and a maximum of 150, with an average of 40μm. The 

d=72mm 

air steam 
1m 

d=20mm x 

y 

flow 
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spread parameter was 1.2 and 10 discrete particle sizes 

were considered. The feed rate corresponds to an 

oxygen ratio of 0.39. The operating pressure used in this 

model is 1.9MPa. 

 

 

Figure 2: Computational mesh used for heavy oil gasifier. 

 

RESULTS AND DISCUSSION 

 

Gasifier 1 – Scheme 1 

Using the first chemical kinetics scheme, comprising the 

heterogeneous reaction rates Chen et al (2000) and the 

gas-phase reaction rates of Watanabe and Otaka (2006), 

we can obtain the following contour plots for the 

temperature and velocity distributions within the 

gasifier (Figure 3 and Figure 4). 

 

 

Figure 3: Gasifier 1 – Scheme 1: Temperature contour plot. 

 

 

Figure 4: Gasifier 1 – Scheme 1: Velocity contour plot. 

 

From Figures 3 and 4, it is seen that the maximum 

temperature within the gasifier is about 2042K and it 

occurs about 0.2m downstream of the inlet. The 

maximum velocity is estimated to be 2.71m/s and 

occurs along the gasifier axis. 

 

It is seen from the contour plots for the species mole 

fractions depicted in Figure 5 and Figure 6 that the 

carbon monoxide mole fraction at the gasifier outlet 

varies between 17% and 20%, whereas that of hydrogen 

is around 11%. The peak values of the mole fractions 

for carbon monoxide and hydrogen are 31.4% and 16%, 

respectively. 

 

 

Figure 5: Gasifier 1 – Scheme 1: CO mole fraction contour. 

 

 

Figure 6: Gasifier 1 – Scheme 1: H2 mole fraction contour. 

 

Gasifier 1 – Scheme 2 

Using the second chemical kinetics scheme comprising 

the heterogeneous reaction rates of Chen et al (2000) 

and the gas-phase reaction rates of Wu et al (2010) and 

Callaghan (2006), we can obtain the following contour 

plot for the temperature distribution within the gasifier 

(Figure 7). The velocity contour plot is not depicted 

since it is almost identical to the plot obtained with the 

first scheme. 

 

From Figure 7, it is seen that the maximum temperature 

within the gasifier is about 2040K which is very close to 

that obtained with the first scheme, and at an almost 

identical location within the gasifier. 
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Figure 7: Gasifier 1 – Scheme 2: Temperature contour plot. 

 

It is seen from the contour plots for the species mole 

fractions depicted in Figure 8 and Figure 9 that the 

carbon monoxide mole fraction at the gasifier outlet 

varies between 21% and 23%, whereas that of hydrogen 

is around 8%. The peak values of the mole fractions for 

carbon monoxide and hydrogen are 31.4% and 14.9%, 

respectively. 

 

 

 

Figure 8: Gasifier 1 – Scheme 2: CO mole fraction contour. 

 

 

Figure 9: Gasifier 1 – Scheme 2: H2 mole fraction contour. 

 

 

Figure 10 shows the temperature profile obtained along 

the gasifier flow direction, passing through the region in 

the gasifier where the maximum temperature is 

experienced. A comparison of the experimental data 

from Watanabe and Otaka (2006), the results of 

Ajilkumar et al (2009), and the two schemes used in this 

study can be seen.  

 

 

Figure 10: Gasifier 1: Axial temperature profiles. 

 

It can be observed from Figure 10 that the agreement 

with experimental results is very good for all the CFD 

studies depicted with the correct temperature trend 

being captured in the axial direction. The peak 

temperatures observed with the two schemes differ from 

that obtained by Ajilkumar et al (2009) by about 80K, 

with a slight shift in the location of the observed 

maximum. The difference in the numerical predictions 

may be due to uncertainties in the inlet flow conditions. 

On further analysis it has been determined that the peak 

temperature occurs at about 0.02m before that observed 

for the experimental data as opposed to 0.05m later (as 

seen in the fig.) when two-way turbulence coupling is 

included in the model. 

 

 

Figure 11: Gasifier 1: Species outlet mole fractions (%). 

 

From Figure 11 it is seen that Scheme 2 performs better 

than Scheme 1 in predicting the mole fraction 

percentages of the major species at the gasifier outlet. 

Scheme 2 performs as well as the Ajilkumar et al (2006) 

model, with the added advantage of depicting the water 

vapour mole fraction.  The species outlet mole fraction 

error varies between 2% for carbon monoxide and 

76.5% for hydrogen in the case of scheme 1, with this 

scheme being unable to predict the outlet mole fraction 

for water vapour. The species outlet mole fraction error 

varies between 4.5% for carbon monoxide and 21.8% 

for hydrogen in the case of scheme 2. 

 

The species mole fractions of carbon dioxide and carbon 

monoxide along the gasifier axis for the two chemical 
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kinetics schemes compared with Ajilkumar et al (2009) 

yields Figure 12. 

 

Figure 12: Gasifier 1: Axial CO & CO2 mole fractions (%). 

 

It is seen that the outlet mole fractions of both schemes 

are similar and so is the trend along the gasifier axis for 

the mole fractions of the two species. However, it is 

seen that a distance of 0.2 to 0.3m from the inlet that the 

peak value for the species mole fraction for carbon 

monoxide is observed for the two schemes whereas a 

“dip” is observed in the same region by Ajilkumar et al 

(2009). This trend seems to be reversed in the case of 

carbon dioxide at the same axial distance downstream of 

the inlet. This difference needs to be looked at in detail 

and investigated further. Furthermore, it can be seen 

from Figure 12 that eddy dissipation is the predominant 

mixing mechanism closer to the gasifier inlet, while the 

finite-rate chemistry plays a greater role further 

downstream, and is especially pronounced near the 

gasifier outlet. 

 

 

Figure 13: Gasifier 1: Axial hydrogen mole fraction (%). 

 

From Figure 13 it is seen that the hydrogen mole 

fraction predicted by scheme 1 is high when compared 

to the predictions of the other two CFD models. Scheme 

2 produces results that shows good agreement with 

experimental data, and can be deemed more suitable 

than scheme 1. Again, it is seen that eddy dissipation is 

the stronger mixing mechanism near the combustion 

(and gasification) zone, with the finite rate chemistry 

becoming a larger factor downstream in the flow. 

 

Gasifier 2 

The model for heavy oil gasification has been developed 

in similar manner to the coal gasification model. The 

following temperature and velocity contours have been 

obtained for the gasifier geometry given in Ashizawa et 

al (2005). 

 

 

Figure 14: Gasifier 2: Temperature contour plot. 

 

From Figure 14 it is seen that the peak temperature 

along the gasifier axis is approximately 1910K with its 

location between 0.6 and 0.9m from the inlet. The 

temperature of the product gas at the outlet is estimated 

to be less than 1100K. From Figure 15, it is observed 

that the maximum velocity within the gasifier is 

20.6m/s, close to the point of injection of the heavy oil. 

 

 

Figure 15: Gasifier 2: Velocity contour plot. 

 

Figures 16 and 17 illustrate the species mole fractions of 

the two main components forming the product syngas 

makeup – carbon monoxide and hydrogen, respectively. 

 

It is seen from Figure 16 that the maximum carbon 

monoxide mole fraction observed with this model is 

37.2%, which also happens to be the gasifier outlet mole 

fraction for this species. From Figure 17, it is seen that 

the peak hydrogen mole fraction percentage predicted is 

35.7%. 
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Figure 16: Gasifier 2: CO mole fraction contour plot. 

 

 

Figure 17: Gasifier 2: H2 mole fraction contour plot. 

 

From Figure 18, it is observed that there is good 

agreement of the predicted axial distribution of 

temperature when compared to the experimental values 

obtained by Ashizawa et al (2005). 

 

 

Figure 18: Gasifier 2: Axial temperature distribution. 

 

From Figure 19, it is seen that the predictions of the 

CFD model are in good agreement with the 

experimental data as it pertains to species mole fractions 

at the outlet. The largest difference is seen in the species 

mole fraction of water, where the value predicted by the 

CFD model is 18.6% as compared to 13.6% in the 

experiment of Ashizawa et al (2005). The smallest 

difference is observed in the mole fraction of methane – 

0.05% for the experiment and 0.04% is the model 

prediction. 

 

 

Figure 19: Gasifier 2: Outlet species mole fractions. 

 

CONCLUSION 

Two different CFD models have been presented in this 

study. The first is used to model the physical and 

chemical processes occurring within an entrained-flow 

coal gasifier. Two different chemical kinetics schemes 

have been considered for coal gasification, and the 

predictions compared with that of Ajilkumar et al 

(2009) and the experimental results of Watanabe and 

Otaka (2006). 

 

From the predictions obtained with the first model, it is 

seen that both schemes yield good results with respect 

to temperature distribution within the gasifier. The peak 

temperature observed with both the schemes is 

approximately 2040K. However, it is also seen that the 

first scheme produces a gentle temperature gradient in 

the region of combustion/gasification as compared to 

the second chemical kinetics scheme. This difference 

could be worth investigating in future studies comparing 

the two chemical kinetics schemes. 

 

For gasifier 1, it is also observed that scheme 2 

produces more accurate results when investigating the 

gasifier outlet species mole fractions. The over-

prediction of hydrogen and the non-prediction of water 

vapour is a small concern with scheme 1. It was also 

observed that eddy dissipation is the dominant mixing 

mechanism close to the combustion region, while the 

finite rate chemistry seems to play a larger role as the 

flow begins to near the gasifier outlet.  

 

From the predictions of temperature distribution and 

species mole fractions at the gasifier outlet, it can be 

concluded that the performance of scheme 2 makes it a 

suitable candidate for use in future studies of coal 

gasification. 
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The second model deals with the gasification of heavy 

oil in an entrained-flow gasifier. This CFD model 

produces estimates that agree well with both the 

temperature and outlet species mole fraction data of 

Ashizawa et al (2005). Further refinement of this model 

might be possible by investigating different reaction 

schemes (and chemical kinetics), considering other 

turbulence models (including LES) and by using more 

complex radiation and heat transfer models. 
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Effect of Process Variables 

Case 2.1 – Effect of Changing Temperature 

Figure 5:

Figure 6:
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Case 2.2 – Effect of Initial Suspended Solids 
Concentration 
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ABSTRACT
An efficient solution method for the incompressible Stokes equa-
tions on a regular grid with shear periodic boundaries and variable
viscosity is proposed.
The Stokes equations are decomposed in two unidirectionally cou-
pled systems. In case the viscosity is homogeneous, we apply
a technique based on Fourier transforms to solve the subsystems.
We extend this approach to shear periodic boundary conditions, in
which case a modified Fourier transform is used. For variable vis-
cosities the constant problem serves as an efficient preconditioner.
Results show that the proposed method converges up to ten times
faster than conventional methods for three dimensional systems
with moderate viscosity contrasts. For two dimensional systems
the difference is even higher. The rate of convergence is almost
independent of the grid size which makes it ideal for large grids.
The memory foot print is small and independent of the number of
iterations.

Keywords: process industry, polymer production, Stokes equa-
tions, variable viscosity, regular grid.

INTRODUCTION

In this paper, we are concerned with the solution of the in-
compressible Stokes problem,

−∇ ·
(
ν
(
∇uuu+∇

T uuu
))

+∇p = fff , (1)

∇ ·uuu = 0, (2)

where ν denotes the variable viscosity, uuu the velocity, p the
pressure and fff the body force or molecule interactions.
The application that sparked our interest in solving the
Stokes equations is polymer reactor dynamics. Polymers
are synthesised in a reaction process where monomers,
say A and B, form polymers of different composition,
e.g. AAABAABABBBBABBB. The solubility of the reac-
tion products may lead to accumulation of mass into mi-
crodomains that are rich in either A or B. The resulting mor-
phology of microdomains is a key determining factor of the
mechanical properties of the plastic created in the reactor.
The overall goal is to understand the factors that influence
the morphology formation through a combination of experi-
ments and theory, such that the reaction process can be influ-
enced to yield products with the desired properties.
In a polymer reactor, the morphology formation is influenced
by several factors like the reactivity of the monomers, their

diffusion constants, solubility and the temperature. A stirring
or shearing motion inside a reactor can be described by the
Stokes equations, since the length and time scales are such
that inertia plays almost no role. Shear will deform the phase
separated microdomain droplets. Simultaneously, the droplet
surface tension will hinder deformation of the droplets un-
der shear. The latter effect is described by the body force
or Korteweg force fff in Equation (1). The viscosity ν of the
droplets may be different from the continuous phase, leading
to different flow behaviour.
Dynamic density functional theory (DDFT) was developed
to model the time evolution of an inhomogeneous spatial dis-
tribution of molecules by integrating a diffusion-convection
equation. (Fraaije et al., 1997) DDFT is a mean-field the-
ory that is based on a statistical thermodynamics model of
both chain conformation entropy and physical energy inter-
actions. The Stokes equations are solved independently from
the DDFT diffusion-convection equation. That is, the DDFT
molecule densities result in a viscosity ν and a body-force
(Korteweg force) fff which are both position dependent and
used as input for the Stokes equations. Solving the Stokes
equations results in a velocity vector-field uuu which in turn is
used in the DDFT diffusion-convection equation. The pres-
sure p is discarded.
The (continuous) DDFT equations are commonly solved on a
rectangular grid. The reasons for this are mostly of practical
nature. The grid is typically spaced such that molecules ex-
tend over several grid points. This way, the influence of chain
architecture and chemical composition can be modelled di-
rectly. Simulating, for instance, a whole reactor where poly-
mers are created is infeasible, simply because a grid with
the necessary detail would be enormous. Therefore, only a
small portion of the whole domain is simulated. Since this
subdomain lacks real boundaries it is natural to assume that
the fluid is periodic in the neighbourhood of the subdomain.
Indeed, in molecular simulations, periodic boundary condi-
tions are widely used to minimise finite size artefacts of the
simulation domain. When using periodic boundaries, the do-
main is surrounded by an infinite amount of regularly packed
images of itself.
To model a stirring or shearing motion, we employ a grid
based equivalent of the Lees-Edwards boundary conditions
known from particle simulations. (Allen and Tildesley,
1994) A constant velocity difference across a boundary in
one direction is imposed on the periodic domain. The bound-
ary velocity difference results (through the Stokes equations)
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in a non-uniform velocity gradient in the domain. Also, the
periodic boundary becomes shifted, i.e. the periodic virtual
images of the domain are shifted with an amount that in-
creases over time.
The Stokes equations are discretised using first order finite
difference methods on an equidistant staggered grid. The
pressure and viscosity nodes are located at the center of the
grid cells. The velocity nodes are centered at the faces of the
cells, such that the direction of the velocity coincides with
the normal of the face. The discretisation yields the follow-
ing system,

L uuu+G p = fff , (3)

G T u = 0, (4)

where L is a symmetric positive semi-definite vector
Laplace operator, G a gradient operator and G T a divergence
operator. See Appendix A for the discretised equations. Due
to the periodic boundary conditions, the Stokes equations
have a null space spanned by a constant pressure and con-
stant velocities, i.e. the Stokes equations can be solved up to
a constant.
In the following section we define the notation used in this
paper. In the third section we describe a method for reducing
the Stokes equations in two unidirectionally coupled subsys-
tems. The fourth and fifth sections are devoted to the solution
method for these subsystems for the two-dimensional Stokes
equations. In the sixth section we extend the theory to three
dimensions. We conclude with numerical experiments of the
proposed solution method.

NOTATION

In this paper we use the following notation:

d ∈ {2,3} The number of dimensions.

LLL ∈ Rd The size of the domain.

Ω = [0,L1]×·· ·× [0,Ld ] The domain.

NNN ∈ Nd The number of nodes.

(hhh j)k = δ jkL j/N j The unit cell vector.

‖hhh j‖2 The cell width.

X The pressure grid nodes: X = {0,‖hhh1‖2, . . . ,(N1 −
1)‖hhh1‖2}× ·· ·×{0,‖hhhd‖2, . . . ,(Nd−1)‖hhhd‖2}.

X∞ =
{

nnnddd : nnn ∈ Zd
}

The infinitely extended grid.

Xu j The u j velocity nodes: Xu j = {x+ 1
2 hhh j : x ∈ X}.

Ξ = {0,1, . . . ,N1}× ·· ·×{0,1, . . . ,Nd} The frequency grid.

Variables on a discrete grid X or X∞ are denoted as functions,
e.g. the pressure on X is the function p : X → R. Linear op-
erators are denoted in calligraphic font. We omit parentheses
in the following cases: G T G p(xxx) is equal to (G T G p)(xxx) and
component j of the Laplacian of u is denoted by L uuu(xxx) j
instead of ((L uuu)(xxx)) j. Note that this notation does not in-
troduce ambiguity.

NULL SPACE REDUCTION IN TWO DIMENSIONS

We use the null space reduction method, see Benzi et al.
(2005) and their references, to reduce the Stokes equations
in two unidirectionally coupled subsystems.
The conservation of mass (4) restricts the solution space of
the velocity to the divergence-free subspace, uuu∈ kerG T . As-
suming the columns of some matrix Z span this subspace,
colZ = kerG T , then the velocity can be written in terms of
Z as uuu = Z w. Substitution into (3) yields

L Z w+G p = fff , (5)

and (4) is satisfied automatically.
Note that the number of velocity unknowns is 2N1N2. Recall
from linear algebra that the direct sum of the null space and
row space of G T equals the total space R2N1N2 . Equation (5)
can be separated by projection onto both subspaces,

projkerG T (L Z w+G p− fff ) = 0, (6)
projrowG T (L Z w+G p− fff ) = 0. (7)

Solving both equations solves (5). The projections are effec-
tively the same as left multiplication with the matrices Z T

and G , respectively, yielding the system

Z T L Z w+Z T G p = Z T fff , (8)

G T L Z w+G T G p = G T fff . (9)

Since the columns of Z and G are orthogonal, Z T G = 0 and
(8) becomes

Z T L Z w = Z T fff , (10)

a square system to be solved for the velocity w in the
divergence-free subspace. Finally, (9) is to be solved for the
pressure p using the solution of (10). It is easy to verify that
both subsystems are symmetric positive semidefinite.

Construction of a basis for the null space

For general, unstructured grids, finding a basis or a spanning
set of vectors for kerG T is not trivial. Furthermore, it is ad-
vantageous to construct a sparse basis, or, even better, a basis
such that Z T L Z is sparse, since this affects the amount
of work in solving the velocity subsystem (10). Fortunately,
for the equidistant grid which we use to discretise the Stokes
equations, it turns out to be very easy, as we will show now.
Figure 1 shows a fragment of the staggered grid with a grid
numbering relative to some (pressure) node rrr ∈ X . The di-
vergence at the reference point rrr is given by

G T (rrr) =

z1
(
rrr+ 1

2 hhh1
)
− z1

(
rrr− 1

2 hhh1
)
+ z2

(
rrr+ 1

2 hhh2
)
− z2

(
rrr− 1

2 hhh2
)
.

(11)

We use a heuristic approach for constructing one divergence
free velocity vector zzz, i.e. we want G T zzz = 0. Fix rrr ∈ X
and let z1

(
rrr+ 1

2 hhh1
)
= −‖hhh2‖−1

2 , the velocity node directly
to the right of rrr. This affects two nodes at which the di-
vergence is computed, rrr and rrr + ddd1. The divergence of zzz
at rrr can be made zero by setting z2

(
rrr+ 1

2 hhh2
)
= ‖hhh1‖−1

2 ,
among others. This solves the divergence at rrr, but intro-
duces a new defect at rrr + hhh2. This is resolved by setting
z1
(
rrr+ 1

2 hhh1 +hhh2
)
= ‖hhh2‖−1

2 , which, in return, affects the di-
vergence at rrr+ hhh1 + hhh2. Both this and rrr+ hhh1 can be solved
simultaneously by setting z2

(
rrr+hhh1 +

1
2 hhh2
)
= −‖hhh1‖−1

2 in-
troducing no other defects.
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−‖hhh2‖−1
2

‖hhh2‖−1
2

‖hhh1‖−1
2 −‖hhh1‖−1

2

rrr

hhh1

hhh2

p-node

u1-node

u2-node

Figure 1: Illustration of one basis vector for the divergence free
velocity subspace kerG T . The non-zero elements are marked red

Summarising, the constructed divergence free vector zzz, z1 :
Xu1 → R and z2 : Xu2 → R, is given by

z1(xxx) =


−‖hhh2‖−1

2 xxx = rrr+ 1
2 hhh1

‖hhh2‖−1
2 xxx = rrr+ 1

2 hhh1 +hhh2

0 otherwise,
xxx ∈ Xu1 , (12)

and

z2(xxx) =


‖hhh1‖−1

2 xxx = rrr+ 1
2 hhh2

−‖hhh1‖−1
2 xxx = rrr+ 1

2 hhh2 +hhh1

0 otherwise.
xxx ∈ Xu2 , (13)

It can be shown that there exists no sparser vector than zzz.
Translating this vector by every possible offset rrr ∈ X yields
a set of N1N2 vectors which span the divergence free velocity
subspace kerG T . This set contains exactly one redundant
vector, i.e. by removing one vector from the set it becomes
linearly independent, hence a basis for kerG T . However, as
will become apparent below, it is advantageous to keep the
extra vector.
The basis vectors constructed above are in fact pure rotations,
illustrated in Figure 1, and the transposed null space operator
Z T is a discrete curl operator. This is no surprise since the
divergence of the curl of any function is zero. The discrete
curl operator, following the derivation above, is given by

Z T = curl12 uuu(xxx) =
u1
(
xxx+ 1

2 hhh2 +hhh1
)
−u1

(
xxx+ 1

2 hhh2
)

‖hhh1‖2

−
u2
(
xxx+ 1

2 hhh1 +hhh2
)
−u2

(
xxx+ 1

2 hhh1
)

‖hhh2‖2
, xxx ∈ X . (14)

Note that the reference point xxx is not located at the center of
rotation but at the lower left corner.

SOLVING THE PRESSURE SUBSYSTEM

Although the pressure subsystem (9) is to be solved after the
velocity subsystem (10), we will start with a solution tech-
nique for the former, as the derivation is easier and can be
used for the latter.
The pressure subsystem that follows from applying the null
space reduction to the Stokes equations is a discrete Poisson
problem. Fast solution techniques exist for this type of prob-
lem on a rectangular grid with Dirichlet or periodic bound-
ary conditions, based on a combination of Fourier transforms

and a method to solve a (circulant) tridiagonal system (Chen,
1987). The latter can be solved using a Fourier transform
as well. The principle behind these so called ‘Fast Poisson
Solvers’ is the convolution theorem, which relates convolu-
tions in the spatial domain to products in the frequency do-
main and vice versa. In this section we derive a Fast Poisson
Solver generalise the Fourier transform and convolution the-
orem for sheared periodic boundary conditions, based on the
work of Brucker et al. (2007).
The (shear) periodic boundary conditions for the pressure im-
ply a repetition of the pressure p in every direction on an in-
finitely extended grid. Let Psss p denote this extension of the
pressure, formally defined by

Psss p(xxx+nnnLLL+n1s2hhh2) = p(xxx) , xxx ∈ X , nnn ∈ Z2. (15)

The periodic extension in absence of shearing is denoted by
P0. This representation of the pressure allows us to write
the pressure subsystem, Equation (9), as

2

∑
j=1

−2Psss p(xxx)+Psss p(xxx+hhh j)+Psss p(xxx−hhh j)

‖hhh j‖2
2

= g(xxx) ,

xxx ∈ X∞, (16)

where g contains all constant terms of Equation (10), includ-
ing the divergence free velocity w,

g = G T fff −G T L Z w. (17)

Normal periodicity

We start with a derivation of a Fast Poisson Solver for normal
periodicity, i.e. sss = 0.

Definition 1. The two-dimensional Fourier transform of p :
X → R, denoted by F p, is defined by

F p(ξξξ ) := ∑
xxx∈X

p(xxx)φ (ξξξ ,xxx) , ξξξ ∈ Ξ. (18)

with the Fourier basis functions φ (ξξξ ,xxx) defined by

φ (ξξξ ,xxx) = e−2πi
(

ξ1x1
L1

+
ξ2x2
L2

)
. (19)

Note that the periodic extension of the pressure P0 p can be
represented by a discrete Fourier series,

P0 p(xxx) = (#X)−1
∑

ξξξ∈X

p̂(ξξξ )φ (ξξξ ,xxx), xxx ∈ X∞, (20)

where #X denotes the number of elements in set X and equals
N1N2.
Substituting the two-dimensional discrete Fourier represen-
tations of p and g into the Poisson equation, Equation (16),
yields

∑
χχχ∈Ξ

p̂(χχχ) k̂ (χχχ)φ (χχχ,xxx) = ∑
ζζζ∈X

ĝ(ζζζ )φ (ζζζ ,xxx). (21)

with

k̂ (ξξξ ) =
2

∑
j=1

−2+ e
2πi

ξ j
L j − e

2πi
ξ j
L j

‖hhh j‖2
, ξξξ ∈ Ξ. (22)

Multiplying both sides of (21) with a Fourier basis function
of frequency ξξξ ∈Ξ and applying orthogonality of the Fourier
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basis functions to eliminate both sums yields the following
system of equations,

p̂(ξξξ ) k̂ (ξξξ ) = ĝ(ξξξ ) , ξξξ ∈ Ξ. (23)

Hence, we can solve the pressure subsystem by applying a
Fourier transform to g, solving Equation (23) for p̂ and ap-
plying an inverse Fourier transform to the result. The com-
plexity of the Fast Fourier Transform (FFT), a class of ef-
ficient algorithms for computing the Fourier transform, is
O(#X log#X). The complexity of solving the pressure sub-
system via (23) is O(#X log#X) as well.
From Fourier analysis is known that a product of functions in
frequency domain is equal to a convolution in spatial domain,
where the convolution is defined as

Definition 2. The periodic convolution of p and k : Ξ→ R,
denoted by p~ k : X∞→ R, is defined by

(p~ k)(xxx) := ∑
yyy∈X

P0 p(xxx− yyy)P0k (yyy) , xxx ∈ X∞. (24)

We conclude that Equation (10) can be written as a convolu-
tion

p~ k = g, (25)

where k is the default five-point stencil for the Laplace oper-
ator.

Shear periodicity

We now attempt to generalise the convolution for shearing
and derive a shear convolution theorem.

Definition 3. The shear periodic convolution of p and k :
X → R, denoted by p~sss k : X∞→ R, is defined by

(p~sss k)(xxx) := ∑
yyy∈X

Psss p(xxx− yyy)Psssk (yyy) , xxx ∈ X∞. (26)

Note that the shear periodic extensions of p and k are used.

When s2 = 0, i.e. there is no shearing, the shear periodic con-
volution is equal to the ordinary two-dimensional periodic or
circular convolution.
Using the definition of the shear periodic convolution, we can
write the Poisson equation as

p~sss k = g, (27)

where k is the default five-point stencil for the Laplace oper-
ator. Equation (27) is a generalisation of (25).
The ordinary convolution theorem would follow from substi-
tution of the Fourier inverses of p̂ and k̂ for P0 p and P0k,
respectively, and applying orthogonality, as is done in the
previous section. However, the inverse Fourier transform
does not satisfy the periodic extension (15) in case of shear-
ing. To overcome this problem, we use the modified Fourier
transform of Brucker et al. (2007). An informal derivation of
this Fourier transform follows.
Figure 2a shows a partition of the infinitely extended grid
with shear amount s2 = 2, i.e. every repetition is shifted two
nodes upwards with respect to the left. If it is possible to
shift every column down by s2x1L−1

1 , see Figure 2b, then the
result is ordinary periodic in every direction and we could
use the procedure for normal periodicity described above to
solve the problem. From Fourier theory it is known that a
shift in spatial domain corresponds to multiplication with a

linear phase in frequency domain. First transform the second
axis,

p̃(x1,ξ2) =
L2−1

∑
x2=0

p(x1,x2)e−2πi ξ2x2
L2 , (28)

and multiply with a linear phase,

p̌(x1,ξ2) = p̃(x1,ξ2)e2πi ξ2s2x1
L1L2 . (29)

A backwards Fourier transform yields an interpolated grid
which is normal periodic, see Figure 2c. At this point we
could apply the theory described above. As this involves an-
other Fourier transform over the second axis, we combine the
shear compensation in Fourier space with the ordinary two-
dimensional Fourier transform which yields

Definition 4. The two-dimensional shear Fourier transform
of p : X → R, denoted by Fsss p : Ξ→ C, is defined by

Fsss p(ξξξ ) := ∑
xxx∈X

p(xxx)φsss (ξξξ ,xxx) , ξξξ ∈ Ξ. (30)

with the shear Fourier basis functions φsss (ξξξ ,xxx) defined by

φsss (ξξξ ,xxx) = e−2πi
(

ξ1x1
L1

+
ξ2x2
L2
− ξ2x1s2

L1L2

)
. (31)

Note that this definition is a generalisation of the ordinary
two-dimensional Fourier transform since φ0 = φ .

Two analogous interpretations of this Fourier transform are
worth mentioning. First, the Fourier basis functions φsss are
equal to the normal basis functions on a transformed spatial
coordinate system.

φsss (ξξξ ,xxx) = φ
(
ξξξ ,
[
x1,x2 + s2x1L−1

1
])
. (32)

Second, collecting the terms for x1 and x2 in the exponent
of φsss (ξξξ ,xxx) and comparing with the original basis functions
reveals a transformation of the frequencies,

φsss (ξξξ ,xxx) = φ
([

ξ1− s2ξ2L−1
1 ,ξ2

]
,xxx
)
. (33)

Before we can prove the convolution theorem for shear pe-
riodicity, we state some necessary properties of the shear
Fourier transform.

Theorem 1. Properties of the shear Fourier transform in two
dimensions.

1. The inverse shear Fourier transform is given by

p(xxx) = F−1
sss p̂(xxx) = (#X)−1

∑
ξξξ∈Ξ

p̂(ξξξ )φsss (ξξξ ,xxx). (34)

2. The inverse shear Fourier transform satisfies the peri-
odic extension (15), i.e. Psss p = F−1

sss Fsss p.

3. The shear Fourier basis functions are orthogonality. Let
ξξξ ,ζζζ ∈ Ξ. Then

∑
xxx∈X

φsss (ξξξ ,xxx)φsss (ζζζ ,xxx) = 0 ⇐⇒ ξξξ 6= ζζζ , (35)

For a proof of these properties we refer to Van Zwieten
(2011).

Theorem 2. The shear periodic convolution of vectors p and
k ∈ RN1×N2 is equivalent to multiplication in shear Fourier
domain,

Fsss(p~sss k) = Fsss pFsssk. (36)
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(a) Grid with shear periodic boundaries. Every repetition of
the domain is shifted two nodes upward in the second (vertical)
direction along the first (horizontal) direction.

(b) Correction of the shear periodicity to normal periodicity by
shifting horizontal lines down with a correct amount.

(c) Interpolation of the shear-corrected grid, see Figure 2b, onto
the regular grid. The result is a normal grid with normal peri-
odicity.

Figure 2: Illustration of the shear periodic boundaries and the shear
correction and interpolation stage.

Proof. Substitute the inverse shear Fourier transforms of p
and k into the convolution and use orthogonality to eliminate
one of the three summations over X .

Applying Theorem 2 to the pressure subsystem, Equation
(27), yields

p̂(ξξξ ) k̂ (ξξξ ) = ĝ(ξξξ ) , ξξξ ∈ Ξ, (37)

where p̂, k̂ and ĝ are the shear Fourier coefficients of p, k and
g, respectively.
We can compute a shear Fourier transform efficiently using
two one-dimensional Fast Fourier Transforms and a vector
vector operation in between. The vector vector operation has
no impact on the complexity of the transformation. Hence,
the complexity of solving the Poisson with shear periodic
boundary conditions via (37) is O(#X log#X).
An alternative method is found by replacing the inner Fourier
transform by a direct solver for a tri-diagonal circulant ma-
trix. See Chen (1987).

SOLVING THE VELOCITY SUBSYSTEM

The solution method for the velocity subsystem depends on
the homogeneity of the viscosity. In the first subsection we
explain how to solve the subsystem for homogeneous viscos-
ity using the convolution theorem. In the second subsection
we describe a solution method for the general case.

Homogeneous viscosity

We showed that the scalar Laplace operator, G T G , can be
written as a convolution. The same applies to Z and L ,
if the viscosity is homogeneous. For Z this it due to the
fact that we keep the redundant basis vector. It is easy to
verify that any product and sum of convolution operators is
again a convolution operator, which implies that Z T L Z is
a convolution operator,

Z T L Z w = w~sss k, (38)

and we can use the convolution theorem, Theorem 2, to find
a solution.
An alternative method is found by replacing the inner Fourier
transform by a direct solver for penta-diagonal circulant ma-
trices, see Chen (1987).

Inhomogeneous viscosity

When the viscosity is inhomogeneous, we cannot write the
vector Laplace operator L as a convolution, because the vis-
cosity depends on the position. We have to use an iterative
solver to find a solution to the velocity subsystem. Since
this system is symmetric positive semi-definite, the method
of choice is the Conjugate Gradient solver. This method has
a small memory foot print.
If the viscosity is only slightly varying in position, we as-
sume that the problem with homogeneous viscosity is very
close to the inhomogeneous problem. We propose to use
the homogeneous problem, for which we derived a solution
method based on the convolution theorem, as a precondi-
tioner for the Conjugate Gradient solver. The performance
of this solver is examined in the section on numerical exper-
iments.
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EXTENSION TO THREE DIMENSIONS

The null space reduction, described above, is independent of
the number of dimensions, i.e. applies to the three dimen-
sional without modification. The basis for the null space,
however, needs to be extended to three dimensions. We de-
fine such a basis in the second subsection. In the first subsec-
tion we define the shear Fourier transform, which is a natu-
ral extension from the two dimensional version. Finally, the
reduced vector Laplace operator Z T L Z operates on a di-
vergence free velocity vector w with two components instead
of one. In the last subsection we explain how to solve this
system using the convolution theorem.

Shear Fourier transform

Definition 5. The three-dimensional shear periodic exten-
sion of p : X → R, denoted by Psss p : X∞ → R, is defined
by

Psss p

(
xxx+nnnLLL+

3

∑
j=2

n1s jhhh j

)
= p(xxx) , xxx ∈ X , nnn ∈ Z3.

(39)

Definition 6. The three-dimensional shear Fourier transform
of p : X → R, denoted by Fsss p : Ξ→ C, is defined by

Fsss p(ξξξ ) := ∑
xxx∈X

p(xxx)φsss (ξξξ ,xxx) , ξξξ ∈ Ξ. (40)

with the shear Fourier basis functions φsss (ξξξ ,xxx) defined by

φsss (ξξξ ,xxx) = e
−2πi

(
∑

3
j=1

ξ jx j
L j
−∑

3
j=2

ξ jx1s j
L1L j

)
. (41)

The shear periodic convolution, Definition 3, the shear
Fourier properties, Theorem 1, and the convolution theorem,
Theorem 2, apply to the above defined periodic extension and
Fourier transform without modification.

Construction of a basis for the null space

The null space operator for two dimensions is equal to the
discrete curl operator. Because of the sparsity and regularity
of this operator, we would like to obtain a similar operator
for three dimensions. The three-dimensional curl operator is
given by

curl jk uuu(xxx) =
u j
(
xxx+ 1

2 hhhk +hhh j
)
−u j

(
xxx+ 1

2 hhhk
)

‖hhh j‖2

−
uk
(
xxx+ 1

2 hhh j +hhhk
)
−uk

(
xxx+ 1

2 hhh j
)

‖hhhk‖2
. (42)

which is very similar to the two-dimensional version, the
difference being that there are three planes jk with j,k ∈
{1,2,3} in which rotations can occur/are defined.
It seems natural, but is incorrect, to define the transposed null
space operators as (

Z T uuu
)

1 = curl12 uuu, (43)

and (
Z T uuu

)
2 = curl23 uuu. (44)

The former consists of all rotations in the plane orthogonal
to the third axis and does not depend on u3. As in the two-
dimensional case, there exists no sparser set of vectors. As
noted above, the rank of Z should equal twice the number
of pressure unknowns/nodes minus two. Comparing Z with

the two-dimensional Z yields there are 2N3 redundant/linear
dependent columns in Z . Hence the rank of Z is too small,
and the columns of Z do not span the divergence free veloc-
ity space.
We can add the missing vectors, but this would break the
regularity, which is a requirement for using the convolution
theorem. Instead, we use(

Z T uuu
)

1 = curl12 uuu+ curl13 uuu, (45)

and (
Z T uuu

)
2 = curl21 uuu+ curl23 uuu. (46)

Velocity subsystem

The velocity subsystem (10) can be written in terms of mul-
tiple convolutions as(

Z T L Z w
)

j = w1 ~sss k j1 +w2 ~sss k j2 =
(
Z T fff

)
j ,

j ∈ {1,2}. (47)

Applying the convolution theorem, Theorem 2, yields #X de-
coupled 2×2-systems,

ŵ1(ξξξ )k̂ j1(ξξξ )+ ŵ2(ξξξ )k̂ j2(ξξξ ) = ĝ j(ξξξ ), ξξξ ∈ Ξ, j ∈ {1,2},
(48)

where ŵ j =Fsss (w j), k̂ jn =Fsss (k jn) and ĝ j =Fsss

(
(Z t fff ) j

)
.

These systems are solved explicitly by[
ŵ1(ξξξ )
ŵ2(ξξξ )

]
=

1

det k̂kk(ξξξ )

[
k̂22(ξξξ ) −k̂12(ξξξ )
−k̂21(ξξξ ) k̂11(ξξξ )

][
ĝ1(ξξξ )
ĝ2(ξξξ )

]
, (49)

if the determinant, given by

det k̂kk(ξξξ ) =
1

k̂11(ξξξ )k̂22(ξξξ )− k̂12(ξξξ )k̂21(ξξξ )
, (50)

is non-zero, which is true for ξξξ 6= 0.

NUMERICAL EXPERIMENTS

Test problems

The first test problem is a droplet of oil in water. Oil and wa-
ter repel each other but entropy ensures that a finite (trace)
amount of water is present in the oil phase and vice versa.
Upon increasing repulsion, the demixing of the phases de-
creases and the droplet interface becomes more narrow. Prior
to the test run, the droplet is equilibrated using DDFT with-
out any shear. The test solves the Stokes equations for the
first time step only. This is a suitable limiting case: subse-
quent time steps are somewhat simpler to solve since one can
use the solution from a previous time step as an initial guess.
Figure 3 illustrates the system after a few shear time steps.
The second test problem is a symmetric A8B8 block copoly-
mer melt, a simplified model system. The A and B blocks
repel each other which leads to phase separation but since the
blocks are covalently linked, finite size domains are formed
in contrast to the macroscopic phase separation seen in the
first test problem. This system will have the tendency to form
lamellae but as is illustrated in Figure 4, the initial stages of
demixing result in a rather chaotic picture. Compared to the
first test problem, this one has lots of interface and hence a
finite body-force and viscosity that both vary throughout the
domain.

6



Efficient solution method for the Stokes equations with variable viscosity and periodic boundary conditions/ CFD11-127

Figure 3: Volume rendering of an oil droplet suspended in water.
Red means a high oil density and transparent/blue a high water den-
sity.

Figure 4: A typical snapshot of the initial stages of microphase
separation in a symmetric A8B8 polymer blend. Red means a high
density of A molecules, while the transparent/greenish parts indi-
cate a high density of B molecules.

Compared methods

We compare the solution technique described above with two
methods from the literature. The first is a MINRES, a solver
for (general) symmetric systems, with diagonal precondition-
ing,

M =

[
L̃ O
O S̃

]
. (51)

Here, the vector Laplace operator is approximated by the di-
agonal. The Schur complement is approximated by the in-
verse viscosity,

S̃ p(xxx) =
−2

ν(xxx)
p(xxx). (52)

The second method is based on GCR with a triangular pre-
conditioner, see Benzi et al. (2005) and their references,

M =

[
L G
O S̃

]
. (53)

The inverse of L , computed every GCR iteration, is solved
approximately using CG with a tolerance slightly stricter
than the residual norm of GCR at the current iteration. The
approximation for the Schur complement is equal to the one
used in MINRES.

Results

The physical domain size LLL is constant, which implies that
the cell widths vary inversely with NNN. All grids considered
are square. The viscosity ratio is defined as the ratio between
the maximum and minimum values of the viscosity. The
three methods, the null space method with Fourier precon-
ditioner, the MINRES method with diagonal preconditioner
and the GCR method with block triangular preconditioner,
are compared in terms of the number of floating point opera-
tions (flops) needed to find a solution with an accuracy of at
least 10−8 times the norm of the initial residual.
Table 1 shows numerical results for the first test problem, the
oil droplet, in two dimensions for various grid sizes NNN and
viscosity ratios. For this test problem, the oil droplet has,
naturally, the highest viscosity.
A viscosity ratio of 1 refers to the homogeneous viscosity
case. The null space method with Fourier preconditioner
needs a single iteration to solve the problem, since the pre-
conditioner is the exact inverse of the discretised Stokes
equations. For ν-ratio> 1 this is no longer true and the solver
requires several iterations to reach the accuracy. This differ-
ence between homogeneous and inhomogeneous is clearly
visible in Figure 5, where the viscosity ratio is varied while
the grid size is kept constant. The other methods are not sus-
ceptible to this viscosity difference, however, they require a
lot more work than the null space method.
Varying the grid size while keeping the viscosity ratio con-
stant has only a small effect on the amount of work for the
null space method, see Table 1 and Figure 6. The other
two methods are much more sensitive to the number of un-
knowns. This indicates that, at least for small viscosity ratios,
the null space method is superior to the other two methods
for large grids. For the investigated problems, the null space
method is up to a hundred times faster than the other two
methods.
Table 2 shows the numerical results for the second test prob-
lem, the diblock copolymer melt. The null space method
behaves very similar to the oil droplet problem. The influ-
ence of the grid size on the amount of work is small and
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increasing the viscosity ratio has a substantial impact on the
performance. The other two methods, however, require more
work compared to the oil droplet, especially for large viscos-
ity ratios. Figure 7 shows that all methods are almost equally
sensitive to increasing viscosity ratios.
Table 3 shows the results for the diblock copolymer melt
problem which has evolved a couple of time steps using the
DDFT method, hence has a shear periodicity. The null space
method seems insensitive to the shear periodicity. The GCR
and MINRES methods perform slightly better for high vis-
cosity ratios and large grids compared the the normal peri-
odic case.
Table 4 shows the results for the oil droplet in a three-
dimensional domain. The trends of all methods are similar to
the two dimensional case. However, the null space method
is more susceptible to big viscosity ratios. Nevertheless, the
null space method outperforms the other two methods.

CONCLUSION

In this paper we developed a method for solving the Stokes
equations on a regular structured grid with variable viscosity
and shear periodic boundary conditions. The method consists
of a reduction of the Stokes equations in two unidirectionally
coupled systems, both symmetric positive semi-definite, and
an iterative solver with an efficient preconditioner and a small
memory foot print.
The convolution theorem holds for shear periodic boundaries
using a generalisation of the Fourier transform. Shear peri-
odic convolutions can be computed and inverted using ordi-
nary Fast Fourier Transforms and vector vector operations.
The complexity of the proposed method scales linearly with
the degrees of freedom. For realistic viscosity ratios the pro-
posed method is up to a hundred times faster compared to
two conventional methods. A large viscosity ratio gives a
substantial performance penalty. Further research is needed
to decrease the influence of the viscosity.
The null space method for three dimensions performs worse
than the two-dimensional version. This might be a result of
a suboptimal basis for the null space of the divergence oper-
ator, used in the reduction of the Stokes equations. Further
research is needed to find an optimal basis for the null space.

Table 1: Amount of work needed to solve the oil droplet problem
in two dimensions for various grid sizes and viscosity ratios.

grid size ν-ratio work (flops/dof)

null gcr minres

16×16 1 6.03 ·101 7.41 ·103 5.41 ·103

16×16 10 1.29 ·103 1.05 ·104 1.52 ·104

16×16 100 2.88 ·103 2.62 ·104 1.82 ·104

32×32 1 6.57 ·101 1.08 ·104 1.15 ·104

32×32 10 1.54 ·103 1.71 ·104 2.90 ·104

32×32 100 4.03 ·103 3.66 ·104 3.31 ·104

64×64 1 6.90 ·101 1.58 ·104 1.96 ·104

64×64 10 1.68 ·103 2.82 ·104 5.16 ·104

64×64 100 5.52 ·103 4.85 ·104 5.90 ·104

128×128 1 8.03 ·101 2.86 ·104 4.09 ·104

128×128 10 1.97 ·103 6.35 ·104 1.12 ·105

128×128 100 6.45 ·103 1.03 ·105 1.26 ·105

100 101 102 103

ν-ratio

101

102

103

104

105

flo
ps

/d
of

null
gcr
minres

Figure 5: Amount of work needed to solve the oil droplet problem
in two dimensions for various viscosity ratios with grid size NNN =

64×64.
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Figure 6: Amount of work needed to solve the oil droplet problem
in two dimensions for various grid sizes with viscosity ratio ν = 10.
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Table 2: Amount of work needed to solve the diblock copolymer
melt problem in two dimensions for various grid sizes and viscosity
ratios.

grid size ν-ratio work (flops/dof)

null gcr minres

16×16 1 6.03 ·101 8.34 ·103 5.81 ·103

16×16 10 1.35 ·103 1.48 ·104 2.50 ·104

16×16 100 2.41 ·103 3.69 ·104 4.10 ·104

32×32 1 6.57 ·101 1.21 ·104 1.28 ·104

32×32 10 1.67 ·103 2.22 ·104 4.80 ·104

32×32 100 3.27 ·103 5.92 ·104 8.20 ·104

64×64 1 6.90 ·101 1.58 ·104 2.24 ·104

64×64 10 1.89 ·103 4.12 ·104 8.49 ·104

64×64 100 5.66 ·103 1.65 ·105 1.96 ·105

128×128 1 8.03 ·101 3.21 ·104 4.92 ·104

128×128 10 2.20 ·103 8.55 ·104 1.84 ·105

128×128 100 6.29 ·103 3.18 ·105 3.95 ·105

100 101 102 103
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104

105
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flo
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of
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Figure 7: Amount of work needed to solve the diblock copolymer
melt problem in two dimensions for various viscosity ratios with
grid size NNN = 64×64.

Table 3: Amount of work needed to solve the diblock copolymer
melt problem in two dimensions with shear periodicity for various
grid sizes and viscosity ratios.

grid size ν-ratio work (flops/dof)

null gcr minres

16×16 1 6.03 ·101 8.78 ·103 8.22 ·103

16×16 10 1.41 ·103 1.72 ·104 2.50 ·104

16×16 100 2.58 ·103 6.00 ·104 4.75 ·104

32×32 1 6.57 ·101 1.18 ·104 1.70 ·104

32×32 10 1.73 ·103 2.94 ·104 4.50 ·104

32×32 100 4.48 ·103 9.50 ·104 8.94 ·104

64×64 1 6.90 ·101 1.90 ·104 3.04 ·104

64×64 10 1.89 ·103 4.66 ·104 8.08 ·104

64×64 100 5.19 ·103 1.62 ·105 1.53 ·105

128×128 1 8.03 ·101 3.98 ·104 6.52 ·104

128×128 10 2.20 ·103 1.01 ·105 1.78 ·105

128×128 100 6.29 ·103 3.39 ·105 3.30 ·105

Table 4: Amount of work needed to solve the oil droplet problem
in three dimensions for various grid sizes and viscosity ratios.

grid size ν-ratio work (flops/dof)

null gcr minres

16×16×16 1 1.28 ·102 1.13 ·104 1.35 ·104

16×16×16 10 3.04 ·103 1.90 ·104 3.56 ·104

16×16×16 100 9.59 ·103 4.22 ·104 4.98 ·104

32×32×32 1 1.41 ·102 1.85 ·104 2.49 ·104

32×32×32 10 3.38 ·103 3.27 ·104 6.75 ·104

32×32×32 100 1.01 ·104 7.63 ·104 9.24 ·104

64×64×64 1 1.50 ·102 2.71 ·104 3.82 ·104

64×64×64 10 3.60 ·103 4.45 ·104 1.15 ·105

64×64×64 100 1.21 ·104 9.26 ·104 1.66 ·105
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APPENDIX A

For reference, the discretised operators used in this paper.
The discrete gradient operator is defined by

G p(xxx) j =
Psss p

(
xxx+ 1

2 hhh j
)
−Psss p

(
xxx− 1

2 hhh j
)

‖hhh j‖2
,

xxx ∈ Xu j , j ∈ {1, . . . ,d}. (54)

Transposing this operator yields the discrete divergence op-
erator,

G T uuu(xxx) =
d

∑
j=1
−

Psssu j(xxx+ 1
2 hhh j)−Psssu j(xxx− 1

2 hhh j)

‖hhh j‖2
,

xxx ∈ X . (55)

For the Laplace operator we define an intermediate operator,
for ease of notation. Let H j be defined by

H juuu(xxx)k = Psssν (xxx)
(
G uuu j (xxx)k +G uuuk (xxx) j

)
. (56)

Then the discrete vector Laplace operator is defined by

L uuu(xxx) j = G T H juuu(xxx), xxx ∈ X , j ∈ {1, . . . ,d}. (57)

The missing values for the viscosity are approximated by
four neighbours,

ν(xxx+ 1
2 hhh j +

1
2 hhhk)

=
ν(xxx)+ν(xxx+hhh j)+ν(xxx+hhhk)+ν(xxx+hhh j +hhhk)

4
,

xxx ∈ X , j,k ∈ {0, . . . ,d}, j 6= k. (58)

10

http://ta.twi.tudelft.nl/nw/users/vuik/numanal/zwieten_joost_eng.html.
http://ta.twi.tudelft.nl/nw/users/vuik/numanal/zwieten_joost_eng.html.


8th International Conference on CFD in Oil & Gas, Metallurgical and Process Industries 
SINTEF/NTNU, Trondheim Norway 
21-23 June 2011 

CFD11-128 

 

 
 

NUMERICAL SIMULATION OF SINGLE ELONGATED BUBBLE PROPAGATION IN 
INCLINED PIPES  

Jinsong HUA*

Institute for Energy Technology, Department of Process and Fluid Flow Technology 

 , Morten LANGSHOLT and Christopher LAWRENCE  

PO Box 40, No-2027 Kjeller, NORWAY 

* E-mail: jinsong.hua@ife.no 

ABSTRACT 

Keywords: 

NOMENCLATURE 

Greek Symbols 
α
ε
θ  
κ
µ  

ρ  

σ
ωε σσσ k ωεk

 
ω

Latin Symbols 

µC C C

C

D

STF  

g

kG

ωG

k  
p

LCR

ijS

t
u

mU

dU

Sub/superscripts 
b
G
in
L
t
w

INTRODUCTION 



J. Hua, M. Langsholt, C. Lawrence   

FORMULATIONS AND NUMERICAL METHOD 

CFD Model  

L
D

bU

wU

=wU

bw UU −=

inU LU

Lin UU =

bLin UUU −=



 Numerical simulation of single elongated bubble propagation in inclined pipes / CFD11-128 

g

=DL

Figure 1: 

Figure 2: 

Governing Equations  

α

ρ µ

( )αραρρ −⋅+⋅= LG

( )αµαµµ −⋅+⋅= LG

α
G L

Continuity equation 
( ) =⋅∇ u

 
Momentum equation 

( ) ( )[ ]
( )gF

uuuu
u

LST

Tp
t

ρρ

µρ∂ρ

−++

∇+∇⋅∇+−∇=⋅∇+
∂

STF

ασκ∇=STF

σ κ

n

n⋅∇=κ
α
α

∇
∇

=n

 
Volume fraction equation  

( ) =⋅∇+
∂

αρ∂ρα
u

t

Moving Reference Frame  

( )

( )[ ] ( )gFuu

uu
u

LST
T

b p
dt

dU

t

ρρµ

ρρ∂ρ

−++∇+∇⋅∇+

−∇=⋅∇++
∂

Turbulence Models  

g 



J. Hua, M. Langsholt, C. Lawrence   

k-• turbulence model  

k
ε

( ) ( )

ρε

σ
µµρ∂ρ

−+









∇

+
⋅∇=⋅∇+

∂

k

k

t

G

kk
t

k
u

( ) ( )

ρεε

ε
σ
µµερ∂ρε

ε

CGC
k

t

k

t

−+









∇

+
⋅∇=⋅∇+

∂
u

kG

µ tµ

kσ εσ

C C

ερµ µkCt =

ijijtk SSG µ=











∂
∂

+
∂

∂
=

j

i

i

j
ij x

u

x

u
S

Shear stress transport k-•  turbulence model 

( ) ( )

kk

k

t

YG

kk
t

k

−+











∇








+⋅∇=⋅∇+

∂ σ
µµρ∂ρ

u

( ) ( )

ωωω

ω

ω
σ
µµωρ∂ρω

DYG

t
t

+−+











∇








+⋅∇=⋅∇+

∂
u

kG

ωG ω kY

ωY k ω

ωD

RESULTS AND DISCUSSION  

Inclined Pipes with Stagnant Liquid   

Bubble propagation speed and shape 



 Numerical simulation of single elongated bubble propagation in inclined pipes / CFD11-128 

0.25

0.30

0.35

0.40

0.45

0.50

0.55

0.60

0.65

0.70

0 10 20 30 40 50 60 70 80 90

Pipe inclination (deg)

U
b
/(g

D
)0.

5 
 (-

)

IFE_Exp (Water/SF6)

CFD Simulation (Water/SF6) KE SW

Correlation (Bendiksen) 

CFD Simulation (Water/SF6) KE EW

CFD Simulation (Water/SF6) SST KW

Figure 3: 

gDU verb =

>D

gDU horb =

θθ verbhorbb UUU +=

Figure 4: 

Figure 5: 
 



J. Hua, M. Langsholt, C. Lawrence   

Velocity field around the bubble 

Figure 6: 
 

Figure 7: 

 

LCR

downFL



 Numerical simulation of single elongated bubble propagation in inclined pipes / CFD11-128 

upFL

updownupLC FLFLFLR −=

Wall shear stress  

Figure 8: 
 

Inclined Pipes with Flowing Liquid   

Figure 9: 



J. Hua, M. Langsholt, C. Lawrence   

Figure 10: 

dmb UUCU +=
C

gDUUU mmb ⋅+⋅+=

mUC +=

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

0.0 0.5 1.0 1.5 2.0 2.5 3.0

Um  (m/s)

U
b
 (

m
/s

)

Pipe inclination = 5 deg

Figure 11: 

 

CONCLUSION 



 Numerical simulation of single elongated bubble propagation in inclined pipes / CFD11-128 

ACKNOWLEDGEMENT 

REFERENCES 

Int. J. Multiphase Flow 10

J. Fluid Mechanics 31

Proc. R. Soc. Lond. A, 200

Engineering Analysis with Boundary Elements
30

J. Comput. 
Phys. 227

Int. J. 
Heat Mass Transfer 24

Computer Methods in Applied Mechanics and 
Engineering 3

AIAA 
Journal, 32

Chem. Eng. Sci. 61

Multiphase Science and Technology 20



8th International Conference on CFD in Oil & Gas, Metallurgical and Process Industries
SINTEF/NTNU, Trondheim NORWAY
21-23 June 2011

CFD11-129

AN IMPROVED ROE SOLVER FOR THE DRIFT-FLUX TWO-PHASE FLOW MODEL

Gunhild Allard REIGSTAD1, Tore FLÅTTEN2∗

1NTNU Department of Energy and Process Engineering, 7491 Trondheim, NORWAY
2SINTEF Energy Research, 7465 Trondheim, NORWAY

∗ E-mail: tore.flatten@sintef.no

ABSTRACT
This paper concerns the numerical solution of a hyperbolic sys-
tem of conservation laws describing two-phase flow in a pipeline.
The selected model is a one dimensional drift-flux model consist-
ing of two mass conservation equations, one momentum conserva-
tion equation and one slip function relating the velocities of each
phase. The approximate Riemann solver of Roe (1981) is used due
to its robustness and relative simplicity, and an improved Roe solver
compared with the one shown in Flåtten and Munkejord (2006) is
presented. Along with the model, some relevant numerical exam-
ples are presented to illustrate the accuracy and robustness of the
method.

Keywords: Multiphase pipe flow, Drift-flux model, Roe scheme
.

NOMENCLATURE

Greek Symbols
αk Volume fraction, [−].
β Wave strength, [−].
∆x Grid length, [m].
ε Minimum gas volume fraction in the moving Gauss

curve, [−].
Φ Slip relation, [m/s].
η Dynamic viscosity, [Pa s].
κ Compressibility parameter, [m5/kg s2].
λ Eigenvalue of the flux Jacobi matrix, [m/s].
µ Position of initial maximum point in the moving Gauss

cuve, [m].
µg Partial derivative of slip relation with respect to gas

volumetric mass, [m4/kg s].
µ` Partial derivative of slip relation with respect to liquid

volumetric mass, [m4/kg s].
µv Partial derivative of slip relation with respect to gas

phase velocity, [−].
θ Measure of the smoothness of a characteristic compo-

nent of the solution, [−].
ρk Mass density, [kg/m3].
ρ̆ Pseudo mass, [kg/m3].
σ Deviation in the moving Gauss curve, [m].
ζ Partial derivative of slip relation with respect to liquid

phase velocity, [−].

Latin Symbols
AAA(qqq) Flux Jacobi matrix.

ÂAAi−1/2 Linearised Roe matrix.
A ±

∆∆∆QQQi−1/2 Fluctuations.
c Speed of sound, [m/s].
E Measure of error in numerical calculation, [−].
fff (qqq) Vector of fluxes.
Fw Wall friction momentum source, [kg/m2 s2].
F̃FF Higher-order correction flux.
Ik Volumetric momentum, [kg/m2 s].
K Constant used in the Zuber-Findlay slip relation, [−].
mk Volumetric mass, [kg/m3].
n Convergence order, [−].
p Pressure, common for both phases, [Pa].
qqq Vector containing the conserved variables.
QQQi Vector containing the discrete conserved variables.
rrr Right eigenvector.
RRR Right eigenvector matrix.
sss(qqq) Vector of sources.
s Wave speed, [m/s].
S Variable used in the Zuber-Findlay slip relation, [m/s].
vk Velocity, [m/s].
W Wave.

Sub/superscripts
0 Indicator of reference state.
g Gas phase.
i Cell index.
k Indicator of phase, l=liquid, g=gas.
` Liquid phase.
L Grid on the left hand side of a grid interface.
p Wave number.
R Grid on the right hand side of a grid interface.

INTRODUCTION

The selected pipe flow model for two phase flows has many
applications, including oil and gas transport, nuclear engi-
neering, CO2 capture and storage and the modelling of heat
exchangers. The numerical solution is obtained using an ap-
proximate Riemann solver of Roe (1981). This is a con-
venient upwind finite volume method due to its robustness
and relative simplicity. The solver is also easily extended
to second-order accuracy for smooth solutions through the
wave-limiter approach of LeVeque (2007). The use of a fi-
nite volume method ensures that physically conserved vari-
ables are also numerically conserved.
The parameter vector approach suggested by Roe (1981) to
obtain the solver requires a certain level of algebraic sim-
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plicity of the equation system. The slip relation and the ther-
modynamic closure relations in a drift-flux model generally
have a complex structure which makes the approach unfeasi-
ble.
Toumi and Caruge (1998) used a weak formulation of the ap-
proximate Riemann solver of Roe in order to overcome this
challenge. In this approach the Jacobian matrix is made de-
pendent on a smooth path linking the left and right states of
a grid interface in addition to the states themselves. The Roe
solver was applied on a three-dimensional drift-flux model.
Romate (1997) established a matrix satisfying the Roe con-
ditions by a numerical approach . Based on an intermediate
condition dependent on the left and right states, the Jacobian
matrix was identified and its eigenvalues and eigenvectors
were calculated. The Jacobian matrix was then represented
by the eigenvector matrix, its inverse and the matrix contain-
ing the eigenvalues of the Jacobian matrix along its diagonal.
By modifying the diagonal matrix, the Roe conditions could
be satisfied.
In a previous work (Flåtten and Munkejord, 2006), an alter-
native approach for constructing an analytical Roe solver for
the drift-flux model was presented. Herein, the problem was
divided into a convective and a pressure part, allowing us to
treat the Roe-averaging of the slip relation and the thermo-
dynamic density relations as separate problems. However,
the approach required the introduction of two separate Roe-
averages of the velocities of each phase.
In the current paper, the approach has been improved such
that there are unique Roe-averages for the phase velocities.
Along with the improved method, numerical examples rele-
vant for industrial challenges related to multiphase pipeline
transport are presented. These illustrate the accuracy and ro-
bustness of the method.

THE DRIFT-FLUX MODEL

The drift-flux model consists of two equations for conserva-
tion of mass, one for each phase, and one equation for the
conservation of total momentum as shown in equations (1)
to (4).

∂qqq
∂ t

+
∂ fff (qqq)

∂x
= sss(qqq) (1)

qqq =

 ρgαg
ρ`α`

ρgαgvg +ρ`α`v`

=

 mg
m`

Ig + I`

 (2)

fff (qqq) =

 ρgαgvg
ρ`α`v`

ρgαgv2
g +ρ`α`v2

` + p

=

 Ig
I`

Igvg + I`v`+ p

 (3)

sss(qqq) =

 0
0
−Fw

 (4)

The volume fractions satisfy:

α`+αg = 1 (5)

Thermodynamic submodel

The drift-flux model presented above is based on the assump-
tion of isentropic and isothermal flow. Hence dynamic mass
and energy transfer between the phases are neglected. A re-
sult of this assumption is that the pressure may be found as:

p = p(ρ`) = p(ρg) (6)

Thus, the thermodynamic model relates the phase density to
the common pressure according to equation (7).

ρk = ρk,0 +
p− pk,0

c2
k

(7)

The variables pk,0 and c2
k are defined in equation (8) and (9)

respectively.

pk,0 = p(ρk,0) (8)

c2
k ≡

∂ p
∂ρk

(pk,0) (9)

For convenience, the model is implemented in the form of
equation (10), where the variable ρ0

k is defined by equation
(11)

pk = c2
k(ρk−ρ

0
k ) (10)

ρ
0
k = ρk,0−

pk,0

c2
k

(11)

Hydrodynamic submodel

In addition to the equations (1) to (4), an equation relating
the liquid and gas velocities to each other is needed. The
slip relation is defined as Φ = vg− v`, and in general it is
presented on the form:

vg− v` = Φ(mg,m`,vg) (12)

In the present work, two different slip relations are imple-
mented, the no slip relation, eq. (13), and the Zuber-Findlay
slip relation, eq. (14).

Φ = 0 (13)

Φ =
(K−1)vg +S

Kα`
(14)

The Zuber-Findlay slip relation is valid for slug and bubbly
flow regimes, and K and S are flow dependent constants. The
models are implemented because of their simplicity. How-
ever, as the slip relation for the various flow regimes may be
far more complex, use of the analytic expression for the slip
relation is avoided in the derived Roe averages used in this
work.

THE ROE NUMERICAL SCHEME

If the flux functions are smooth in all independent variables
such that the partial derivatives exists, the equation system
in equation (1) may be written in a quasi-linear form as in
equation (15).

∂qqq
∂ t

+AAA(qqq)
∂qqq
∂x

= sss(qqq) (15)

The Roe scheme is based upon a replacement of the Jacobi
matrix AAA, with a matrix ÂAA containing averaged values for
each grid interface. Hence the non-linear system is approxi-
mated by a locally linearised system:

∂ q̂qq
∂ t

+ ÂAAi−1/2
∂ q̂qq
∂x

= sss(q̂qq) (16)

In Flåtten and Munkejord (2006), the Jacobian matrix, AAA, was
derived as:

A =
1
ρ̆

 mgm`µg +ζ m`vg mgm`µ`−mgv` mg
−(mgm`µg +ζ m`vg) mgv`−mgm`µ` ζ m`

a31 a32 a33


(17)
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where

a31 =κρ̆ρ`+2mgm`µg(vg− v`)+(ζ m`−mg)v2
g

−2ζ m`vgv` (18)
a32 =κρ̆ρg +2mgm`µ`(vg− v`)

− (ζ m`−mg)v2
` −2mgvgv` (19)

a33 =2(mgvg +ζ m`v`) (20)

The variables µg, µ` and µv are partial derivatives of the slip
function with respect to gas volumetric mass, liquid volumet-
ric mass and gas phase velocity respectively (see eq. (21) to
eq. (23)). ζ is the partial derivative of the gas velocity with
respect to liquid velocity (see eq. (24)).

µg =

(
∂Φ

∂mg

)
m`,vg

(21)

µ` =

(
∂Φ

∂m`

)
mg,vg

(22)

µv =

(
∂Φ

∂vg

)
mg,m`

(23)

ζ =

(
∂v`
∂vg

)
mg,m`

(24)

The pseudo mass ρ̆ is defined as:

ρ̆ = mg +ζ m` (25)

κ is defined as:

κ =
1

(∂pρg)ρ`αg +(∂pρ`)ρgα`
(26)

In accordance with the Jacobian matrix, the linearised ma-
trix, ÂAA, is defined as:

ÂAA =
1
ˆ̆ρ

 â11 â12 m̂g

−â11 −â12 ζ̂ m̂`

â31 â32 â33

 (27)

where

â11 =m̂gm̂`µ̂g + ζ̂ m̂`v̂g (28)
â12 =m̂gm̂`µ̂`− m̂gv̂` (29)

â31 =κ̂ ˆ̆ρρ̂`+2m̂gm̂`µ̂g(v̂g− v̂`)+(ζ̂ m̂`− m̂g)v̂g
2

−2ζ̂ m̂`v̂gv̂` (30)

â32 =κ̂ ˆ̆ρρ̂g +2m̂gm̂`µ̂`(v̂g− v̂`)− (ζ̂ m̂`− m̂g)v̂`2

−2m̂gv̂gv̂` (31)

â33 =2(m̂gv̂g + ζ̂ m̂`v̂`) (32)

The ÂAAi−1/2 matrix has to fulfil three conditions :

Condition 1 ÂAAi−1/2 must be diagonalisable and have real
eigenvalues

Condition 2 ÂAAi−1/2→ fff ′(q̄qq) as QQQi−1,QQQi→ q̄qq

Condition 3 ÂAAi−1/2(QQQi−QQQi−1) = fff (QQQi)− fff (QQQi−1)

Condition 1 ensures that system (16) is hyperbolic. Condi-
tion 2 is required in order for the method to be consistent with
the original conservation law. The last condition is proposed

based on a desire of having W p as an eigenvector of ÂAAi−1/2
if the states QQQi−1 and QQQi are connected by a single wave
W p = QQQi−QQQi−1 in the true Riemann solution. For the par-
ticular expressions for fluctuations selected in this work (see
eq. (71)), it will also guarantee that the numerical method is
conservative. (LeVeque, 2007)
According to Theorem 2 in Flåtten and Munkejord (2006),
the Roe matrix system can be divided into sub-systems in or-
der to simplify the derivation of the averaged variables. The
selected sub-systems are:

Equations for conservation of mass

ÂAAm =
1
ˆ̆ρ

 m̂gm̂`µ̂g + ζ̂ m̂`v̂g m̂gm̂`µ̂`− m̂gv̂` m̂g

−(m̂gm̂`µ̂g + ζ̂ m̂`v̂g) m̂gv̂`− m̂gm̂`µ̂` ζ̂ m̂`

0 0 0


(33)

fff m(qqq) =

mgvg
m`v`

0

 (34)

with the corresponding equation for Roe condition 3:

ÂAAm(QQQR−QQQL) = fff m(QQQ
R)− fff m(QQQ

L) (35)

In equation (35), the condition in cell i is labelled with R as
it is on the right hand side of the cell interface. Similarly the
condition in cell (i-1) is labelled with L. This notation will be
used in the rest of this section.

Equations for conservation of momentum

Gas momentum convection

ÂAAg =
1
ˆ̆ρ

 0 0 0
0 0 0

âg,31 âg,32 2m̂gv̂g

 (36)

fff g(qqq) =

 0
0

mgv2
g

 (37)

where

âg,31 = 2m̂gm̂`v̂gµ̂g +(ζ̂ m̂`− m̂g)v̂g
2 (38)

âg,32 = 2m̂gm̂`v̂gµ̂`−2m̂gv̂gv̂` (39)

The Roe condition number 3 for the gas momentum conser-
vation equations is expressed as:

ÂAAg(QQQR−QQQL) = fff g(QQQ
R)− fff g(QQQ

L) (40)

Liquid momentum convection

ÂAAl =
1
ˆ̆ρ

 0 0 0
0 0 0

âl,31 âl,32 2ζ̂ m̂`v̂`

 (41)

fff l(qqq) =

 0
0

m`v2
`

 (42)

where

âl,31 =−(2m̂gm̂`v̂`µ̂g +2ζ̂ m̂`v̂gv̂`) (43)

âl,32 =−(2m̂gm̂`v̂`µ̂`+(ζ̂ m̂`− m̂g)v̂`2) (44)

The 3rd Roe condition expressed as:

ÂAAl(QQQR−QQQL) = fff l(QQQ
R)− fff l(QQQ

L) (45)
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Pressure terms

ÂAAp =

 0 0 0
0 0 0

κ̂ ρ̂` κ̂ ρ̂g 0

 (46)

fff p(qqq) =

0
0
p

 (47)

with Roe condition number 3 expressed as:

ÂAAp(QQQR−QQQL) = fff p(QQQ
R)− fff p(QQQ

L) (48)

Derivation of averaged parameters

Derivation of α̂`, α̂g, ρ̂` and ρ̂g

The averaged volume fractions, α̂`, α̂g, and densities, ρ̂` and
ρ̂g, are found from the Roe condition 3 applied on the pres-
sure sub-system, eq. (48). As in Flåtten and Munkejord
(2006), κ̂ is set equal to

κ̂ =
1

(∂̂pρg)ρ̂`α̂g +(∂̂pρ`)ρ̂gα̂`

(49)

This leads to the equation

ρ̂`(mR
g −mL

g )+ ρ̂g(mR
` −mL

` )

(∂̂pρg)ρ̂`α̂g +(∂̂pρ`)ρ̂gα̂`

= pR− pL (50)

For ∂̂pρk the expression suggested by Flåtten and Munkejord
(2006) is used:

∂̂pρk =


ρR

k −ρL
k

pR−pL pR 6= pL

(∂pρk)
L pR = pL

(51)

Entering the expression for ∂̂pρk into equation (50), the re-
quirement for the averaged variables can be expressed as:

ρ̂`(mR
g −mL

g )+ ρ̂g(mR
` −mL

` )

=ρ̂gα̂`(ρ
R
` −ρ

L
` )+ ρ̂`α̂g(ρ

R
g −ρ

L
g ) (52)

This equation is satisfied by arithmetic averages for volume
fractions and densities:

α̂` =
1
2
(αL

` +α
R
` ) (53)

α̂g =
1
2
(αL

g +α
R
g ) (54)

ρ̂` =
1
2
(ρL

` +ρ
R
` ) (55)

ρ̂g =
1
2
(ρL

g +ρ
R
g ) (56)

Here, it was used that:

mk = ρkαk (57)

Derivation of µ̂g, µ̂` and µ̂v

In Flåtten and Munkejord (2006), the derivation of averaged
volumetric masses and velocities from the set of equations in
(35) resulted in the criteria:

µ̂g(mR
g −mL

g )+ µ̂`(mR
` −mL

` )+ µ̂v(vR
g − vL

g ) = Φ
R−Φ

L

(58)

In the Roe scheme presented here we will use this as a start-
ing point. Hence the averages derived in Flåtten and Munke-
jord (2006) may be kept:

µ̂g =


Φ(mR

g ,m
L
` ,v

L
g )−Φ(mL

g ,m
L
` ,v

L
g )

mR
g−mL

g
for mL

g 6= mR
g

µg(mL
g ,m

L
` ,v

L
g ) for mL

g = mR
g

(59)

µ̂` =


Φ(mR

g ,m
R
` ,v

L
g )−Φ(mR

g ,m
L
` ,v

L
g )

mR
` −mL

`
for mL

` 6= mR
`

µ`(mR
g ,m

L
` ,v

L
g ) for mL

` = mR
`

(60)

µ̂v =


Φ(mR

g ,m
R
` ,v

R
g )−Φ(mR

g ,m
R
` ,v

L
g )

vR
g−vL

g
for vL

g 6= vR
g

µv(mR
g ,m

R
` ,v

L
g ) for vL

g = vR
g

(61)

Derivation of m̂g,m̂`, v̂g and v̂`
Inserting (58) into the first row of the equation system (35)
gives the following condition:

m̂gm̂`

(
ζ̂ (vR

g − vL
g )− (vR

` − vL
` )
)
+ ζ̂ m̂`v̂g

(
mR

g −mL
g
)

− m̂gv̂`
(
mR
` −mL

`

)
+ m̂g

(
mR
` vR

` −mL
` vL

`

)
= ζ̂ m̂`

(
mR

g vR
g −mL

g vL
g
)

(62)

A second equation is found by adding the equations for Roe
condition 3 for the gas and liquid momentum, eq. (40) and
eq. (45), and using equation (58):

2m̂gm̂`(v̂g− v̂`)
(

ζ̂ (vR
g − vL

g )− (vR
` − vL

` )
)

+
(
(ζ̂ m̂`− m̂g)v̂g

2−2ζ̂ m̂`v̂gv̂`
)(

mR
g −mL

g
)

−
(
(ζ̂ m̂`− m̂g)v̂`2 +2m̂gv̂gv̂`

)(
mR
` −mL

`

)
+2
(

m̂gv̂g + ζ̂ m̂`v̂`
)(

mR
g vR

g +mR
` vR

` −mL
g vL

g −mL
` vL

`

)
=
(

m̂g + ζ̂ m̂`

)(
mR

g (v
R
g )

2 +mR
` (v

R
` )

2−mL
g (v

L
g )

2−mL
` (v

L
` )

2)
(63)

By inserting (62) into (63), the equation may be simplified
to:

v̂g
2 (mR

g −mL
g
)
−2v̂g

(
mR

g vR
g −mL

g vL
g
)
+mR

g (v
R
g )

2−mL
g (v

L
g )

2

+ v̂`2 (mR
` −mL

`

)
−2v̂`

(
mR
` vR

` −mL
` vL

`

)
+mR

` (v
R
` )

2−mL
` (v

L
` )

2 = 0
(64)

The equation may be satisfied by the averages:

v̂g =

√
mL

g vL
g +
√

mR
g vR

g√
mL

g +
√

mR
g

(65)

and

v̂` =

√
mL
` vL

` +
√

mR
` vR

`√
mL
` +
√

mR
`

. (66)

By reformulating equation (62) to:

ζ̂ m̂`

(
m̂g(vR

g − vL
g )+ v̂g

(
mR

g −mL
g
)
−
(
mR

g vR
g −mL

g vL
g
))

−m̂g
(
m̂`(vR

` − vL
` )+ v̂`

(
mR
` −mL

`

)
−
(
mR
` vR

` −mL
` vL

`

))
= 0

(67)
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it is seen that the conservation of mass is satisfied by the
averages:

m̂g =
√

mL
g mR

g , (68)

m̂` =
√

mL
` mR

` (69)

when v̂g and v̂` are given by eq. (65) and (66).

NUMERICAL ALGORITHM

The numerical algorithm is similar to the one selected in Flåt-
ten and Munkejord (2006). It is based on Godunov’s method,
applied on non-linear systems and with the use of limiters in
order to increase the accuracy of smooth solutions (LeVeque,
2007):

QQQn+1
i = QQQn

i −
∆t
∆x

(A −
∆∆∆QQQi+1/2 +A +

∆∆∆QQQi−1/2) (70)

− ∆t
∆x

(F̃FF i+1/2− F̃FF i−1/2)+∆t sss(QQQn
i )

The source term has here been added on the right hand side of
the equation for simplicity reasons. This will make the over-
all algorithm first order accurate. Using e.g. a Strang split-
ting algorithm to handle this term would increase the overall
order of accuracy to two.
The fluctuations A ±

∆∆∆QQQi−1/2 are found as:

A ±
∆∆∆QQQi−1/2 =

m

∑
p=1

(sp
i−1/2)

±W p
i−1/2 (71)

where

(sp
i−1/2)

+ = max(0,sp
i−1/2) (72)

(sp
i−1/2)

− = min(0,sp
i−1/2) (73)

sp
i−1/2 = λ̂

p
i−1/2 (74)

As mentioned earlier, the selected fluctuations will give a
conservative method due to condition 3. (LeVeque, 2007)
The waves, W p

i−1/2, may be calculated from the eigenvectors

of the Roe matrix ÂAAi−1/2:

QQQi−QQQi−1 =
m

∑
p=1

W p
i−1/2 =

m

∑
p=1

β
p
i−1/2r̂rrp

i−1/2 (75)

βββ i−1/2 = R̂RR
−1
i−1/2(QQQi−QQQi−1) (76)

The correction flux is defined in equation (77) with the lim-
ited wave W̃

p
i−1/2 defined as in equation (78).

F̃FF i−1/2 =
1
2

m

∑
p=1
|sp

i−1/2|
(

1− ∆t
∆x
|sp

i−1/2|
)

W̃
p
i−1/2 (77)

W̃
p
i−1/2 = φ(θ

p
i−1/2)W

p
i−1/2 (78)

θ
p
i−1/2 =

W p
I−1/2 ·W

p
i−1/2

W p
i−1/2 ·W

p
i−1/2

(79)

where

I =

{
i−1 sp

i−1/2 ≥ 0
i+1 sp

i−1/2 < 0 (80)

The monotonized central-difference limiter (MC limiter), eq.
(81), was chosen.

φ(θ) = max(0,min((1+θ)/2,2,2θ)) (81)

Table 1: Initial data for the Riemann problem
Quantity Symbol (unit) L R

Volumetric mass:
Phase 1 m1 3.17123 2.70708
Phase 2 m2 3.38324 4.0434

Total volumetric I1 + I2 3.71816 3.5629momentum

Table 2: Equation of state parameters for the Riemann
problem

Phase 1 Phase 2

ρk
o 0.0 0.0

Sonic speeds, ck
Case 1: c1 = c2

√
6

√
6

Case 2: c1 < c2 1 4
Case 2: c1 > c2 4 1

NUMERICAL RESULTS

The numerical results from three different cases are pre-
sented. All cases are simulated with a CFL number of 0.5.
(CFL = max j |λ j| ∆t

∆x . λ j is the j-th eigenvalue of the Jaco-
bian matrix, AAA, ∆t is the length of the time step and ∆x is
the size of the grid cells.) The phase velocities are related by
the no-slip relation in the two first cases. In the third case,
the Zuber-Findlay slip relation is used. This is also the only
case where wall friction is included. In the two first cases the
friction is neglected, e.g. Fw = 0.

Case: A Riemann problem

The case is found in Banda et al. (2010) and has initial data
with a single discontinuity. A no-slip relation is assumed for
the gas and liquid velocities and the simulation is performed
in a tube that is 2m long. Initial data and parameters related
to the equation of state are shown in table 1 and table 2 re-
spectively. The case results are shown for three different as-
sumptions on the sonic speeds of the two phases. In the first
simulation, the sonic speeds are set equal. In the following
two simulations they differ.
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Figure 1: Riemann problem - Phase 1 volumetric mass

The results at t = 0.06s are presented in figure 1 to figure
4. The discontinuity is initially positioned at x = 0m and for
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clarity, the figure only shows the section of the tube contain-
ing waves. The simulation is run with 1000 grid cells.
Compared to the results in Banda et al. (2010), the waves
have similar shapes and the results seem reasonable. How-
ever, the position of the wave-fronts and the amplitudes of the
momentum waves differ. The largest differences are seen for
the two cases a2

1 > a2
2 and a2

1 < a2
2. For these cases, the pres-

sure levels presented in the article are wrong compared to the
published initial data. It seems therefore that the authors of
the article have presented results for the two cases that do not
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Figure 2: Riemann problem - Phase 2 volumetric mass
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Figure 3: Riemann problem - Total volumetric momentum
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Figure 4: Riemann problem - Pressure

Table 3: Initial data for the moving Gauss curve
Quantity Symbol (unit)

Gas volume fraction αg(-) αg,0
Pressure p (kPa) 100
Gas velocity vg (m/s) 100
Liquid velocity v` (m/s) 100

Table 4: Equation of state parameters for the moving Gauss
curve case

ck (m/s) ρk
o (kg/m3)

Gas (g)
√

105 0
Liquid (l) 1000 1000

correspond with the data they provide. This is most likely the
reason for the discrepancies that are observed.

Case: Moving Gauss curve - Investigation of model
accuracy

The convergence order of smooth solutions has been veri-
fied using a constructed test case found in Munkejord et al.
(2009). The initial volume fraction profile in a 12 meter long
tube is according to equation (82), and it is moving along the
tube with the speed of the liquid and vapour.

αg,0 = (1−2ε)exp
(
− (x−µ)2

2σ2

)
+ ε (82)

where ε = 1×10−12, µ = 6m and σ = 0.42m.
The simulation is run for 0.03 seconds with periodic bound-
ary conditions. As seen in table 3, the fluid velocity in the
pipe is 100 m/s. Hence at the end of the simulation time, the
analytical solution is a volume fraction profile which is sym-
metric around x = 9m. This is shown as the analytical result
in figure 5 and figure 6. The parameters presented in table 4
were used in the equation of state for the simulation.
The results presented in figure 5 and figure 6 illustrate the
differences in the results introduced by the MC limiter. The
main difference is the accuracy obtained when using the MC
limiter, even for a fairly low number of grid cells. This is the
main reason for the focus on the very small region in figure
6. The figures also show that while the original simulation
is symmetric around x = 9m, the results from the simulation
with limiter are nonsymmetrical. This is due to the nature of
the limiter method (Munkejord et al., 2009).
The convergence order is calculated by finding the error
in the calculated gas volume fraction as (Munkejord et al.,
2009):

||E (αg,∆x)||1 = ∆x∑
∀j
|αg,j−αg,ref,j| (83)

The error for two simulations with grid size ∆x1 and ∆x2 are
then compared in order to determine the convergence order
(Munkejord, 2005):

n =
ln[||E (αg,∆x2)||1/||E (αg,∆x1)||1]

ln[∆x2/∆x1]
(84)

Table 5 shows the estimated errors and convergence order for
selected grid sizes. As expected, the numerical scheme with
limiter approaches an order of 2, while the scheme without
limiter approaches an order of 1.
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Table 5: Convergence order calculated from simulation
results

Without limiter With MC limiter
∆x ||E (αg)||1 n ||E (αg)||1 n

0.015 1.109×10−1 1.571×10−3

0.0075 5.852×10−2 0.92 4.077×10−4 1.95
0.00375 3.011×10−2 0.96 1.028×10−4 1.99
0.001875 1.528×10−2 0.98 2.598×10−5 1.98
0.0009375 7.695×10−3 0.99 6.525×10−6 1.99

In order to compare the performance of the Roe scheme, sim-
ulation results were also obtained using the FORCE scheme
(see e.g. Toro (2009, Ch. 18.2) or Chen and Toro (2004)).
Among the three-point centered difference schemes, FORCE
is regarded as the optimal scheme (Chen and Toro, 2004).
Simulations were run at different grid cell sizes in order to
achieve an error estimate equivalent to the one obtained by
the largest grid cell size when using the Roe scheme without
limiter. For each simulation the CPU time consumption as
reported from the program was registered. The results are
shown in table 6. They show that for this case, the Roe
scheme both with and without limiter is far more efficient
regarding CPU time consumption than the FORCE scheme.
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Figure 5: Gas volume fraction profile at t = 0.03s - Roe
scheme without limiter
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Figure 6: Gas volume fraction profile at t = 0.03s - Roe
scheme with MC limiter

Table 7: Equation of state parameters for the pipe flow
problem

ck (m/s) ρk
o (kg/m3)

Gas (g)
√

105 0
Liquid (l) 1000 999.9

Case: Pipe flow

In the pipe flow case, a pipe which is 1000m long is initially
filled with stagnant liquid at a pressure of 1bar. A small gas
fraction of αg = 1×10−5 flows with a velocity corresponding
to the slip relation (14). The relation is used with K as a
constant of value 1.0. S is expressed as a function of the
volume fraction:

S = S(αg) =
1
2

√
1−αg (85)

At the outlet boundary, the pressure is kept constant at 1bar.
At the pipe inlet, the flow rate of gas and liquid are varied:

• Inlet liquid flow rate: increased linearly from zero to
12.0kg/s from t = 0s to t = 10s, kept constant from t =
10s to t = 175s.

• Inlet gas flow rate: increased linearly to 0.08kg/s from
t = 0s to t = 10s, kept constant to t = 50s, decreased
linearly to 1×10−8kg/s from t = 50s to t = 70s and kept
constant for the rest of the simulation until t = 175s.

The equation of state parameters used in the case are found
in table 7. In this case, wall friction is also included. This is
modelled as

Fw =
32vmηm

d2 (86)

where vm is the mixture velocity defined as

vm = αgvg +α`v` (87)

ηm is the dynamic mixture viscosity defined as

ηm = αgηg +α`ηl (88)

d is the tube diameter, set to 0.1m. The constants ηg and ηl

are set to ηg = 5× 10−6Pa s, ηl = 5× 10−2Pa s. Results for
the time t = 175s is presented in figure 7 to figure 10. The
results correspond well with the ones presented in Flåtten and
Munkejord (2006).

CONCLUSION

A simplified analytical Roe scheme for a drift-flux, two-
phase flow model is derived. The work in based on a pre-
vious work, Flåtten and Munkejord (2006), where the sim-
plification is to introduce only one set of averaged velocities
for each phase. The robustness of the scheme, and the possi-
bility of extending to second order accuracy for smooth solu-
tions by introducing wave-limiters are illustrated by the three
different numerical examples presented.
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Table 6: Comparison of CPU consumption for FORCE vs Roe numerical schemes
CPU Relative Relative

∆x[m] ||E (αg)||1 consumption Error consumption
[s] [−] [−]

Roe scheme without limiter 0.015 1.109×10−1 1.347×102 1 1
Roe scheme with MC limiter 0.015 1.571×10−3 1.545×102 0.0142 1.147

FORCE
0.001875 1.526×10−1 6.754×10 1.376 50.14
0.001290 1.099×10−1 1.415×104 0.990 105.0

0.0009375 8.213×10−2 2.677×10 0.740 198.7
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ABSTRACT
During the last two decades characterization capabilities of porous
media have been transformed by advances on computation and vi-
sualization technologies. It is now possible to obtain a fairly good
visualization of the microstructure by computer tomographies. Dis-
crete, diffusion or fluid flow simulations can be run in these do-
mains obtaining traditional experimental characterization parame-
ters. However, the characterization itself has not suffered a signifi-
cant change because our models have not been updated. On this re-
gard, new models are needed to achieve better up-scaling. A multi-
scale approach for up-scaling renders into a model that keeps track
of different phenomena happening at different scales and that is cou-
pled in all scales simultaneously imposing great challenges for the
solution method. In this work we study the suitability of a high-
order least-square method for the solution of a multi-scale transport
equation for porous media. Our results show that the method is par-
ticularly well suited for the solution of the equation that models 1D
transport with reactions depending strongly on the scale, even in the
presence of a multi-scale coupling term.

Keywords: Chemical reactions, pore size distribution, LSQ .

NOMENCLATURE

Greek Symbols
ξ Pore scale size, [m]
ε Porosity, [m3/m3]; ε(ξ )dξ is the probability density

function for the porosity, [m3/m3]
φ Concentration, [mol/m3]; φ(ξ )dξ is the probability den-

sity function for the concentration, [m3/m3]
Ω Domain of the problem
Γ Boundary of the problem domain

Latin Symbols
q Discharge or superficial velocity, [m/s]; q(ξ )dξ is the

probability density function for the discharge, [m/s]..
h Inter-pore-scale redistribution; h(ξ1,ξ2)dξ1dξ2 is the

double probability density function for the inter-scale
discharge, [1/s].

A Porosity definition arbitrary constant, [1/m3].
V Discharge definition arbitrary constant, [1/ms].
L Redistribution definition arbitrary constant, [m].
M Concentration definition arbitrary constant, [1].
R Concentration definition arbitrary constant, [m].
S Model source term; S(ξ )dξ is the source distribution

per scale, [mol/sm3].
X Solution functional space.
Y Residual functional space.
A Matrix of the discrete problem.
w Generic function.
f Generic solution.
F Source vector for discrete problem.
L Operator matrix.
W Weight matrix.
G Source vector.
b Solution vector for discrete problem.
D Derivative operator matrix.
H Identity operator matrix.
I Integral operator matrix.
B Trace operator.
E Equation.
J Norm-equivalent functional.
L Problem operator.

Sub/superscripts
f Upper domain limit.
0 Lower domain limit.
h Index h.
k Index k.
q Index q.
j Index j.

INTRODUCTION

Theories for studying porous media were first formulated as
early as the end of the eighteen century, after the volume
fraction concept was introduced for describing mud. Half a
century later, one of the most basic laws for saturated porous
solids was established by Henry Darcy, i.e. the flow velocity
of the liquid in a porous solid is proportional to the pressure
gradient. Since then, increasingly more complex theories for
predicting the proportionality constant have arised, incorpo-
rating the capillary force and considering deformable media
with the definition of the consolidation problem (De Boer,
1992).
Studies on the water-soil characteristic curve (Durner, 1994),
experimental characterization techniques such as gas adsorp-
tion or mercury porosimetry (Navas et al., 2010; Jaroniec
and Kaneko, 1997; Abell et al., 1999), and the populariza-
tion of pore networks (Zhang and Seaton, 1994; Held and
Celia, 2001; Oren and Bakke, 2002; Blunt et al., 2002; Piri
and Blunt, 2005; Ahrenholz et al., 2008; Sholokhova et al.,
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2009) have consolidated the concept of coexisting pores of
different sizes, which can be better represented with a pore
size distribution, e.g. see (Dullien, 1991).
Indeed, there are many different phenomena that will be af-
fected by the pore size, as for example the physical principles
of any of the experimental methods mentioned before. At the
same time, heterogeneous reactions and the pore hydraulic
resistivity are expected to depend strongly with the pore size.
Therefore there is a clear need for adopting models that are
able to capture and use the information on the pore size dis-
tribution in an efficient way.
The multi-scale transport equation for porous media (MSTE)
was proposed as an extension of approaches considering a
finite number of groups (Chen, 1989; Bouffard and Dixon,
2001). One internal coordinate was recently introduced
(Dupuy and Schwarz, 2011) to the continuity problem for
accounting the multi-scale transport of species and the scale-
dependent physics. Furthermore, the MSTE defines an inter-
pore redistribution function h that makes the equation open
and requires further research to find the most adequate clo-
sure or model.
However, the incorporation of one internal coordinate to the
transport equation introduces one extra dimension in com-
plexity. Not only all the main variables depend now on the
pore scale, but also the partial differential equation system
becomes an integro-partial differential equation system. This
brings problems at the time of choosing the most suitable so-
lution method.

Several numerical methods have been developed for solv-
ing integro–differential equations in other areas of science.
Examples are the neutron transport equation (Duderstadt
and Hamilton, 1976) and the population balance equation
(Ramkrishna, 2000). Most of these methods are designed
to eliminate the integral terms from the equations. In recent
years, the work by (Dorao and Jakobsen, 2005), (Patruno,
2010) and (Sporleder et al., 2011) has shown the capabil-
ity of the least-squares method (LSQ) to solve the integro-
differential form of the equations directly. This spectral
method is based on the idea that under certain conditions
minimizing the residual of the equations defined with the nu-
merical solution is equivalent to minimizing the error, i.e.,
the distance between the numerical solution and the exact
solution (Jiang, 1998). This reformulation of the equations
as a minimization problem is independent of the equations
at hand, and therefore it allows for flexible and general–
purpose programming. Besides, the method uses a measure
of the residual as a built-in error estimator, and presents semi-
analytical solutions, as the minimizing function is expanded
in a family of basis functions. When combined with the fi-
nite or spectral element approach (Gerritsma and De Maer-
schalck, 2010), it is capable of solving large problems in ar-
bitrary geometries, using unstructured meshes.
The scope of the present work leaves aside how to find the
kernels of the MSTE as well as possible comparisons with
experiments. Instead, we focus on the suitability of the LSQ
to solve the MSTE. The analysis will make use of the manu-
factured solution method for a one-dimensional steady–state
case. The extension to more complex problems is straight–
forward.
The objective of this paper is to propose the LSQ for the
solution of the MSTE for porous media and explain its im-
plementation. The model, the solution method and the nu-
merical example are given in the following three sections.

MODEL

Traditionally, the transport of a given species with concentra-
tion φ convected by plug flow through a porous media with-
out diffusion in one dimension (z) can be written as:

εv
∂φ(z)

∂ z
= S(z) (1)

where v is the advective velocity, ε is the void (or fluid)
porosity and the right hand side is a source term. However,
this approach is not able to capture all the degrees of freedom
present in real porous media and the two-porosity model has
been a successful first extension towards a more scale-size-
related approach. Recently, a multi-scale approach has been
introduced as a generalization to this concept based on the
pore scale (Dupuy and Schwarz, 2011).
The term pore size has been used loosely in the literature and
needs to be addressed first. In our framework, it is a charac-
teristic length that represents the pore scale. Some authors
(Dullien, 1991) proposed to define the pore size as twice the
hydraulic radius. Other definitions may be used. Regardless
of the choice, a consitent definition of a pore as a unity is re-
quired. Most pore networks agree on the definition of these
elementary units. Each pore will therefore have a volume. In
the MSTE, all the void volume is assigned to pores, and the
concept of throat (Oren and Bakke, 2002; Blunt et al., 2002;
Piri and Blunt, 2005) is not needed. This is different to some
pore network strategies.
Let us define ξ as the pore size, and ε(ξ )dξ as the total vol-
ume of the pores of sizes between ξ and ξ +dξ per volume
unit. We will indicate the permeability of a pore of size ξ

with k(ξ ), the advective velocity of the fluid at the scale ξ as
v(ξ ), and the discharge (or slip velocity) for the same scale
as q(ξ ) = ε(ξ )v(ξ ).
Recent works (Dupuy and Schwarz, 2011) introduced the
concept of the redistribution function h(ξ1→ ξ2) as the dis-
charge from pores of size ξ1 into pores of sizes ξ2. This is a
measure of the mixing between pores of different scales.
The ε(ξ )dξ and q(ξ )dξ are the probability density func-
tions for porosity and discharge. Their definition is some-
times clarified by defining the cumulative distribution func-
tion, Fε(ξ ) =

∫ ξ

0 ε(ξ̂ )dξ̂ and Fq(ξ ) =
∫ ξ

0 q(ξ̂ )dξ̂ . Fε(ξ ) is
dimensionless and represents the porosity of a solid media
obtained by considering all the pores of size smaller or equal
to ξ .
The multi-scale transport for a tracer in all the pores assum-
ing one dimension (z) and steady state case can be written as
(Dupuy and Schwarz, 2011):

q(z,ξ ) · ∂φ(z,ξ )
∂ z

= S(z,ξ )+
∫
[φ(z, ξ̂ )−φ(z,ξ )]h(z, ξ̂ → ξ )dξ̂

φ(z = zΓ,ξ ) = φΓ(ξ ). (2)

With φΓ(ξ ) a boundary condition. The left hand side and first
term of the right hand side of the equation 2 are the convec-
tion per scale and the source per scale and present no major
interaction between scales. However, the integral on the right
hand side couples different scales and makes impossible to
solve the problem for each scale independently. It should
be pointed out that advection can be happening at different
speeds ( ∂q

∂ξ
6= 0) and the source term can also be written in-

dependently for each pore-size.
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THE LEAST-SQUARES METHOD

The LSQ reformulates any given well-posed set of equations
as a minimization problem. As the MSTE could be taken as
part of a more complex model, we present the method in a
general manner, for a non-linear set of equations.
Let us write the problem to be solved as follows:
Find f ∈ X(Ω) such that:

L f = g in Ω (3)
Bf = fΓ on Γ (4)

where Ω is the domain of the system, Γ is the boundary of
the domain, L is a functional operator, and B is the trace
operator. f is the approximating function, which in the ideal
case coincides with the exact solution to the problem.
Equation 4 represents the equations of the boundary condi-
tions, while equation 3 represents the main equations of the
problem. For example, taking equation 2 we find:

f = φi

g = Si (5)

L • = q · ∂•
∂ z
−
∫
•h(z, ξ̂ → ξ )dξ̂ +•

∫
h(z, ξ̂ → ξ )dξ̂

B• = •

A norm equivalent functional can defined as follows:

J (f)≡ 1
2
‖L f−g ‖2

Y (Ω) +
1
2
‖Bf− fΓ ‖2

Y (Γ) . (6)

The functional J (f) is a measure of the residual of an aprox-
imating function f ∈ X(Ω). If the approximating function is
the exact solution, the functional becomes zero. The residual
of the boundary equations is included in equation 6 to allow a
weak imposition of the boundary conditions. That is, we al-
low the use of spaces X(Ω) that are not constrained to satisfy
these conditions.
It is assumed that the problem is well-posed and that the op-
erators L and B conform a continuous mapping of the func-
tion space X(Ω)×X(Γ) on the space Y (Ω)×Y (Γ). Under
these conditions, a norm equivalence between the norm of
the residual and the norm of the error is established. That
is, finding a function f ∈ X(Ω) that minimizes the functional
J (f) is equivalent to finding the approximating function in
X(Ω) which is closest to the exact solution to the problem.
Therefore, the least squares method is based on finding an
f ∈ X(Ω) such that this functional is minimized. The reader
is refered to (Bochev and Gunzburger, 2009) for more details
on the mathematical formalism.

Solution procedure

Using variational analysis, minimizing the functional J (f)
is equivalent to finding f ∈ X(Ω) such that:

lim
ε→0

d
dε

J (f+ ε w) = 0 ∀w ∈ X(Ω) (7)

where X(Ω) is the space of admissible functions.
We use the L2 norm defined as ‖ • ‖2

Y (Ω)= 〈•,•〉 =
∫

Ω
• •

dΩ for simplicity. Using E (f) = L f− g to represent the
equations, we express the norm equivalent functional as:

J (f)≡ 1
2
〈E (f),E (f)〉 (8)

Here, we leave aside the equations for the boundary condi-
tions. The extension of the solution procedure to these is
straight-forward.
In practice, we restrict the search of the minimizing func-
tion to a finite–dimensional function space such that fP ∈
XP(Ω)⊂ X(Ω) and XP(Ω) = span{ϕ0, ...,ϕP}:

fe
P =

Np−1

∑
j=0

be
jϕ

e
j (9)

fP =
Ne⋃

e=1

fe
P (10)

Equation 7 yields then the equivalent problem: find fP ∈
XP(Ω) such that:〈∂E

∂ f
w,E (fP)

〉
= G = 0 , ∀w ∈ XP(Ω) (11)

Here, ∂E
∂ f is the operator obtained by dividing the different

equations by the different variables. It can be divided in rows
which represent each equation, and in columns which repre-
sent the operator affecting each variable in each equation.
That is,

f =
[

f1 ... fv ... fNv

]T

E
∂E

∂ f
=



∂E1
∂ f1

... ∂E1
∂ fv

... ∂E1
∂ fNv

... ... ... ... ...
∂Ec
∂ f1

... ∂Ec
∂ fv

... ∂Ec
∂ fNv

... ... ... ... ...
∂ENc
∂ f1

...
∂ENc
∂ fv

...
∂ENc
∂ fNv

 (12)

where Nv is the number of variables and Nc is the number of
equations.
For linear problems, ∂E

∂ f w=L w, and the problem is reduced
to finding fP ∈ XP(Ω) such that:

A (fP,w) = F (w) , ∀w ∈ XP(Ω) (13)

where

A (f,w) = 〈L f,L w〉
F (w) = 〈g,L w〉 (14)

For non-linear problems, a seed solution f∗P is proposed, and
the Newton-Raphson method is used to iterate until the mini-
mizing solution is found. This method is based on the expan-
sion in Taylor series of G around f∗P, and yields the following
equivalent problem: find δ fP = fP− f∗P ∈ XP(Ω) such that:

〈 ∂

∂ f

(
∂E

∂ f
w
)∗

δ fP,E (f∗P)
〉

+
〈∂E

∂ f

∗
δ fP,

∂E

∂ f

∗
w
〉
+
〈
E (f∗P),

∂E

∂ f

∗
w
〉
= 0 , w ∈ XP(Ω) (15)

The first term is usually set to zero (Winterscheidt and
Surana, 1994; Codd, 2001). This term is dominated by the
others near the solution. Furthermore, the absence of this
term simplifies greatly the computation and does not affect
the method, only the way in which the solution is looked for.
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The equivalent problem to be solved is to find fP ∈ XP(Ω)
such that equation 13 is fulfilled, with:

A (f,w) =
〈∂E

∂ f

∗
f,

∂E

∂ f

∗
w
〉

F (w) =
〈∂E

∂ f

∗
f∗−E (f∗),

∂E

∂ f

∗
w
〉

(16)

Comparing equation 16 to equation 14, this procedure is
equivalent to linearizing the equations using the Newton-
Raphson method and then applying the least-squares method
to the resulting linear problem ∂E

∂ f
∗
f = ∂E

∂ f
∗
f∗−E (f∗). The

Picard method (also known as fixed point or direct substi-
tution method) has also been used to linearize the equations
(Sporleder et al., 2010).
The algebraic set of equations corresponding to the equiv-
alent problem is found expanding the approximate solution
(equation 9). The internal products are approximated numer-
ically using quadrature rules. Thus, the system of algebraic
equations is given as follows:

Ab = F (17)

where b is the vector of coefficients of the expansion in equa-
tion 9, and where:

A = LT WL
F = LT WG

L is called the problem operator matrix, W is a diagonal ma-
trix built with the quadrature weights and G is called source
vector. The three can be subdivided analogously to equation
12:

G =
[

G1 ... Gc ... GNc

]T
L =


L11 ... L1v ... L1Nv
... ... ... ... ...
Lc1 ... Lcv ... LcNv
... ... ... ... ...

LNc1 ... LNcv ... LNcNv

 (18)

where:

[Lcv]qk =

(
∂Ec

∂ f

)∗
v

ϕk(rq)

[Gc]q =
∂Ec

∂ f

∗
f∗P(rq)−Ec(f∗P(rq)) (19)

Here, rq is the quadrature point q.

NUMERICAL EXAMPLE

As shown in equation 5, the MSTE is linear when solved for
φ(z,ξ ). The equation presents a derivative, an identity and
an integral operator applied to φ . In matricial form:

L = C1Dz+C2H+ Ih (20)
G = S (21)

with:

[C1]q j = δq jq(zq,ξq)

[C2]q j = δq j

∫
h(zq,ξq→ ξ̂ )dξ̂

[S]q = S(zq,ξq)

where δq j is the Kronecker delta. The other matrices, namely
Dz, H, and Ih are called operator matrices.
Dz is called the derivative operator matrix in z, and is defined
as follows:

[Dz]q j =
∂ϕ j

∂ z
(zq,ξq) (22)

H is the identity operator matrix, and is defined as follows:

[H]q j = ϕ j(zq,ξq) (23)

Ih is the integral operator weighted with h, and is defined as
follows:

[Ih]q j = −
∫

h(zq,ξq→ ξ̂ )ϕ j(zq, ξ̂ )dξ̂

= −∑
k

h(ξq→ sk)ϕ j(zq,sk)ωk (24)

Here, we define new quadrature points and weights such that
sk exists within the integration boundaries for each row of the
integral operator matrix.
We select the case of flow through a column for our numer-
ical example. A one meter column filled with a packed bed
of rocks has a porosity per scale given by ε(ξ ). Liquid is
introduced from the top which percoles down the column at
a given discharge per scale given by q(ξ ). The pore-scale
redistribution, h is assumed proportional to the discharges.
In the manufacturing solution method we propose a solution
φ(ξ ,z) and calculate analitically the value of the source. For
this problem the chosen functionalities and values are:

ε(ξ ) =A(ξ −ξ0)(−ξ +ξ f ) (25)

q(ξ ) =V ε(ξ )ξ 2 (26)

h(z, ξ̂ → ξ ) =q(ξ̂ )q(ξ )/L (27)
φ(z,ξ ) =10sin(z)(1−MLog(ξ/R)) (28)

S(z,ξ ) =10AV cos(z)ξ 2(ξ −ξ0)(ξ f −ξ )(1−MLog [ξ/R])+

A2MV 2(360L)−1
ξ

2(ξ −ξ0)(ξ −ξ f )sin(z)× ...(
−81ξ

5
0 +175ξ

4
0 ξ f −175ξ0ξ

4
f + ...

81ξ
5
f +60ξ

4
0 (3ξ0−5ξ f )Log

[
ξ0

ξ

]
+ ...

60(5ξ0−3ξ f )ξ
4
f Log

[
ξ f

ξ

])
(29)

with A = 1/500 mm−3, V = 0.001m/mm2s, M = 1, R = 2ξ f ,
L = 10−5 m2/s and pore scale limits ξ0 = 1 mm and ξ f = 10
mm.
The selected model was based on physical cases. The poros-
ity expands from 1 mm to 10 mm pore size. Pore sizes
might be extended to various order of magnitudes below one
millimetre if the rock presents internal porosity or fractures.
However, for a pack of solid bodies 1 mm can be a reason-
able magnitude. The pore space has a maximum at 5.5 mm,
and a total porosity of 24% (note that this is very close to the
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ideal close pack porosity of π

18 ). The discharge q will in gen-
eral depend with the permeability, the porosity and a factor
that scales directly with the pore size (the square of the di-
ameter is for pipes). The redistribution discharge follows the
model of symmetric mixing with length characteristic length
L. Measurements and previous calculations on the redistri-
bution matrix have shown some similarity with this model,
(Dupuy et al., 2011).

Results

The Gauss–Lobatto–Legendre quadrature rule was used to
approximate the integrals in z, while the Gauss–Legendre
quadratures were used for ξ . The solution was approximated
using a nodal expansion based on Lagrange polynomials de-
fined at the zeros of these quadratures. The problem was
coded in MATLAB, and its direct solver was used for the
calculations.
Both the discharge, q(ξ ) and the porosity, ε(ξ ) do not de-
pend on the position along the column. Plot of the distribu-
tion and cumulative distribution for these two functions are
given in Figure 1.
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Figure 1: Left column: porosity distribution (top) and cumu-
lative porosity distribution (bottom). Middle column: dis-
charge distribution (top) and cumulative discharge distribu-
tion (bottom). Right column: velocity per channel (top), and
1-metre residence time (bottom)

The solution is shown in Figure 2. As the liquid flows down
the column φ increases due to reactions happening inside the
pores. Despite the source term is very different for differ-
ent pore sizes (negative for large pores and positive for small
pores, see Figure 3) the tracer φ is exchanged between differ-
ent pores scales tending to level out the differences. However
the increase is larger for the small pores at all the length of
the column (z values). The source term (Figure 3) behaves
differently for different pore scales. Large amounts of φ are
generated for pores smaller than 5 mm, while a sink is ob-
served in the largest pores. This behaviour for the source
term mimic two competing reactions. It models the case of a

species that is a product of an heterogeneous reaction but is a
reactant of a reaction taking place in the liquid bulk. Hetero-
geneous reactions depend strongly of the surface to volume
ratio which is much larger for small pore scales. At the same
time the reactant is consumed in the larger pores in this case
as the bulk reaction that consumes φ becomes more domi-
nant.
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Figure 2: Solution φ(z,ξ ).
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Figure 3: Source term S(z,ξ ).

Finally, the polynomial order for both dimensions was var-
ied from 5 to 12 to analyze the accuracy of the numerical
solution. Figure 4 shows the L2 norm of the error. It can
be seen that the error is reduced with an exponential con-
vergence rate. This follows the behavior of the norm of the
residual, due to the norm equivalence mentioned when pre-
senting the LSQ. The norm of the residual, shown in Figure
5, decreases until reaching a point of limiting accuracy, close
to numerical precision. The existance of norm equivalence
provides the numerical method with a built-in error estima-
tor. In finite and spectral element versions of the method,
the norm of the residual can be used to design hp-adaptivity
strategies that optimize the grid used.
For completeness, the condition number versus the order of
the approximation is shown in Figure 6. This number in-
creases steeply with the order, reaching values over 1012.
The condition number depends mostly on the fill-up of the
matrix. The use of an element approach will reduce drasti-
cally this number. Larger models that use the MSTE are also
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expected to have lower condition numbers.
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Figure 4: L2 norm of the error vs. order of the approximation
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CONCLUSION

The conclusions of this paper are:

• The LSQ is well suited for the solution of the multi-
scale transport equation for porous media, achieving ex-
ponential convergence in the method order.

• A method has been described and can now be applied
for the solution of transport and reactions problems in
porous media.

The combination of the MSTE with LSQ enables a set of
new physics that now can be modelled. We have shown how
the specific discharge, and therefore, the advecting velocity
can be different at different scales, having travelling times
between the smallest and the largest pore scales that vary
two order of mangitude. The cumulative distribution func-
tion of any variable, such as the tracer concentration can be
recovered at any point of the domain. Furthermore, having
a source term that works as sink and as source depending on
the pore scale is also possible enabling the modelling of the
competition between heterogeneous rections and reactions
occuring in the liquid bulk. Finally, the incorporation of a re-
distribution tems add the complexity of an integral term that
binds physics happening at different scale loosing the local-
ity behavior proper of a normal transport equation and still
this can be fully captured by the LSQ also with exponential
convergency.
Future work still remains on the area of finding the most
adequate kernels that best represent different porous media.
Mainly empirical studies of the redistribution function need
to be done.
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ABSTRACT 

Recent progress on the modelling of gas evolving anodes in 

the production of primary aluminium is presented. The 

proposed model is a multiscale approach in which molecular 

species are produced and transported through a supersaturated 

electrolyte. Sub grid bubbles are allowed to form through 

nucleation and the resulting bubble population evolves 

through mass transfer and coalescence. As sub grid bubbles 

reach a certain size they are transferred to a macroscopic phase 

which evolution is governed by a volume of fluid method.  

 

The current work describes the underlying theory and 

motivation for the proposed model. Finally, the model is used 

to describe electrolysis on laboratory scale, showing the 

potential of the suggested approach.  

Keywords: Bubble and droplet dynamics, Multilevel 
and Multiscale Modelling, Heat and mass transfer, 
Electrolysis 

 

NOMENCLATURE 

A complete list of symbols used, with dimensions, is 

required. 

 

Greek Symbols 

  Phase fraction, [-]. 

ij  Coalescence kernel, [m
3
/s]. 

eg  Surface tension, [N/m]. 

i  Dynamic viscosity, [kg/m.s]. 

  Stochiometric number, [-]. 

ij  Collision frequency, [m
3
/s]. 

  Electrical potential, [V]. 

i  Mass density, [kg/m
3
]. 

p  Pore density, [%]. 

i  Electrical conductivity, [
1 m

-1
]. 

 

Latin Symbols 

Ai Area, [m
2
]. 

bi Birth rate, [1/s]. 

C  Concentration, [kg/m
3
]. 

bubD Bubble diameter, [ m]. 

D  Diffusivity, [ m
2
/s]. 

di Death rate, [1/s]. 

F  Faraday’s constant, [C/mol]. 

fnuc Nucleation frequency, [1/s]. 

j Current density, [A/m
2
]. 

K Mass transfer factor, [m
5
/kg.s] 

m  Mass rate, [kg/s]. 

M  Mass flux, [kg/m
2
.s]. 

 

2COM  Molar mass of CO2, [kg/mol]. 

ni Number density, [1/m
3
]. 

Np Number of active pores, [#]. 

Pij Coalescence probability, [-]. 

Re Reynolds number, [-]. 

S  Generic source term, [-]. 

Sc Schmidt number, [-]. 

Sh Sherwood number, [-]. 

t Time, [s] 

u  Velocity, [m/s]. 

Vi Volume, [m
3
] 

 

Sub/superscripts 

cell  Cell property. 

2CO  Dissolved CO2. 

e  Electrolyte. 

g  Gas (resolved). 

G   Ghost class. 

M  Largest subgrid bubble 

i,j,k  Population bin indices 

 

Abbreviations 

FFT Fast Fourier Transform 

UDF User Defined Function 

UDM User Defined Memory 

UDS User Defined Scalar 

VOF Volume Of Fluid 
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INTRODUCTION 

Industrial production of primary aluminium is carried 

out in aluminium reduction cells by the Hall-Héroult 

process in which alumina (Al2O3) is dissolved in an 

electrolyte consisting mainly of molten cryolite 

(Na3AlF6) (Thonstad et al. 2001). By means of an 

externally imposed electric field, ions are transported 

through the electrolyte before reaching the electrodes 

where chemical reactions occur. A sketch of an 

industrial cell is shown in figure 1. 

  

The net (simplified) reaction in the Hall-Héroult cell can 

be written as 

 
2 3( ) ( ) ( ) 2( )

1 3 3

2 4 4
d s l gAl O C Al CO    (1) 

 

where the solid carbon is supplied from the anode.  Due 

to the negligible electrical conductivity of gaseous CO2, 

the presence of bubbles effectively screens the anode 

surface, thus decreasing its active area and increasing 

the overall cell voltage (cf. Cooksey et al. (2009)).  As a 

result, the specific energy consumption increases. As 

bubbles are responsible for as much as 10% of the cell 

voltage, the potential energy savings from increased 

knowledge of bubble formation and evolution are 

significant, thus motivating the current work.  

 

The Hall-Héroult cell has a strong dynamic nature due 

to buoyant bubbles and MHD flow. Hence, it should 

come as no surprise that the cell voltage varies with 

time. There are several sources to these variations, 

ranging from high frequency ripples in the DC current 

applied to the cell; to low frequency MHD-instabilities 

creating large scale wave motion of the metal pad. A 

special frequency band ranging from 0.5 to 5 Hz has 

been credited to bubbles and the resulting signal is 

commonly denoted as bubble noise (cf. for instance 

Kalgraf et al. (2007) and references therein and Wang 

and Tabereaux (2000)). 

 

 
 

Figure 1: Industrial reduction cell consisting of an 

anode, a cathode and an electrolyte. Electrochemical 

reactions of the raw-material (alumina) occur within the 

electrolyte yielding molten aluminium. The cell is 

powered by an external DC energy source. 

 

The relation between gas coverage and bubble noise has 

recently been studied by Kiss (2006), by means of a 

quasi 2D Lagrangian model. The study shows that the 

nature of the bubble noise is highly dependent on the 

number of bubbles present. A regular pattern is observed 

for single bubbles, corresponding to its growth, while 

the presence of several bubbles results in random like 

fluctuations, a combined effect of growing, coalescing 

and detaching bubbles. However, under certain 

conditions, bubbles can manifest a concerted movement 

due to very big gas pockets sweeping alongside the 

anode, engulfing lesser bubbles in their motion. 

  

A detailed experimental description of growth and 

evolution of single bubbles is given by Xue and Øye 

(1995), identifying three distinct stages. Initially, 

spherical or semi spherical bubbles in the range 0.4-0.6 

mm are nucleated and grow due to mass transfer.  As the 

inter-bubble distance decreases smaller bubbles begin to 

merge by coalescence, forming flattened spheroids. In 

the final stage, large bubble sheets of the size of the 

anode are formed, which, due to buoyancy, detach and 

release from the anode, marking the end of one bubble 

cycle.  

 

The final stage and its influence on the hydrodynamics 

of the cell has been studied recently (Einarsrud (2010)) 

by means of a VOF model. The present work sets out to 

describe a framework which extends the VOF approach 

so that initial stages, and thus a complete description of 

gas evolving anodes, can be treated.  

 

In the following, each of the phenomena required for a 

general framework are treated, followed by a qualitative 

validation based on a measurements performed on a lab 

scale anode. 

MODEL DESCRIPTION 

Generation and Transport of CO2 

It is an undisputed experimental fact that small gaseous 

bubbles predominantly form on specific nucleation sites, 

a phenomenon which relies upon the presence of CO2, 

which is formed on the anode surface by some chemical 

reaction. The anode reaction is assumed to be given by 

the half reaction 

2

2

3 3 3
3 ,

2 4 4
O C e CO     (2) 

which is assumed to be instantaneous.  Oxygen is 

present through alumina which is added at regular 

intervals in order to keep concentrations uniform and 

within a given operational interval (cf. Grjotheim and 

Kvande (1993)).  Carbon is present through the anode 

which is consumed as it reacts, typically at a rate of 1 

cm per 24 hours. This process is however much slower 

than the typical time scales considered for bubbles.   

 

Hence, as a first approximation is it reasonable to 

assume that the production of CO2 is controlled only by 

the presence of electrical charge, i.e. Faraday’s law (in 

kg/s) 

2

2
.

CO

CO

M
m

F




j A  (3) 

Although the literature agrees upon the fact that 

molecular CO2 is produced on the anode surface, the 

path taken by dissolved CO2 is somewhat disputed. As 
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sketched in figure 2, two possibilities exist, namely 

transport through pores in the anode or through the bath. 

 

Both processes rely on the fact that either the anode or 

the bath operates as a gas reservoir, i.e. either of the two 

is supersaturated with molecular gas. Although both 

transport mechanisms have been used for general 

electrolysis applications, it appears as though the anode 

transport scenario has become the most common for 

aluminium applications, possibly due to the conclusion 

of Poncsák et al. (1999) stating that storage and 

diffusion of gas inside the electrolyte plays a negligible 

role in the aluminium reduction cell. This is based upon 

the fact that CO2 has a relatively small diffusivity in the 

bath and that the anode is known to have a porosity of 

10-30% (Grjotheim and Kvande (1993)), suggesting that 

it can contain a corresponding amount of gas. 

  

A direct consequence of the anode transport model is 

that a non-porous anode cannot develop into a gas 

evolving electrode. Nevertheless, successful electrolysis 

experiments have been performed using so-called glassy 

anodes (cf. for instance Leistra and Sides (1988)). In 

addition  no plausible mechanism explaining the physics 

resulting in a supersaturated anode is given, i.e. by 

which physical principles the gas moves through the 

anode and back to bubble nuclei, rather than leaving the 

anode altogether. This suggests that the anode transport 

hypothesis may be physically unsound. 

 

In a real process (excluding glassy anodes), both bath 

and anodic gas transport are most likely present and the 

dominating mode will vary from process to process, 

depending upon operational parameter. From a 

modelling perspective one mode can be included in the 

other by adjusting the mass transfer parameters 

accordingly, yielding the two transport mechanisms 

equivalent. The choice of model thus becomes of a 

practical nature based on predictive power, numerical 

stability, compatibility with other models and 

computational cost.  

 
 

Figure 2: Sketch of the two possibilities for transport of 

molecular CO2. 

    

Due to a higher predictive power (possibility to treat 

glassy anodes), and direct relation to fluid flow, the bath 

transport model is chosen. In this case, the concentration 

of dissolved CO2 is governed by the following 

advection-diffusion equation 

 2

2 2
,

CO p n dmt

CO eff CO

C
C D C S S S

t


     


u  (4) 

 

where u is the bath velocity and Deff is the effective 

diffusivity. The source- and sink terms on the right hand 

side represent production (as of equation 3) nucleation 

of gaseous bubbles and direct mass transfer to existing 

bubbles, respectively. 

Nucleation of Gaseous Bubbles 

Little is known regarding nucleation in Hall-Héroult 

cells, regarding both experimental and theoretical 

investigations. A phenomenological description can 

however be extracted from the overall information found 

in the literature. Considering matters of operational 

importance, i.e. large to moderate voltage oscillations, 

one finds that small to moderate sized systems exert a 

periodic release of large bubbles. Large bubbles are 

created in a semi-continuous fashion through the 

successive coalescence and growth of lesser bubbles 

down to some minimal bubble size (typical diameter of 

0.4-0.6 mm) found to originate from the anode surface 

in a steady manner (cf. Xue and Øye (1995)). 

 

The detailed behavior of single bubbles during 

electrolysis (although not aluminium-electrolysis) has 

been described by Gabrielli et al. (1989), showing how 

single bubbles form periodically on specific sites on the 

electrode. As in the study of Xue and Øye, Gabrielli et 

al. find enhanced gas evolution at higher current 

densities, which is as expected, as more (molecular) gas 

is produced as of equation 3. 

 

Both of the above studies find a linear relation between 

voltage and time during the initial growth of bubbles 

(before coalescence occurs), which corresponds to a 

linear increase in the projected bubble area. This 

suggests that the bubble radius should follow a growth-

law of the form 

,bubD t  (5) 

 

which is the classical result of Scriven (1959), 

describing the growth of bubbles in supersaturated 

solutions. This is the basis for the model used by Jones 

et al. (1999a), to describe non classical nucleation; a 

form of nucleation occurring at low degrees of 

supersaturation with a negligible energy barrier. 

 

In addition to the expected growth law, the linear 

voltage growth starts shortly after the release of a bubble 

(cf. Xue and Øye and Einarsrud and Sandnes (2011)), as 

shown in figure 3. 

 
 

Figure 3: Measured voltage signal (solid line) and 

observed escaping bubbles (circles). 
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The short time between release and generation of new 

bubbles suggests that low to moderate levels of 

supersaturation are sufficient to initiate bubble 

nucleation. This indicates that nucleation in Hall-

Héroult cells relies upon a steady production of gas, 

rather than abrupt flashing of bubbles expected from 

classical nucleation. That is, non-classical nucleation 

appears to phenomenologically describe steady state 

nucleation in Hall- Héroult cells. 

 

The main requirement for non classical nucleation is that 

gas cavities exist on the anode surface prior to 

nucleation events. These gas cavities can be remnants of 

classical nucleation events or from the preparation of the 

anode and are thus dependent on the surface porosity 

and wetting properties of the bath.  As a simple model, 

the number of active pores in a computational cell, Np, is 

given as 

0

,cell
p a p

p

A
N

A
 

 
(6) 

where 
a is an activation parameter, 

p is the pore 

density and Acell and Ap0 are the cell- and the pore areas, 

respectively. The pore area is given by the mean pore 

diameter and the pore density as a linear distribution. 

Mass Transfer to Bubbles 

The general result for the mass flux to a rigid sphere for 

combined modes of mass transfer in a supersaturated 

solution is 

  

 
2 2 2, ,CO CO s CO

bub bub

D D
M Sh C C Sh C

D D
   

 
(7) 

 

where Sh=2 for the case of diffusive mass transfer in a 

quiescent fluid. The Sherwood number can incorporate 

advective effects through dependence on the Reynolds 

number, typically through a relation on the form  

Re .c dSh a b Sc   (8) 

Assuming isobaric expansion of ideal gas bubbles, and 

mass fluxes given as for rigid spheres, the rate of change 

of mass is 

2

2

1 23 bub
bub CO g bub

dD
m f D ShD C f D

dt
    (9) 

for a bubble with surface and volume 
2 3

1 2     .bub bub bub bubA f D V f D   (10) 

 

 

The solution of equation (9) is 

 

2
( )bub COD t K C t   (11) 

with 

1

2

2
.

3 g

fShD
K

f


 
(12) 

As shown by Jones et al. (1999b), this is equivalent to 

the solution of Scriven (1959), if the Sherwood number 

is chosen as 

  

2.0 2.0Re ,Sh Sc   (13) 

which thus serves as a theoretical minimum. 

 

As shown by Jones et al. (1999b), non classical 

nucleation is analogous to bubble growth. Hence, the 

time required for a bubble to reach its detachment 

diameter is 

2

2

,
,

bub d

d

CO

D
t

K C




 
(14) 

where the detachment diameter 2

,bub dD   is assumed to 

be equal to the smallest observed bubble diameter. 

Combined with the number of active pores, the 

nucleation frequency in a given computational cell is 

2

2

,

,
p COp

nuc

d bub d

N K CN
f

t D


 

 
(15) 

which serves as the rate at which gas bubbles are created 

on the anode surface. 

 

Considering Lagrangian-type bubbles, further growth is 

easily treated by a source term as of equation 9. For 

macroscopic VOF-bubbles, the mass transfer term is 

written as 

  

 
2

,dmt

eff g COS D C    (16) 

which is a formidable numerical challenge due to steep 

gradients in the proximity of the VOF-bubble. 

 

Fortunately, the effect of mass transfer is significant 

only for small bubbles, while larger bubbles evolve 

mainly through coalescence. This can be seen from the 

voltage curve of one bubble cycle (figure 4), where 

coalescence induced oscillations occur only after an 

initial (linear) growth regime. Furthermore, as seen from 

the figure below, the average voltage rate decreases 

after the initial linear regime, 

 

  
 
 

Figure 4: Measured voltage signal (blue) and linear fit 

to growth regime (red) and coalescence regime (green).  

suggesting that the contribution due to mass transfer has 

decreased.  

Due to the apparent presence of two different voltage 

regimes, multiple scales present in the problem as well 

as the challenges related to growing VOF-bubbles, a 

multi-scale approach is suggested in which phase growth 

by mass transfer is allowed only for sub-grid spherical 

bubbles while macroscopic bubbles are allowed to 

evolve only by coalescence and sources due to mature 

sub grid bubbles.  

Dispersed Gas Treatment 

The sub grid bubbles are treated by means of a 

population balance model (PBM). As the existing model 

implemented in FLUENT is not compatible with the 
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VOF model a tailored model is developed for the 

current application. In essence, a PBM is a model which 

deals with entities forming a population. Assuming that 

Ni bubbles of class i are present in a volume V, the 

conservation of the i-th bubble number density reads 
1

,i i
i i

dN dn
b d

V dt dt
    (17) 

where bi  and di represent birth- and death rates for the  

i-th bubble class. Classes are denoted by indices  

 1,2,..., .i M  (18) 

In order to span a large range of bubbles using few 

classes, an exponential discretization based on volume is 

used, relating neighbouring classes by 

1 ,i iV qV   (19) 

as sketched in figure 5. In the current application, q=2. 

Evolution by Coalescence 

The net evolution of the bubbly flow in a Hall-Héroult 

cell can in essence be described as a one way process; 

lesser bubbles coalescing and growing to form larger 

ones. Hence, a simplification can be made for the 

population balance, assuming that effects due to bubble 

breakup (on the subgrid level) are negligible. Following 

Hounslow et al. (1998), a finite population undergoing 

coalescence is described by 

 
1

1 ,
2

M M M
i

kj k j ijk i iM ij j

j k j

dn
n n n n

dt
      

 
(20) 

where 
ij is the discrete coalescence kernel and 

ijk , 

defined as 

1 2 1 2
if    V + <V

otherwise

      

0                        

k j

i i k j i

V V

V

ijk

V V
  




 


 
(21) 

as of Suttner and Yorke (2001), ensures conservation of 

numbers and mass.  

 
 

Figure 5: Sketch of discrete bubble distribution.  

The factor 1 iM , 
iM being a Kronecker delta 

function, ensures conservation of the largest bubble 

class, M.  

The coalescence kernel is written as 
( ),ij ij ijP g    (22) 

where the collision frequency 
ij and coalescence 

probabilities 
ijP are given by Luo (1993), assuming that 

coalescence is driven by intertial subrange turbulence. 

( )g  is a distribution function included to prevent over 

compactation of dispersed bubbles above a phase 

fraction 
max . 

Evolution by Mass Transfer 

Although coalescence is present at all stages of a bubble 

cycle, the initial stages are believed to be governed by 

mass transfer. Following Hounslow et al. (1998), a 

growing population can be described by 
1

1

1 1

,
i i

i V i V i

i i i i

dn G n G n

dt V V V V





 

 
 

 
(23) 

where the first term represents growth into and the 

second term represents growth out of the i-th bubble 

class and i

VG  is the corresponding growth rate. 

Assuming again an isobaric expansion of an ideal gas, 

the growth rate can be expressed as 

2

1

3
2 ,i i

V CO i

dV
G K C V

dt
    (24) 

with 
2

3
2 2

3
.

2
K f K  (25) 

Coupling to Macroscopic Bubbles 

Considering a population of M bubble classes, the 

transition to the continuous phase can be treated by 

extending the population with an additional bubble 

class, which represents the smallest possible 

concentration of the continuous phase. As the additional 

bubble class is not a true entity of the population it is 

denoted a ghost class, with subscript G. The volume of a 

ghost bubble is determined by 

1,G M MV qV V    (26) 

which is analogous to the PBM treatment, thus replacing 

the largest class M.  

 

The number density of ghost bubbles is not determined 

by a transport equation, but from the volume fraction of 

the continuous phase, i.e. 

,
g

G

G

n
V




 
(27) 

From the above two definitions, the hybrid nature of the 

ghost class is evident. Its rate of change is analogous to 

that of the PBM classes, and is given as 

2

1 3

2

1

2

M G
M

G CO M kj k j Gjk

j kG M

V
n K C n n n

V V


 
    

 


 
(28) 

where the first term is due to mass transfer and the 

second is due to coalescence and engulfment, including 

both bubble-bubble- and bubble-continuous phase 

interactions. 

 

Considering water model experiments (cf. Fortin et al. 

(1984) and Einarsrud (2010))  and the lab scale 

experiments of Xue and Øye  (1995) it is clear that there 

is a significant difference in the behavior of micro- and 

macroscopic bubbles. While small bubbles remain close 

to stationary in the immediate neighborhood of the 

anode surface (moving randomly due to coalescence and 

secondary fluid flow), large bubbles sweep longside the 

anode with velocities in the order of 0.3 m/s, engulfing 

smaller bubbles as they move, suggesting high collision 

frequencies and large coalescence probabilities. 

Moreover, due to the small size of the sub-grid bubbles 

and their affinity to the anode surface, it is reasonable 

expect that are located deep in the boundary layer as 

sketched in figure 6. 
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Following Chesters (1991), the generic form of the 

coalescence kernel is 

 
2

, ,
.

4

bub i bub j

ij rel ij

D D
ku P


   (29) 

where k is a geometric factor and urel is the typical 

relative velocity between the two colliding particles. 

Based on the above discussion, the PBM-ghost 

coalescence kernel is approximated to 

 
2

, , ,
4

iG bub i bub GD D


  u  (30) 

that is the typical relative velocity is taken as the local 

fluid velocity and the coalescence probability is set to 

unity. 

The rate of change of the ghost class serves as a mass 

source for the continuous gas phase, defined as 
.g g G GS V n  (31) 

Thus, once an entity of the population has evolved to the 

ghost class, it is transferred to the continuous gas phase 

from which the VOF model handles the further 

evolution. 

Coupling to Fluid Flow 

Equation 17 describes the uncoupled PBM. In the 

current work, a one way coupling to the fluid flow is 

adopted, resulting in an advection diffusion equation of 

the form 

 ,( ) ,i
i PBM i i i i

n
f n D n b d

t


    


u  (32) 

where f(u) is an advection function and DPBM,i is a 

diffusivity.   

 
 
 

Figure 6: Boundary layer profile, resolved velocity and 

typical velocity where bubbles are located. 

 

COMPLETE MODEL 

In addition to the dissolved gas and dispersed bubbles 

treated so far, the continuous flow and electromagnetic 

fields must be treated. As shown in figure 7, all fields 

considered are to some extent coupled. 

 

Governing Equations 

The evolution of continuous phases is governed by a 

phase fraction equation on the form 

    ,k k k k kS
t
   


 


u  (33) 

where a source on the form of equation 33 is present for 

the gaseous phase. A single flow field is shared between 

the phases, governed by the incompressible Navier-

Stokes equations, that is, gas expansion is neglected. 

 

Faraday’s law (equation 3) requires an electrical current 

as input. This is obtained from Ohm’s law reading 
,   j  (34) 

where  is the electrical conductivity and   is the 

electrical potential. Induction currents are neglected as 

these typically are small in electrolytes. The electrical 

potential is determined by the Laplace equation resulting 

from the requirement of current conservation. 

 

Given the local current density, the production term in 

equation 4 reads 

2 .
CO cellp

e cell

M
S

FV




j A  
(35) 

The sink due to nucleation is obtained from equation 15 

21 1

2

1

,
p COg gn

nuc

cell cell

N K CV V
S f

V D V

 
 

 
(36) 

 with a corresponding source term on the form 

n nuc

cell

f
S

V


 
(37) 

for the smallest bubble class.  

 

Finally, the sink term due to mass transfer is given by an 

appropriate sum over the terms in equation 27, resulting 

in 

 
2

1 3

2 1

1 1

.
M

dmt i
CO i g i i

i i i

V
S K C n V V

V V
 

 

 
   

 


 
(38) 

 
 

Figure 7: Sketch of elements in complete model and 

their interaction. 

 

The population is evolved by means of equation 34, with 

birth and death terms given by the combination of 

equations 20 and 27. 

 

Turbulence is modelled in the continuous phases by 

means of the realizable k- model. 

 

Fluid Properties 

As a first approximation, all hydrodynamic properties 

are assumed to be constant in each phase, mixture cells 

being treated by default arithmetic averaging.  

 

Due to the negligible electrical conductivity of gas, 

microscopic bubbles are allowed to influence the 
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electrolyte conductivity. Following Bruggeman (1935), 

the electrolyte conductivity is 

 
3 2

1 ,e g PBM e g        (39) 

where 

1

M

PBM i i

i

nV



 

(40) 

is the dispersed gas void fraction. Correspondingly, the 

mixture conductivity is 

 
3 2

1 .eg g g        (41) 

 

Treatment in FLUENT 

Each of the model equations (i.e species and electrical 

potential) are solved as a UDS in FLUENT, while their 

coupling and the determination of properties is 

performed by means of a library of user defined 

functions (UDF). Buffer quantities are stored as UDMs. 

The flow is initialized by means of the DEFINE INIT()-

macro, where all initial parameters and anode properties 

are fixed. 

 

Source terms are updated either at the end of each 

iteration using the DEFINE ADJUST()-macro or at the 

end of each time step using the DEFINE EXECUTE AT 

END()-macro. 

Properties are updated in the following order: 

 Update phase fractions stored in memory. 

 Calculate electromagnetic fields. 

 Calculate source and sink terms due to mass 

transfer. 

 Calculate source and sink terms due to 

coalescence. 

 Calculate gas sources due to nucleation. 

Calculated source and sink terms are passed to the 

governing equations through the DEFINE SOURCE()-

macro, while fluid properties are updated through 

DEFINE DIFFUSIVITY()- and DEFINE 

PROPERTY()- macros, based on stored phase fractions. 

 

Simulations are performed using the pressure based 

solver where gradients are computed with a Green-

Gauss cell based method and pressure velocity coupling 

is performed by the PISO algorithm with default 

correction factors for neighbor-skewness. The 

multiphase nature of the flow is treated by means of the 

explicit VOF model, discretized using the Geo-

reconstruct-scheme with surface tension activated. UDS 

equations are discretized using the QUICK scheme, 

while the remaining equations are discretized with the 

first order upwind method. The multigrid solver is set to 

a V-cycle for UDS equations for increased convergence 

rate. 

 

Time advancement is performed using the first order 

implicit scheme with a constant time step of 0.0005 s.  

All other settings are kept at their default values. 

 

Values for the various parameters used in the 

simulations are given in table 1. 

Table 1: Modelling conditions. 

Parameter Units Value 

g  kg/m
3 

0.435 

e  kg/m
3
 2070 

g  kg/m.s 1.79  10
-5 

e  kg/m.s 2.69  10
-3

 

g  1 m
-1 1  10

-12
 

e  1 m
-1

 200 

eg  N/m 0.1 

Di m
2
/s 1  10

-7
 

Ap0 m
2 

2.25  10
-8

 

Acell
* 

m
2
 1.60  10

-5
 

Vcell
* 

m
3
 1.60  10

-8
 

Dbub,1 m 5  10
-4

 

q - 2 

M - 5 

| j | A/m
2 

8000 

K m
5
/kg.s 1.1  10

-6
 

2 ,CO sC  kg/m
3
 0.1 

*)
Values refer to cells adjacent to reaction zone on anode 

surface. 

 

All simulations are performed using FLUENT version 

13.0 (ANSYS Inc., Canonsburg) running on a HP Z800 

workstation equipped with two W5590 processors, 

running at 3.33GHz and 24 GB of RAM. The operating 

system is Windows Vista Enterprise 64-bit. 

CASE STUDY 

In the following, the proposed model is applied to a lab 

scale electrolysis cell described by Eick et al. (2011). 

 

In the experiments a 10 by 10 cm anode was made from 

industrial carbon and placed in a cylindrical graphite 

lined crucible lined with Si3N4SiC with inner diameter 

230mm. The anode was fixed to a steel rod so that the 

anode-cathode distance could be varied. Two of the 

sides of the anode where fitted with Si3N4-plates in order 

to force gas bubbles to escape in a preferred direction. 

The anode was slightly tilted to enhance gas escape 

further. A simplified sketch of the experimental setup is 

shown in figure 8.   

 
 

Figure 8: Sketch of experimental cell. A gas conduit 

forces bubbles to escape through a designated gas 
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escape channel. The active electrode regions with 

dimensions 10 by 10 cm is shown in red. 

 

The cell voltage was logged at 50Hz using a CR23X 

multilogger from Campbell Scientific, UK, with 

resolution 1.6  V and an accuracy of 25  V, resulting 

in characteristic voltage curves as shown in figure 3. 

 

As a reference case, experiments performed with current 

density 8000 A/m
2
 with an anode-cathode spacing 4 cm. 

On average the dominant frequency in the voltage signal 

was 0.35 Hz, with lesser frequencies present on an 

interval of 0.2 – 1 Hz. Bubbles where responsible for 

fluctuations of  3 % of the mean voltage. These values 

serve as a basis for a qualitative comparison for the 

proposed model. 

 

A typical voltage curve obtained from the simulations is 

shown in figure 9, while typical bubble behavior is 

shown in figure 10. 

 

 
 

Figure 9: Typical simulated absolute voltage variation 

around mean value. Red circles show voltage at times 

shown in figure 10. 

 
 

Figure 10: Typical simulated bubble coverage under 

anode. Figure shows active anode region and part of the 

gas escape channel with iso-surfaces of the bubbles at 

four subsequent times. 

As seen from figure 9, the simulated voltage signal 

shows fluctuations of the same magnitude as those 

obtained experimentally, suggesting that the total gas 

coverage is treated appropriately.  The FFT of the 

simulated signal shows a higher dominating frequency, 

1.4 Hz, with lesser frequencies present on an interval of 

0.2-2.3 Hz, suggesting that the gas evolution (for the 

simulated interval) is too fast. The overall shape of the 

voltage curve does however compare well to the 

expected behaviour; a slow net increase with 

superimposed, lesser fluctuations followed by an abrupt 

decline in voltage as large bubbles escape from the 

electrode surface. 

 

As seen from figures 9 and 10, there is a close relation 

between large gas coverage fractions and peaks in the 

voltage fluctuations, as expected from the low 

conductivity of bubbles and confirmed experimentally 

by Einarsrud and Sandnes (2001). 

  

Although the predicted frequency does not match the 

ones obtained in experiments exactly, it is within the 

expected range for bubble noise reported in the 

literature.  

 

Several factors influence the numerical results which 

could explain the difference in frequencies compared to 

experiments, the most important being: 

 

Stable experimental conditions were obtained by 

running electrolysis for 24 hours prior to experiments. 

Such a preparation is not feasible for a transient 

simulation (limited to tens of seconds flow time), 

meaning that for instance concentration and velocity 

fields not necessarily are comparable in the two cases, 

potentially resulting in different rates of mass transfer.  
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Furthermore, the concentration of reacting species, in 

particular Al2O3 is known to influence critical 

parameters such as the solubility of CO2 and the gas-

electrolyte contact angle.  Although the correlation is 

evident, the literature lacks models quantitatively 

describing the coupling. Thus, the influence on the gas 

evolution can only be determined implicitly though a 

parametric study. 

 

In addition to the uncertainty related to physical 

properties of the system at hand, a large degree of 

uncertainty is related to the Sherwood number governing 

the mass transfer.  The voltage curves shown in figure 9 

are obtained using a constant Sherwood number. In a 

real setting, the Sherwood number would vary in 

different regions of the cell, resulting in either increased 

or decreased mass transfer (and hence bubble evolution) 

depending on local flow properties. Moreover, the form 

of the Sherwood number (as of equation 13) is highly 

dependent upon local flow features, and different 

empirical relations can result in typical time scales 

differing by several orders of magnitude as shown by 

Kolev (2007), chapter 12.  

 

MHD effects are neglected in the current work. 

However, the electrical currents passing through the cell 

will set up magnetic fields which in turn result in 

Lorentz forces acting primarily on the electrolyte. As 

shown recently by Bojarevics and Roy (2011), the 

motion of anodic bubbles can, at least in an industrial 

setting, be significantly influenced by the Lorentz 

forces, either working with or against buoyancy, 

depending on the relative directions of the fields. 

 

The distribution of active pores is believed to be a 

crucial parameter for gas evolution, as it will dictate the 

dynamics of the smallest bubbles. A smaller number of 

active pores will result in fewer nucleation sites and thus 

fewer bubbles. On the other hand, this implies that the 

concentration of CO2 will increase, thus promoting 

increased mass transfer. A large number of active pores 

would result in a larger quantity of small bubbles, thus 

promoting increased coalescence.  

 

Hence, it is clear that either case can result in enhanced 

gas evolution, but through different mechanisms. 

Although data for the porosity of anodes is accessible in 

the open literature, the distribution of (and condition 

for) active pores is not. Thus, the influence of pore 

density on global flow phenomena must be determined 

by a parametric study.  

 

Finally, typical frequencies are hard to define as the 

measured voltage signal is the result of the collective 

bubble behaviour under the anode, exerting random like 

fluctuations except under special conditions where self 

organization occurs, as described by Kiss (2006). 

Different frequencies can dominate in different modes of 

self organization, even under (close to) identical 

operating conditions, as seen in Einarsrud and Sandnes 

(2011), thus strengthening the need for long simulation 

times, in order to capture possible variations.  

CONCLUSIONS AND OUTLOOK 

This paper develops and describes models and 

constitutive relations that are intended for the simulation 

of anodic bubbles in Hall-Héroult cells, ranging from 

the generation of molecular gas species through 

Faraday’s law and subsequent bubble nucleation, to the 

evolution of macroscopic bubbles by means of a VOF 

formalism. The coupling between macro- and micro 

scales is performed by means of a population balance 

model.  

 

Molecular gas is assumed to supersaturate the 

electrolyte in the current approach, differing from 

previously proposed models where the electrodes act as 

gas reservoirs. One benefit of the current assumption is 

that it opens for the possibility to treat glassy anodes. 

Furthermore, transport processes can be described 

through known phenomenological models. Finally, it 

allows for complete coupling to a sub-grid PBM model 

which allows for a coarser resolution compared to pure 

VOF approach in the electrolyte.   

 

In addition, the model is physically sound, with no need 

of ad hoc hypothesis. 

 

A validation of the model is performed comparing 

essential features of a simulation to lab scale electrolysis 

experiments. The overall similarity is good, simulations 

showing increasing voltage as bubbles grow and 

coalesce before a sharp drop as bubbles escape at the 

anode edge. The magnitude of the voltage oscillations 

correspond well to that expected, bubbles accounting for 

variations  of  3 % around the mean voltage. The 

bubble evolution is however somewhat too fast 

compared to the experimental results. The frequencies 

obtained from simulations are however within the 

expected range for anodic bubble noise, suggesting that 

the relevant physics qualitatively can be represented by 

the proposed model and the simplified parameters given 

in table 1.   

 

A quantitative validation of the proposed model can be 

obtained only through simulations with flow time 

sufficiently long for fields to stabilize and for self 

organization to settle, in addition to a parametric study 

to determine a set of parameters (i.e. mass transfer and 

distribution of active pores) which adequately describes 

the rate of gas escape.  

 

The above two points will be the main issue of future 

research. 
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ABSTRACT
A large number of problems of relevance in engineering can be
modeled as occurring in a cylindrical domain. The use of cylin-
drical coordinates fails when considering asymmetric phenomena,
and the singularity present at the axis in most cases hampers the use
of spectral methods.
We analyze the use of transfinite mappings to generate meshes on
a cylinder, which allows for the use of Cartesian coordinates. This
well-known technique has previously been used to generate disco-
ball type of meshes. We show how these become ill-conditioned for
problems of relevant size.
This work focuses in particular on the use of multiple mappings to
generate the needed meshes. We present two meshes, the square
center grid and the curved center grid, and document a readily im-
plemented procedure to generate them. These mappings allow us to
build meshes for a disc of any size and make use of a center region
of variable size.
The three meshes are tested using the least squares spectral element
method. Although both multi-mapped meshes yield results compa-
rable to an undeformed square mesh, the curved center mesh proved
to be the best option.

Keywords: numerical analysis , cylindrical domain , least squares
, spectral element , transfinite mapping , mesh generation , simula-
tion .

NOMENCLATURE

Greek Symbols
ε low-value constant.
εmin Minimum accuracy.
εnum Numerical precision.
Ω Problem domain.
∂Ω Boundary of the problem domain.
ϕ j Basis function.

Latin Symbols
C Problem variable.
g Problem source term.
S Generalized domain.
R Physical domain.
F Biunivalent mapping.
U Transfinite mapping.
Rext External radius of disc.
Ac Area of the central region.
Rint Radius of the curves in the internal region.
L Operator.
f Solution vector.

h Source vector.
hΓ Source vector for the boundary conditions.
J Norm-equivalent functional.
v Test function vector.
b j Coefficient of the approximating solution.
M Mapping.
u Problem variable.
v Problem variable.
Ca Analytic solution.

Sub/superscripts
o Outer region.
e Element.
P Belonging to reduced search space.

INTRODUCTION

Most of the phenomena relevant to engineers can be mod-
eled using second order differential equations. Examples of
these are the Navier–Stokes equations, and the convection–
diffusion and convection–conduction equations. The sim-
plest second order equation that can be formulated is the
Poisson equation, of the form:

∆C = ∇
2C = g (1)

We will take this equation to represent any second-order
model for simplicity.
The cylindrical coordinate system is traditionally used for
cylindrical domains:

∂ 2C
∂ r2 +

1
r

∂C
∂ r

+
1
r2

∂ 2C
∂θ 2 +

∂ 2C
∂ z2 = g(r,θ ,z) (2)

When considering this equation in a model, with r ∈ [0,R],
θ ∈ [0,2π] and z ∈ [0,L], two issues arise:

1. Two boundary conditions are required for each direc-
tion.

2. The equation is singular for r = 0.

The first issue traditionally implies the assumption of axial
symmetry, as only information on the border of the cylinder
is usually available. Examples of this are the wall concentra-
tion inside a tubular membrane, the temperature at the wall
of a heat exchanger tube, or the velocity field in a pipe flow.
The axial symmetry is expressed as:

1
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(a) Disco-ball mesh (b) Square center mesh (c) Curved Center mesh

Figure 1: Meshes of a disc.

∂C
∂ r

∣∣∣∣
(r=0)

= 0 ,
∂•
∂θ

= 0 (3)

The second issue, on the other hand, could be tackled in a
relatively simple manner by multiplying equation (2) by r2.
Nevertheless, it yields a trivial equation (0= 0) when consid-
ering axial symmetry, yielding an under-determined system
of equations. The traditional way of coping with the singu-
larity in the finite difference and finite volume methods is the
addition of a constant of very low value, ε , to r:

(r+ ε)
∂ 2C
∂ r2 +

∂C
∂ r

+(r+ ε)
∂ 2C
∂ z2 = (r+ ε)g(r,z) (4)

Here, we have considered axial symmetry, and we have mul-
tiplied equation (2) by r. For r = 0, the second term be-
comes zero, and the equation can be solved. For some spec-
tral methods, however, this procedure can severely affect the
convergence. Recent publications propose different alterna-
tives to overcome the singularity (Fernandino et al., 2007).
Nevertheless, the use of cylindrical coordinates still implies
the assumption of axial symmetry.
Both issues are overcome when considering a Cartesian co-
ordinate system:

∂ 2C
∂x2 +

∂ 2C
∂y2 +

∂ 2C
∂ z2 = g(x,y,z) (5)

In this way, we are able to describe fully asymmetric phe-
nomena (such as turbulence in a pipe flow, for example) and
we eliminate the singularity. This idea is not new and to do
so, it is necessary to define a mesh in a disc. A mapping is
defined to generate the grid, which is then extended to the
cylindrical domain. An example of such mesh is the disco–
ball type of mesh, shown in Figure 1(a). This grid can be
found already in Gordon and Hall (1973) for a disc and in
Gordon and Thiel (1982) for a cylinder. Instead of mapping
every point of a square reference domain to the physical cir-
cular domain (as in the polar mapping), the authors show
that it is enough to trace the points at the border and inter-
polate for the rest. It is an inexpensive, widely used pro-
cedure, which we will refer to as transfinite mapping. In
recent years, Heinrichs (2004) uses the disco-ball mapping
for a unit disc with spectral collocation schemes. The use of
the disco-ball mesh, however, can affect the convergence of
a spectral method. This is due to the high deformation at the
corners of the reference domain, as will be shown.
In this work, we analyze two alternative meshes that can be
used instead. These are unstructured meshes that can be used
with any finite or spectral element method. Both use multiple
mappings to trace different regions of a disc: a central region
and four external regions identical but for a rotation.

The first multi-mapped grid is defined with a square central
region of variable size and four regions defined with the di-
rections the square’s diagonals (see Figure 1(b)). Bouffanais
(2007) uses a similar grid for the simulation of shear-driven
swirling flows using a spectral element method. The other
grid is defined by curving the sides of the central square (see
Figure 1(c)). This is done to improve the condition at the
corners, as will be discussed in the work. The latter mesh
was used in Sporleder et al. (2011b) with the least squares
spectral element method (LS-SEM) as part of a 4D grid. A
similar mesh, not generated using transfinite mapping, can
be found in Boules (2001), where finite elements is used.
Mavriplis (1996) shows also a similar grid in an example of
block structured grids.
The article presents in detail the mappings needed to generate
the meshes for a disc. The mappings are presented for the
most general case. Discs of all sizes can be mapped, and
the size of the center region is variable. The extension to the
cylindrical case is straight–forward. We take the LS-SEM as
the test subject, and the Poisson problem as the test case. The
results obtained are representative of what would be obtained
using other spectral methods with physical models.
The objective of this work is to document a readily im-
plemented procedure to generate the meshes and analyze
their performance. Section MESHES OF A DISC presents the
transfinite mappings for the disco-ball and the multi-mapped
meshes. Section TEST CASE gives a brief description of the
LS-SEM, and how the mappings reflect on the method. The
performance for each mesh is analyzed in section NUMERI-
CAL TESTS. The conclusions are drawn in section CONCLU-
SION.

MESHES OF A DISC

In order to map a unit square domain S onto a disc domain
R, it would be necessary to define a vector–valued function
F : S → R that traces R in an univalent manner. An ex-
ample is the well–known polar mapping:

[x , y] = F (s, t) = [r cos(θ) , r sin(θ)] (6)

Here, [s, t] are the generalized coordinates, i.e. the coordi-
nates on S . Every point [s, t] traces one point in [x,y], and
vice-versa.
Gordon and Hall (1973) explain how a transfinite interpola-
tory mapping of S induces a natural curvilinear system on
R. This implies that in practice it is enough to build an univa-
lent function U : S →R that matches F on the boundary.
Thus, it is not necessary to know F , but just its functionality
for the domain borders. In this work, we employ the bilinear
transfinite Lagrange interpolant of F , for simplicity. For this
case, U is expressed as:

U (s, t) = (1− s)F (0, t)+ sF (1, t)+(1− t)F (s,0)
+tF (s,1)− (1− s)(1− t)F (0,0) (7)

−(1− s)tF (0,1)− s(1− t)F (1,0)− stF (1,1)

The reader is referred to Gordon and Hall (1973) for further
detail on the obtainment of equation (7).
This section will present the mappings of the borders of the
reference domains for the three cases analyzed. The refer-
ence domain will be considered to be a unit square, and the
origin of the reference system is placed at the bottom-left
vertex. The center of the mapped disc for all cases will be
located at [Rext , Rext ], with Rext being the disc radius.
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(0,t)

(s,1)

(s,0)

(1,t)

Figure 2: Disco-ball type of mapping.

Figure 3: Mappings for the square center mesh.

Disco-ball grid

To generate this mesh, the borders of the reference square are
traced to equal quarters of the perimeter of the disc, as shown
in Figure 2. The borders are traced as follows:

F1(s,0) =

[
Rext cosπ(0.5s+1.25)
Rext sinπ(0.5s+1.25)

]
F1(s,1) =

[
Rext cosπ(−0.5s+0.75)
Rext sinπ(−0.5s+0.75)

]
F1(0, t) =

[
Rext cosπ(0.5t−0.25)
Rext sinπ(0.5t−0.25)

]
F1(1, t) =

[
Rext cosπ(−0.5t +1.25)
Rext sinπ(−0.5t +1.25)

]
(8)

where Rext is the radius of the cylindrical domain. The result-
ing mesh presents a high deformation for the corners regions
of the reference square. These can reach angles close to 180◦.

Square center grid

This multi-mapped grid is built considering five different re-
gions, as seen in Figure 3. Each region is mapped using
transfinite mapping, analogously to the disco-ball mesh. The
mapping of the central region is trivial, and will not be dis-
cussed. The four external regions differ only on a rotation.
The mapping for the top quarter is given as:

F2o(s,0) =

[
(2s−1)b

b

]
F2o(s,1) =

[
Rext cosπ(−0.5s+0.75)
Rext sinπ(−0.5s+0.75)

]
F2o(0, t) =

[
−t(Rext cos π

4 −b)−b
t(Rext cos π

4 −b)+b

]
F2o(1, t) =

[
t(Rext cos π

4 −b)+b
t(Rext cos π

4 −b)+b

]
(9)

where b is half of the side length of the center region.

Figure 4: Mappings for the curved center mesh.

It may be of interest to define the area of the center region
so as to have an equal density of points as in an outer quar-
ter. Assuming the latter has N1×N2 nodes and the center
region N2×N2 nodes, the central area Ac can be calculated
following equation (10).

Ac =
πR2

ext

1+4 N2
N1

(10)

In this grid, the most ill-conditioned elements have a maxi-
mum angle of 135◦, and are placed on the inner corners of
the outer quarters.

Curved center grid

In this grid, the sides of the center square are replaced by
curved sides which yield corner angles of 120◦. Figure 4
shows mappings used for this mesh. The mapping of the
curved center region is shown in equation (11):

F3i(s,0) =

[
Rint cos π

6 (s+8.5)
Rint sin π

6 (s+8.5)+a

]
F3i(s,1) =

[
Rint cos π

6 (−s+3.5)
Rint sin π

6 (−s+3.5)−a

]
F3i(0, t) =

[
Rint cos π

6 (−t +6.5)+a
Rint sin π

6 (−t +6.5)

]
F3i(1, t) =

[
Rint cos π

6 (t−0.5)−a
Rint sin π

6 (t−0.5)

]
(11)

where Rint is the curvature radius of the sides and a =
Rint(cos π

12 − sin π

12 ).
The mapping of the upper quarter is given as:

F3o(s,0) =

[
Rint cos π

6 (−s+3.5)
Rint sin π

6 (−s+3.5)−a

]
F3o(s,1) =

[
Rext cos π

2 (−s+1.5)
Rext sin π

2 (−s+1.5)

]
F3o(0, t) =

[
−t(Rext cos π

4 − c)− c
t(Rext cos π

4 − c)+ c

]
F3o(1, t) =

[
t(Rext cos π

4 − c)+ c
t(Rext cos π

4 − c)+ c

]
(12)

where c = Rint sin π

12 . The area of the center region Ac is
related to Rint as follows:

Ac = R2
int

(
π

3
+4sin2 π

12
−4cos

π

12
sin

π

12

)
(13)

Equation (10) can be used to define the center area that yields
the same density of nodes in the central and outer parts.

3
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TEST CASE

This section presents the LS-SEM in a general and simplified
manner. The reader is referred to (Bochev and Gunzburger,
2009) for more details.
The least squares methods (the spectral method, and the finite
elements and spectral elements versions) were originally for-
mulated for linear partial differential equations. Extension of
the theory to non-linear equations such as the Navier-Stokes
equations can be found in (Bochev and Gunzburger, 2009).
The method has been successfully applied to other non-
linear equations, as reviewed by Kayser-Herold and Matthies
(2005) and Gerritsma and De Maerschalck (2010). The
method has also been used to solve integro-differential equa-
tions, such as the neutron transport equation (Manteuffel and
Ressel, 1998) and the population balance equation (Dorao
and Jakobsen, 2008; Sporleder et al., 2011a).
The great majority of works present calculations based on
first-order systems of equations. This is done to relax the
regularity requirements and to keep the condition number of
the system in reasonable values (Jiang, 1998). Systems of
higher order have also been solved (Sporleder et al., 2010;
Surana et al., 2007).
The section is focused on the part that the mappings have
on the method. We first present the basic idea behind any
least square method, and we continue by showing relevant
implementation issues regarding the LS-SEM.

The least squares method

The idea behind least squares method is independent of the
equations at hand. Let us write an abstract problem as:

L f = h in Ω (14)
Bf = hΓ on ∂Ω (15)

where Ω is the domain of the system (in our case, R), ∂Ω is
its boundary, L : X(Ω)→ Y (Ω) is a linear partial differen-
tial operator, and B : X(∂Ω)→ Y (∂Ω) is the trace operator.
Equation (15) represents the equations of the boundary con-
ditions, while equation (14) represents the main equations of
the problem.
It is assumed that the problem is well-posed and that the
operators L and B conform a continuous mapping of the
function space X(Ω)×X(∂Ω) on the space Y (Ω)×Y (∂Ω).
Under these conditions, a norm-equivalence can be estab-
lished between the solution space X and the residual space
Y (Bochev and Gunzburger, 2009). This equivalence implies
that small residual norms correspond to small error norms,
and vice-versa. We can then define the so-called least squares
functional:

J (f)≡ 1
2
‖L f−h ‖2

Y (Ω) +
1
2
‖Bf−hΓ ‖2

Y (∂Ω) (16)

Due to the existence of norm equivalence, solving the ab-
stract problem in equations (14)–(15) is now equivalent to
finding the f ∈ X(Ω) that minimizes J (f).

Solution Procedure

From a practical point of view it is convenient to choose
solution and residual function spaces that make the resid-
ual norms easy to calculate. Here, we consider Y (Ω) to be
L2(Ω), i.e. the space of functions which are continuous in
the domain, with ‖ • ‖2

L2(Ω)
= 〈•,•〉L2(Ω) =

∫
Ω
•• dΩ.

The minimization procedure yields the equivalent problem of
finding f ∈ X(Ω) such that (Gerritsma and De Maerschalck,
2010):

〈L f,L v〉L2(Ω)+ 〈Bf,Bv〉L2(∂Ω) =

〈h,L v〉L2(Ω)+ 〈hΓ,Bv〉L2(∂Ω) , ∀v ∈ X(Ω) (17)

The integrals in equation (17) are approximated using
quadrature rules for simplicity. The discrete problem is
found by reducing the search of the minimizing function to
a finite–dimensional function space such that fP ∈ XP(Ω) ⊂
X(Ω) and XP(Ω) = span{ϕ0, ...,ϕP}.
Most authors base both the expansion and the quadrature rule
on Legendre polynomials over the interval [−1,1] (Gerritsma
and De Maerschalck, 2010). The multi-dimensional basis
functions are obtained doing tensor products of the 1D bases.
The spectral (and finite) element method consists in
sub-dividing the computational domain Ω into Ne non-
overlapping sub-domains Ωe, called spectral elements. The
solution is approximated in each element using Np basis
functions, such that:

fP =
Ne⋃

e=1

fe
P , fe

P =
Np−1

∑
j=0

be
jϕ

e
j (18)

where be
j are the coefficients of the expansion for the spectral

element e.

Mappings

In order to map from the generalized domain S = [−1,1]d
where the basis functions are defined to the physical domain
Ωe, we use the mapping M : S → Ωe. Let us define J(M )
as the Jacobian of the mapping, and |J(M )| as its determi-
nant. The mappings affect the derivative and integral opera-
tors in L and the integrals of the internal products in equa-
tion (17), as follows:

∫
S

dS =
∫

Ωe

|J(M )|dΩe (19)

∇̂ϕi = ∇ϕi · J(M ) (20)

where ∇̂ is the gradient operator defined in the generalized
coordinates.

NUMERICAL TESTS

This section presents numerical experiments that test the per-
formance of the LS-SEM presented in section TEST CASE
with the grids presented in section MESHES OF A DISC. For
this, we took a 2D Poisson problem with Dirichlet conditions
at the boundary of the disc. The problem was re-casted into
a system of first-order equations, as shown in equation (22).
The reader is referred to (Jiang, 1998; Sporleder et al., 2010)
for more details on the reasons.

u− ∂C
∂x

= 0

v− ∂C
∂y

= 0 (21)

∂u
∂x

+
∂v
∂y

= h(x,y)

4
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Figure 5: Accuracy test for the Poisson problem with the
disco-ball grid.

For this case:

f =
[

C u v
]T

h =
[

0 0 h(x,y)
]T (22)

L =

 −
∂•
∂x • 0
− ∂•

∂y 0 •
0 ∂•

∂x
∂•
∂y


The analytical solution considered is given in equation (23).

Ca(x,y) = cos
π

2
(x2 + y2) (23)

The Gauss–Lobatto–Legendre (GLL) quadrature rule was
used for the integrals in the equivalent problem. Lagrange
interpolants through the GLL-nodes were used as basis func-
tions. The problem was coded in MATLAB, and its direct
solver was used to solve the problem.
Four parameters were taken to analyze the performance: the
norm of the residual ‖L fP−h ‖L2(Ω), the norm of the error
‖ CP−Ca ‖L2(Ω), the condition number of the matrix of the
discrete problem and the wall-time of the calculations. An
undeformed square grid was used as reference.
One element was used for each region of the multi-mapped
grids. For the disco–ball and square grids, 2 and 3 ele-
ments in each direction were used. The same number of ba-
sis functions was used in both directions. The results differ
in degrees of freedom, i.e. the number of basis functions
used. The smallest problem considered used 4 Lagrange in-
terpolants in each direction. The results are extensible to
cases where the number of elements is varied.

Disco-ball grid

Figure 5 compares the accuracy of the disco-ball grid and the
undeformed square mesh for increasing degrees of freedom.
Both the norm of the error and the norm of the residual are
shown.
Ideally, the two grids would yield similar results. Expo-
nential convergence rates with increasing order of approx-
imation would be expected both for the norm of the error
and the norm of the residual. Nevertheless, the disco-ball
grid reaches a point of limiting accuracy for 8 interpolants.
The accuracy is further reduced for higher orders. This poor
performance is due to the high deformations of the corner
points in the disco-ball mesh. These affect the Jacobians
used in equations (19)–(20), which in time affects the con-
dition number of the matrix.
As can be seen in Figure 6, the condition number increases
exponentially with the degrees of freedom of the problem,
but for the disco-ball this occurs in a much steeper manner.
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Figure 6: Condition number obtained for the disco-ball grid.
The results for the undeformed square mesh are included.
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Figure 7: Accuracy test for the Poisson problem with the
multi-mapped grids.

Comparing Figures 5 and 6, we see that the following rule–
of–thumb applies:

εmin ∼ κ εnum (24)

where εmin is the minimum error achievable, εnum is the nu-
merical precision (usually 10−16) and κ is the condition num-
ber. With 8 interpolants, the accuracy is limited by the con-
dition number rather than by the order of the approximation.
For higher orders, the condition number reaches 1016, and
the accuracy is lost.
It is interesting to notice the correspondence between the
norm of the error and the norm of the residual in Figure 5.
This is due to the norm–equivalence mentioned in section
TEST CASE. The norm of the residual can be thus used as an
error estimator built in the LS-SEM.

Multi-mapped grids

Figure 7 shows the norm of error and norm of residual ob-
tained for the multi-mapped grids. The results are compara-
ble to the undeformed mesh case.
The improvement in the performance is due to the low defor-
mations that the mappings used cause. The condition number
obtained for these cases is comparable to the condition num-
ber of the square mesh, as shown in Figure 8.
The square center grid has nodes which have higher defor-
mations than those in the curved center grid. Therefore, the
accuracy of the latter is expected to be better. Figure 9 shows
the ratio between the norm of the error in both cases. The
curved center grid proved to perform more accurately.
The generation of the curved center grid is more computa-
tionally demanding than the square center grid case. This can
be seen in Figure 10, where the ratio between the wall time
in both cases is shown. For larger problems the time spent
in mesh generation becomes negligible. This ratio decreases
asymptotically to one with the degrees of freedom.
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CONCLUSION

In this work, we analyzed the use of transfinite mappings to
generate meshes on a disc as an alternative to the use of polar
coordinates. We documented in detail how to construct well-
known disco-ball mesh defining a single mapping, and the
square and curved center grids using multiple mappings.
The presented mappings allow us to build meshes for a disc
of any size. The multi-mapped meshes make use of a cen-
ter region of variable size and four external regions that are
identical but for a rotation, and therefore only two mappings
are actually needed.
The meshes were tested using the LS-SEM. We showed how
the disco-ball mesh becomes ill-conditioned for problems of
relevant size. Contrarily, the results obtained with the multi-
mapped grids were comparable to those obtained with an un-
deformed square mesh. The curved center grid proved to
yield more accurate results than the square center grid, but
the latter took less time to generate. However, the mesh gen-
eration time becomes negligible for large non-linear prob-
lems, and therefore the curved center grid arises as the most
attractive option. The results found with the LS-SEM are
representative of other spectral element methods.
The meshes on the disc can be extended to full cylindrical
grids. The use of the multi-mapped meshes allows for the
simulation of asymmetric physical phenomena in cylindrical
domains (such as turbulent flow in a pipe or two-phase flow
in bubble columns) using spectral methods, without the need
of recurring to mesh generation softwares.
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ABSTRACT 
Silica fume is formed at the metal surface during oxidative 
ladle refining of silicon. For the plant operators this is a 
potential health risk. The phenomenon has been studied by 
standard conservation laws and modules available in most 
commercial CFD tools. The work has not resulted in any new 
models or break throughs for the CFD community, but it 
demonstrates the applicability of CFD to study industrial 
challenges. The analysis unveils which parameter influence 
the fuming rate most significantly. It also demonstrates that by 
applying a lid on top of the ladle, the fuming rate can be 
reduced considerably. 

Keywords: CFD, refining, fuming, reactions.  
 

NOMENCLATURE 
 
Greek Symbols 
ρ  Mass density, [kg/m3]. 
µ  Dynamic viscosity, [kg/m.s]. 
 
Latin Symbols 
A pre exponential factor[m/s] 
D diffusion [m/s2] 
E activation energy [J/mol] 
H enthalpy [J/mol] 
J diffusion flux [kg/s m2] 
p  Pressure, [Pa]. 

R total production rate [kg/s m3] 
Sc Schmidt number [] 
�̇� reaction rate [mol/s m3] 
v Velocity, [m/s] 
Y mass fraction [] 
 
Sub/superscripts 
g gas 
i index 
l liquid 
m mass 
s solid 
T thermal 
t turbulent 
 

 
Figure 1: Silicon ladle refining process indicating steps 
towards fume formation. Top layer of slag is indicated in blue. 

INTRODUCTION 
Formation of silica fume from the ladle in which metal 
is refined into its final specifications is an 
environmental issue of importance for the working 
environment in the production plant. In layman-term 
fume is often known as dust. It is formed when metal 
reacts with oxygen. For silicon production, silica fume 
(SiO2) is produced when silicon metal (Si) reacts with 
oxygen (O2). 

Silicon is produced in a submerged arc furnace. The 
metal is tapped from the furnace into a ladle for 
refining. The refining is conducted by injecting a 
mixture of air and pure oxygen at the bottom of the 
ladle. The oxygen reacts with the metal and the 
impurities, and the amount of impurities is reduced 
according to product specification. At the ladle surface, 
metal also reacts with oxygen present in the air 

O2 N2

Si

O2 N2

Si+0.5O2->SiO

SiO+0.5O2->SiO2

SiO

SiO2
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surrounding the ladle. This reaction produces silica 
fume as illustrated in Figure 1. 

The formation of silica fume follows is slightly more 
complicated than in the figure and it is believed to 
follow four chemical reactions and phase transitions. At 
the metal surface, oxygen reacts with metal and forms 
SiO as a gas species above the metal surface: 

 

)()(
2
1)( 2 gSiOgOlSi →+  (I) 

 
SiO-gas moves into the bulk gas by convection and 
diffusion where it reacts with oxygen to form silica in 
gas form by the following two reactions: 
 

𝑺𝒊𝑶(𝒈) + 𝑶𝟐(𝒈) → 𝑺𝒊𝑶𝟐(𝒈) + 𝑶(𝒈) (II) 

𝑺𝒊𝑶(𝒈) + 𝑶(𝒈) + 𝑴→ 𝑺𝒊𝑶𝟐(𝒈) + 𝑴 (III) 
 
where M denotes any radicals such as a catalyst. The 
gas molecules will cluster and form solid silica also 
considered as dust in this context. It is still unclear 
whether this goes via a liquid state (Chagger, et 
al.,1996), but for now we combine this into one 
reaction/transition: 
 

)()( 22 sSiOgSiO →  (IV) 
 
The first of these reactions is exothermic and produces 
additional heat at an already hot metal surface. This 
feeds the second and third reaction which is 
endothermic. The clustering of gaseous SiO2 in 
Reaction IV is highly exothermic.  
The reaction rates of reaction I, II and IV are not well 
known. Reaction IV is very fast compared to the other 
reactions  and as long as we use a faster kinetics in the 
calculations, the result is not sensitive to this. For 
reaction II we have two estimates from the literature 
{Andersson, 2011;Chagger, 1996}. Both estimates are 
comparable and we will use the estimate of Andersson 
(2011) for this modelling attempt. Reaction I is the 
reaction of which we now the least. We will therefore 
tune this reaction rates to match the measured fuming 
rate at production plants.  

Measured values of fuming indicate a typical fuming 
rate of 3-8 kg/h(Næss, et al.,2011). In order to establish 
whether the amount of metal at the interface was a 
limiting factor, a multiphase model was applied to 
estimate the flow rate of metal towards the surface. An 
Eulerian-Lagrangian model(Olsen and Cloete,2010) was 
applied to simulate the flow conditions in the ladle for 
typical gas rates and ladle geometries. The model is not 
perfect since it does not accurately account for the high 
gas fractions observed in the process, but it should at 
least give estimates which are of the correct order of 
magnitude. The results indicate a metal flow towards 
the surface far above 100 kg/s. When comparing this to 
the observed fuming rate, it could be concluded that 
there is an unlimited amount of metal available for the 
reaction. This fact allows for a simplified modeling 
concept, since we may assume that the metal surface is 

a wall with an infinite amount of silicon. We may thus 
apply a single phase modelling concept for the analysis. 

 
Figure 2: Modelling geometry with ladle and surrounding gas 
volume. 

 

MODEL DESCRIPTION 
The model describing the fuming process is a steady 
state, single phase model with axis symmetry. It 
accounts for turbulence, radiation and chemical 
reactions, in addition to the obvious conservation of 
mass, momentum and energy. The modelling concept is 
implemented in Fluent 13. 
 

Species conservation and reaction kinetics 
The gas phase is modelled as multicomponent mixture 
material with the following species: O2, O, N2, SiO and 
SiO2 and SiO2(s) SiO2(s) is the fume (or dust) and in 
reality it is tiny particles (50-60nm(Næss, et al.,2011)) 
and not part of the gas mixture. However, for modelling 
simplicity we will assume that it is a part of the gas 
mixture. The species conservation is mathematically 
accounted for by 

 
(1) 

where ρ is gas density, v is gas velocity, Yi, Ji, Ri and Si 
are the mass fraction, diffusion flux, net reaction rate 
and mass transfer from other phases for species i. The 
diffusion flux accounts for molecular, turbulent and 
thermal diffusion: 

 
(2) 

Here Di,m and Di,T are the molecular and thermal 
diffusion coefficients for species i. Sct is the turbulent 
Schmidt number.  

Although the reaction between liquid silicon and 
oxygen, Reaction I, is a heterogeneous multiphase 
reaction, we treat it as a wall reaction where silicon, Si, 
is a site species on the metal surface.  The other 
reactions are gas phase reactions. The reaction rates are 
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given by the Arrhenius equation and the rate 
coefficients are found in Table 1. 
 

Conservation of mass, momentum and energy 
Conservation of mass and momentum are taken care of 
by the continuity equation and Navier Stokes equation. 
Turbulence is accounted for by the standard k-ε  model. 
Tests showed that other RANS models do not 
significantly affect the results. These models are well 
known and described in many text books(White,1991). 

The conservation of energy is modelled with the 
standard energy equation and added terms for reaction 
sources and sinks and radiation. For radiation we use the 
DO-model (discrete ordinates). 

 

Boundary conditions and material properties 
The metal in the ladle is accounted for by applying a 
given temperature on the walls in contact with the ladle 
material and the gas phase. This temperature is typically 
1450-1650oC. At the metal surface a site species of Si 
with an infinite amount is prescribed for Reaction I. The 
chosen ladle has an inner bottom diameter of 1m. It is 
2.2m tall and filled up to 1.8m with metal.  

The gas region extends radially outwards for 10m where 
a pressure inlet is specified with ambient conditions. 
The top is situated 10m above the floor with a pressure 
outlet condition. For the floor we apply an adiabatic 
wall. All walls are given an emissivity of 0.95 for the 
radiation modelling, except for the metal surface. Pure 
silicon has a low emissivity of around 0.17(Rulison and 
Rhim,1995). 

Material properties are the standard properties for the 
species involved under the assumption that they are 
ideal gases. Mixture properties are derived from the 
principle of mass weighing between the species. The 
diffusion coefficients are found from the kinetic theory 
of gases. 
 
 
 
 

Table 1: Reaction kinetics for Reaction I and IV 

 A E 
[cal/mol] 

ΔH 
[kJ/mol] 

)()(
2
1)( 2 gSiOgOlSi →+  5.0E8 195984 -161 

SiO + O2 → SiO2 + O 1.0E13 6500 38 

SiO + O + M → SiO2 + M 2.5E15 4370 -469 

)()( 22 sSiOgSiO →  1.0E15 1000 -791 

 

Numerical setup 
An axis symmetric grid of 53000 cells was applied. It 
was refined towards the metal surface with a grid size of 
1mm. A proper grid dependence study was not 
performed, but it was verified that a grid with 212000 
cells did not alter the results. This was performed by 

splitting all cells into 4 by grid refinement of the entire 
domain.  

First order schemes were applied for all equations 
except the momentum equations and species 
conservation equations which were calculated with a 
second order upwind algorithm. The pressure-velocity 
coupling was performed with the SIMPLE scheme. 

Although residuals were checked for convergence, it 
was found that the fuming rate did not level out at the 
standard residual limits. Simulations were run until no 
further changes in fuming rate were observed. 

 

 
Figure 3: Effect of exposed metal surface and ladle 
temperature on fuming rate. 

 

 
Figure 4: Effect of exposed metal surface and metal surface 
emissivity on fuming rate. 

RESULTS 
A study was conducted to check whether a lid on top of 
the ladle would reduce the fuming rate. However, first a 
sensitivity analysis was performed. As suspected, the 
exposed area of metal was the most significant 
parameter. This is the area on top of the metal not 
covered by slag.  

One would also expect the ladle temperature to affect 
the fuming rate. This effect was much less than 
expected. As seen in Figure 3, the fuming rate is much 
more sensitive to the exposed metal surface than the 
ladle temperature. Increasing the ladle temperature by 
100oC gives a small, almost insignificant, decrease in 
fuming rate. This is contradictory to the reaction 
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kinetics which yields higher reaction rates at higher 
temperatures. However, more than reaction rates 
determine the overall fuming rate. The authors believe 
that the temperature effect on diffusion and/or 
convection counteract the effect of the reaction rate. 
The results were more sensitive towards the emissivity 
of the exposed metal surface. It was originally assumed 
to be 0.17. This has been measured on a stagnant and 
clean silicon surface. The real surface is quite dynamic 
with stirring activity and pollutants are present. Thus it 
was investigated if a metal surface emissivity of 0.95 
would alter the fuming rate. The results presented in 
Figure 4indicate that the metal surface emissivity 
significantly influences the fuming rate. Especially as 
the exposed metal area approaches its maximum value. 

For the ongoing study it was chosen to use the case with 
a ladle temperature of 1527oC, a metal surface 
emissivity of 0.17 and exposed metal surface area of 
0.5m2 as a reference case. For this case we see the 
temperature distribution in Figure 5 and the oxygen 
distribution in Figure 6. There are high temperatures 
close to the ladle, but they drop very sharply, especially 
on the sides were no reaction occurs. Note that this is 
the static temperature. Radiation will make all exposed 
surfaces and equipment feel a much higher temperature. 
The oxygen concentration is seen to decrease towards 
the metal surface. This is due to the oxygen 
consumption of the fuming reactions. In Figure 7 we see 
how the oxygen flows towards the metal surface. 
Diffusion and natural convection drives the oxygen up 
along the outside of the ladle and down towards the 
metal surface along the centre axis. The concentration 
of fume (or dust) is illustrated in Figure 8. The highest 
concentration is seen close to the metal surface and 
towards the internal wall of the ladle. 

In order to study the effect of putting a lid on top of the 
ladle, the geometry was made flexible with segments on 
top of the ladle which could switch between the status 
of wall and interior. The first of these represents a lid 
segment. With this flexibility it was possible to study 
different sizes of the lid and whether it covering the 
centre or edges of the ladle surface. The lid 
configurations are illustrated in Figure 9.  
 
 
 
 

 
Figure 5: Contour plot of temperatures in centigrade. 

 
Figure 6: Mass fraction of oxygen close to metal surface 

 

 
Figure 7: Velocity vectors colored by velocity magnitude 
(m/s) close to ladle and metal surface. 

 

 
Figure 8: Distribution of fume (dust) seen as mass fraction of 
SiO2. 
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The results of the simulations indicate a significant 
reduction in fuming when a lid is applied. This is seen 
in Figure 10 where the relative fuming rate is plotted as 
a function of lid coverage for both centre lid and edge 
lid. The relative fuming rate is the fuming rate with a lid 
normalized with the fuming rate without lid (the 
reference case). Figure 10 shows that a centre lid is 
more efficient than an edge lid in terms of fume 
reduction. This can be explained by the flow pattern. 
The edge lid does not directly block the flow of oxygen 
seen for the reference case without lid (Figure 7). Thus it 
may not prevent the oxygen flow towards the metal 
surface. For a small edge lid, fuming may actually 
increase as seen in Figure 10. The flow pattern for a 
small edge lid is shown in Figure 11. For a centre lid, the 
oxygen flow is directly blocked as seen in Figure 12.  
 
 
 
 
 

 
Figure 9: Potential lid configurations. Centre lid at top and 
edge lid at bottom. 

 
 

Figure 10: Effect of lid on fuming rate relative to case without 
lid. 
 

 
Figure 11: Velocity vectors colored by velocity magnitude 
(m/s) for ladle with edge lid.  

 
Figure 12: Velocity vectors colored by velocity magnitude 
(m/s) for ladle with centre lid.  
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CONCLUSION 

A model for estimating the fuming rate from oxidative 
ladle refining of silicon is presented. Due to limited 
knowledge on the underlying reaction kinetics, the 
reaction rates where estimated based on related, but not 
exactly similar reaction mechanisms, and on model 
tuning with observed reaction rates. This limits the 
models applicability towards proper estimation of the 
fuming rates, but it allows for running parametric study 
to understand the qualitative influence of certain 
parameters such as process temperature and ladle 
design. The metal surface was also assumed to be a wall 
with infinite amount silicon available for the fuming 
reactions. This was shown to be a realistic assumption 
by an Eulerian-Lagrangian multiphase model for bubble 
columns. However, the wall of silicon has no nitrogen 
flowing through it as we have in the real process.  

With these assumptions and limitations it was found that 
the exposed metal surface area was the most significant 
parameter for the fuming rate. Ladle temperature was 
almost insignificant while metal surface emissivity was 
more important. Applying a lid on top of the ladle 
blocks the oxygen flow and will reduce the fuming rate. 
A centre lid is more efficient than an edge lid. 

In order to better understand the fuming issue under 
ladle refining of silicon it is critical to provide better 
estimates on the reaction rates for both of the reactions 
responsible for the fuming. This is difficult to achieve 
experimentally, but it could be studied with such 
disciplines as molecular dynamics and quantum 
chemistry. For the modelling of fuming during silicon 
ladle refining to be more robust, the following features 
needs to be added into the modelling concept: 

• Reaction kinetics 
• Realistic value of metal surface emissivity 
• Nitrogen flux through metal surface 
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ABSTRACT
In the petroleum industry flows of non-miscible fluids are fre-
quently met, especially for the separation process in production.
The presented work is dedicated to the simulation of two-phase dis-
persed flow. The Level-Set method was chosen to describe precisely
the interface and the interactions between phases. Incompressible
Navier-Stokes equations are solved thanks to the Operator-Splitting
method. It allowed us to split the problem into three sub problems
(advection, diffusion and degenerated Stokes) and to use a specific
solution method for each of them. When it comes to the processing
of discontinuity at the interface, we chose the CSF method. It is
a global method since it is based on the update of the whole set of
data that show a shift at the interface. 2D parallel simulations called
"phase inversion" were performed to study in detail the separation
process.

Keywords: level-set, bubble and droplet dynamics, phase inver-
sion.

NOMENCLATURE

Greek Symbols
φ Level-Set function.
κ Curvature, [1/m].
τ Fictitious time, [s].
∆τ Fictitious time step, [s].
ρ Density, [kg/m3].
µ Dynamic viscosity, [Pas].
σ Surface tension coefficient, [N/m].
δε Regularized form of the Dirac function.
ρw Density of water, [kg/m3].
ρo Density of oil, [kg/m3].
µw Dynamic viscosity of water, [Pas].
µo Dynamic viscosity of oil, [Pas].

Latin Symbols
nnn Normal to the interface.
uuu Velocity, [m/s].
t Physical time, [s].
p Pressure, [Pa].
DDD Deformation rate.
ggg Gravity vector, [m/s2].
Hε Regularized form of the Heaviside function.
∆x Cell size, [m].
∆t Discrete time step, [s].
L Characteristic size of the domain, [m].

D Diameter, [m].
Re Reynolds number.
W e Weber number.
C a Capillary number.
L a Laplace number.

Sub/superscripts
ε Interface fictive thickness.

INTRODUCTION

The study of multi-phase flows is a major subject for
fluid mechanics research. Applications are numerous, the
petroleum industry shows great interest for this kind of flows,
especially in the separation process for production. Because
of the complexity of multi-phase flows during this process,
we have used a numerical approach to study the emulsion
zone. This zone is a continuous phase in which a great
number of dispersed inclusions interact. The main physical
mechanisms, such as coalescence or breakage, occur in this
area.
There are two possible approaches to model this type of flow.
In the first one, the flow is described from a macroscopic
point of view. In this case, local phenomena (breakage or
coalescence of droplets, phase slip, local compaction) are
modeled thanks to analytic or empiric laws. In the second
approach, the flow is simulated on a drop scale and the objec-
tive is to describe precisely the interface and the interactions
between phases.
In our study, we did not care about macroscopic events that
characterize the flow in an industrial petroleum separator.
We used instead the second approach to model a two-phase
dispersed flow. We worked at the drop scale to study the
water/oil separation process in the emulsion zone. We con-
sidered that such a model would enable us to evaluate the
influence of this specific zone on the global hydrodynamic
behavior.
Various interface recognition methods exist. We mostly paid
attention to methods that are able to detect even strong topol-
ogy changes at the interface. We chose the Level-Set method
to describe precisely the interface.
When it comes to the processing of discontinuity at the inter-
face, we chose the CSF method.
Navier-Stokes incompressible equations are solved thanks to
the Operator-Splitting method.
The main purpose of our work was thus to develop a di-
rect numerical simulation code that is able to model a liq-
uid/liquid two-phase flow and study precisely the effects of
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drops coalescence or breakage. To validate our work, we
chose the phase inversion test.
Our code is developed under the framework of the full MPI
open source platform PELICANS.

NUMERICAL MODELING OF A TWO-PHASE FLOW

To model a two-phase flow, it is necessary to choose an ap-
propriate interface tracking method and to develop a solver
for Navier-Stokes incompressible equations to compute the
velocity and pressure values. Also, a coupling method, able
to handle the discontinuous quantities at the interface, has to
be implemented.
In our case, we considered non-miscible, newtonian and ho-
mogeneous fluids; density and viscosity are constant in each
phase.

Level-Set method

Among all methods for interface tracking, we focused on
methods that are able to deal with high topology changes
at the interface. We finally chose the Level-Set (Osher and
Sethian, 1988) to describe precisely the interface.
Level-Set method principle is to define a scalar function φ

which value at a given point is an image of the distance be-
tween this point and the interface. φ can therefore be consid-
ered as the description of a variety of level sets. One level is
defined by the set of points where φ is constant. When φ is
null, the distant to the interface is null and the level set is the
interface itself.
For each point in the space, the sign of the Level-Set function
indicates immediately on which side of the interface the point
is.
In addition, the main idea in defining the Level-Set method
is the direct access to the interface geometrical local charac-
teristics, i.e. the normal nnn and the curvature κ (1).

nnn =
∇φ

‖∇φ‖ κ = ∇ ·
(

∇φ

‖∇φ‖

)
= ∇ ·nnn (1)

The interface evolution in a given velocity field uuu, is gov-
erned by the purely transport equation (2).

∂φ

∂ t
+(uuu ·∇) φ = 0 (2)

Particular attention must be paid to this transport equation.
Some problems may arise when the Level-Set method is de-
veloped (spreading and stretching of the level sets). A re-
distancing algorithm (Sussman et al., 1994) must be applied
to keep φ as the algebraic distance to the interface. The al-
gorithm is based on the iterative solution of equation (3).

∂Φ

∂τ
= sign(φ)(1−‖∇Φ‖) (3)

where τ is a fictitious time. The sign function was defined
in an identical manner to (Peng et al., 1999). We solved (3)
until steady state was reached. We then replaced φ by Φ. In
practice, for each physical time step ∆t, several iterations of
the re-distancing algorithm are required to ensure the good
distribution of level sets.

Remark :
In the validation test cases presented below, the re-distancing
algorithm was used only for the Rider and Kothe test (Rider
and Kothe, 1995).

Operator splitting algorithm

The interface tracking Level-Set method was then coupled
with an operator splitting algorithm (Glowinski, 2003) to
solve the Navier-Stokes incompressible equations (4).

ρ(φ)

(
∂uuu
∂ t

+(uuu ·∇)uuu
)
=−∇p+∇ · (2µ(φ)DDD)

−σκ(φ)δε(φ)∇φ +ρ(φ)ggg

∇ ·uuu = 0

(4)

where 2µ(φ)DDD is the stress tensor.
This method allowed us to split the problem into three sub-
problems (advection, diffusion and degenerated Stokes) and
to apply an appropriate solving method to each of them.
The viscous term was assembled implicitly in the linear sys-
tem. For discretization of the divergence of the stress tensor

∇ · (2µ(φ)DDD) =

 (µux)x +
(

µ
ux+vy

2

)
y

(µvy)y +
(

µ
uy+vx

2

)
x

 (5)

as well as for the curvature term, we used central differencing
in identical manner to (Sussman et al., 1994).

Continuum surface force (CSF) method

As said above, the fact of considering non-miscible fluids led
us to the concept of interface. The separation layer stands for
an interface through which physical properties of both fluids
change drastically. To deal with the variation of properties
at the interface, we defined density ρ(φ) and viscosity µ(φ)
according to the following equations (6).

ρ(φ) = ρo +(ρw−ρo)Hε(φ)
µ(φ) = µo +(µw−µo)Hε(φ)

(6)

In the CSF approach (Brackbill et al., 1992), the regularized
form of the Heaviside function Hε(φ) (7) is smoothed on two
nodes approximately on each side of the interface.

Hε(φ) =


0 φ <−ε

1
2

(
1+

φ

ε
+

1
π

sin
(

πφ

ε

))
|φ | ≤ ε

1 φ > ε

(7)

where ε is the smoothing parameter that defines the interface
fictive thickness. The thickness is ε = 3

2 ∆x, where ∆x stands
for the cell size.
The expression of the surface tension has been added as a
source term in the momentum equation (first equation in (4)),
following CSF model : −σκ(φ)δε(φ)∇φ . For this formula-
tion the regularized Dirac function is defined as follows :

δε(φ) =
dHε(φ)

dφ
=


0 |φ |> ε

1
2ε

(
1+ cos

(
πφ

ε

))
|φ | ≤ ε

FINITE VOLUME METHOD

Discretization consists in dividing the computational domain
in a finite number of volumes. A centered control volume,
on which are integrated the equations to solve, is associated
to each variable. A staggered grid is adopted to integrate the
discretized form of the continuity momentum and Level-Set
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transport equations. The velocity components are located at
the cell faces whereas pressure and Level-Set function are
cell centered.
We have chosen the TVD Lax-Wendroff scheme with a Su-
perbee flux limiter (Sweby, 1984) for the spatial discretiza-
tion of the advection term in the momentum equation.
When it comes to the convective terms in the transport equa-
tion (2) and in the Hamilton-Jacobi equation (3), a high or-
der scheme to get suitable results is required. We therefore
implemented the 5th order WENO scheme (Jiang and Shu,
1996).
Transient terms are discretized thanks to the explicit 1st order
Euler scheme for the Navier-Stokes equations and thanks to
the 2nd order Runge-Kutta scheme for the interface transport.
The discrete time step ∆t was calculated to satisfy the stabil-
ity condition given in (Kang et al., 2000).
The general algorithm to simulate a two-phase flow is given
hereunder:

• Interface initialization with the Level-Set function φ .

• At each time step (n = 1,2, . . .) :

1. Computation of the interface geometrical proper-
ties as well as density ρ(φ) and viscosity µ(φ).

2. Solution of Navier-Stokes with the operator split-
ting algorithm.

– Solution of the advection-diffusion problem.
Gravity and surface tension terms are com-
puted here.

– Solution of the degenerated Stokes problem
(Poisson’s equation for the variable coeffi-
cient (Liu et al., 2000)).

3. Solution of the transport equation for the Level-
Set function using the velocity computed at step 2.

– Application of the re-distancing algorithm.
– Update of the Level-Set function φ .

Running a direct numerical simulation tool for a two-phase
flow requires a considerable computation power. This is the
reason why we developed our tool on the PELICANS plat-
form 1.
PELICANS is a software platform developed by IRSN (In-
stitut de Radioprotection et de Sureté Nucléaire). It enables
the development of complex and powerful simulation tools
thanks to an efficient parallelization.
Our numerical tool is already able to process 3D simulations.

VALIDATION TEST CASES

Single vortex problem

To validate our simulation tool, we ran lots of academic
tests. In particular, we validated the interface transport with
the Rider and Kothe configuration (Rider and Kothe, 1995)
(stretching of a circle in a shear velocity field) that demon-
strated how well the Level-Set method is able to handle the
development of very thin filaments ( Fig. 1).
If the grid is not accurate enough, the classical Level-Set
method can show distorted results because of the mass loss.
On the contrary, the Level-Set method combined with re-
distancing algorithm tends to make the interface thicker be-
cause of a mass conservation problem.

1 PELICANS https://gforge.irsn.fr/gf/project/
pelicans/

(a) (b)

Fig. 1: Results for the single vortex problem on a 256×256
grid (blue line) with (a) Level-Set method, (b) Level-Set
method with re-distancing algorithm. Analytical solution
(black dots) (Rider and Kothe, 1995).

To illustrate this phenomenon, Fig. 2 shows the percentage
of mass loss (Level-Set method) or gain (Level-Set method
with re-distancing algorithm) as a function of the simulation
time for different grids.
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Fig. 2: Results of mass conservation for the single vortex
problem (a) Level-Set method, (b) Level-Set method with
re-distancing algorithm.

We observe that the coarser the grid, the more we have prob-
lem with the mass conservation.
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The static bubble test

The static bubble simulation is the first academic test to ver-
ify the convergence and the consistency of numerical meth-
ods for the treatment of discontinuities at the interface. The
bubble interface is a circle. Initially, the velocity field is null.
In the absence of gravitational forces, the theoretical solution
of this test case is given by the Laplace law.
Theoretically, no velocity field should arise during the sim-
ulation. Practically though, numerical errors, due to the
scheme discretization and the treatment of discontinuities,
create numerical velocities called spurious currents. They
accumulate with time and tend to gather nearby the interface.
In the static bubble simulation, capillary forces prevail. It is
thus appropriate to verify if the surface tension term is cor-
rectly implemented. In this case, evaluation of the spurious
currents amounts to evaluation of the error.
Numerous parameter choices exist in the literature for the
static bubble simulation (Vincent and Caltagirone, 2004),
(Desjardins et al., 2008), (Smolianski, 2005), etc. We have
tested several combinations of the parameters.

L a 12 120 1200 12000 120000

C a 4.87 ·10−5 4.87 ·10−5 4.93 ·10−5 6.46 ·10−5 5.61 ·10−5

Tab. 1: Dependence of parasitic currents on the Laplace num-
ber for a static bubble simulation on a 32×32 mesh.

Some error results are given in Tab. 1. They have been ob-
tained with the (Desjardins et al., 2008) parameters where

C a =
u µ

σ
(8)

is the capillary number and

L a =
σ ρ D

µ2 (9)

the Laplace number. These results show that the capillary
number C a remains quite constant despite the great changes
of the Laplace number L a.
The mesh convergence was studied with L a = 12000 and is
given in the Tab. 2.

Mesh 16×16 32×32 64×64 128×128

C a 7.99 ·10−5 3.22 ·10−5 1.51 ·10−5 5.54 ·10−6

Tab. 2: Dependence of parasitic currents on mesh spacing for
a static bubble simulation with L a = 12000.

The here-above results allow us to conclude that the surface
tension term is correctly implemented. The spurious cur-
rents, represented by the capillary number, remain very small
and should not affect the accuracy of further simulations.

Poiseuille two-phase flow

We also used one-phase and two-phase Poiseuille tests (Vin-
cent et al., 2004a) to verify the implementation of the viscous
term.
The Poiseuille two-phase flow is a horizontal stratified flow
of two fluids in between two parallel walls. The gravity and
the surface tension forces are neglected.

We have reached the stationary solution after a number of
iterations starting from a zero velocity field. Fig. 3 shows
the obtained velocity profile for the 31× 31 grid compared
with the theoretical solution.
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Fig. 3: Level-Set simulation of the two-phase flow in be-
tween parallel walls on a 31×31 grid. Comparison between
numerical and theoretical solutions.

The mesh convergence is given in Tab. 3, where ‖e‖
∞
=∥∥utheo−unum

∥∥
∞

and confirmes the good results of Fig. 3.

Mesh 17×17 31×31 63×63

‖e‖
∞

2.74 ·10−2 1.22 ·10−2 4.57 ·10−3

Tab. 3: Evolution of the error on velocity with different mesh
spacing.

Validation tests conclusion

The results of the three academic tests presented above and
the comparison with their analytic solution are satisfactory.
They allow us to move forward with confidence to the appli-
cation simulation : the phase inversion.

APPLICATION CASE : PHASE INVERSION IN A
CLOSED BOX

After the validation process, we could finally carry out the
application simulation.
We focused on the processes of coalescence and breakage
in a two-phase flow. We considered the inversion phase test
(Vincent et al., 2004b), (Labourasse et al., 2007) as the most
appropriate to describe both phenomena at the same time.
This test consists in defining an initial state where a light
fluid (oil) is immersed in a heavier one (water) in a closed
box.
The typical non-dimensional parameters of this simulation
are the Reynolds number

Re =
ρw uL
2µw

(10)

and the Weber number

W e =
ρw u2L

2σ
(11)
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Fig. 4: Time evolution of the phase inversion problem
(oil/water) in a closed box with Re = 550, W e = 537 and
for 64×64 grid.

where u =
ρw−ρo

ρw

√
gggL
2

is the characteristic velocity.

Fig. 5: Initial configuration of the oil/water phase inversion
problem.

The two-phase flow is generated by means of a square oil in-
clusion (with a side equal to L/2) initially located in a bottom
corner of a square cavity (with a side equal to L = 1m) filled
of water ( Fig. 5).
During the simulation, the light fluid (black in Fig. 6),
under the gravity influence, tends to go up and distort.
Some oil droplets escape in the continuous water phase,
which illustrates the breakage phenomenon ( Fig. 6 at time

Fig. 6: Time evolution of the phase inversion problem
(oil/water) in a closed box with Re = 550, W e = 537 and
for 256× 256 grid.

T = 9.69s). Then, oil reaches the top of the box enclosing
some water drops. At final state, the coalescence effect has
gathered most water drops and we obtain two continuous
separated phases.

We carried out several simulations in the order to show the in-
fluence of the surface tension during the phase inversion test
and to illustrate the accuracy of the simulations with regard
to the grid size. We have thus tried the two sets of parame-
ters reported in Tab. 4 and two different grids : 64× 64 and
256× 256.

Density,

ρw [kg/m3]

Viscosity,
µw [Pa s]

Surface
tension, σ

[N/m]

Re W e

1000 0.2 0.045 550 537

1000 0.2 1.0 550 24

Tab. 4: Reynolds and Weber number of the two simulated
phase inversion problems.

Firstly, Fig. 4 and Fig. 6 illustrate the simulation results
respectively for a 64×64 grid and a 256×256 grid and both
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Fig. 7: Time evolution of the phase inversion problem
(oil/water) in a closed box with Re = 550, W e = 24 and
for 64× 64 grid.
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Fig. 8: Results of mass loss for the phase inversion problem
W e = 537.

for Re = 550 and W e = 537 .
In the same manner, Fig. 7 and Fig. 9 illustrate the sim-
ulation results for the same grids but for Re = 550 and
W e = 24.
The results of the second simulation (W e = 24) correspond
to what we expected. A high value of surface tension

Fig. 9: Time evolution of the phase inversion problem
(oil/water) in a closed box with Re = 550, W e = 24 and
for 256× 256 grid.
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Fig. 10: Results of mass loss for the phase inversion problem
W e = 24.

strengthens the fluid cohesion and therefore limits the phe-
nomenon of breakage during the phase inversion, meaning
that drops are obviously larger when the surface tension is
high.
Meanwhile, for both sets of parameters, we can see that the
64×64 grid simulation is not accurate enough to render the
small scale phenomena during the inversion phase process.
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Fig. 8 and Fig. 10 show the mass loss as a function of the
physical time for both 64× 64 and 256× 256 grids and for
respectively W e = 537 and W e = 24. For these simula-
tions, the Level-Set method was used without re-distancing
algorithm. We observe that the mass loss is greater for the
64× 64 grid. For the 256× 256 grid, we only loose 7 %
( Fig. 8 ) and 4 % ( Fig. 10 ) of the total initial mass, which
is reasonable for further studies.

Remark :
We imposed no specific treatment at walls for the Level-Set
function.

CONCLUSION

The results of two phase inversion tests have been presented
in this paper. Each of them shows dynamics that look natural,
and the comparison between the two of them, after modifica-
tion of the Weber number, is consistent with physics princi-
ples.
We can conclude that the Level-Set method is relevant to
track the interface in the context of direct numerical simu-
lation of a two-phase flow. It allows us to consider the use
of this method for the study of more complex physical pro-
cesses.
The phase inversion that we have simulated can be described
through three successive steps: the initial state with two con-
tinuous phases separated by a single interface, the dispersed
phase and the final state with again two continuous phases.
Thanks to this phase inversion problem we illustrated both
breakage and coalescence phenomena.
These tests are thus a decisive step before we move toward
the simulation of a real emulsion in which thousands of oil
droplets are dispersed in a continuous water phase. The ob-
jective of such a simulation will be to evaluate the influence
of the physical fluid properties on the time evolution of the
separation front.
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ABSTRACT 
In this paper we present a multi-purpose CFD-DEM 
framework to simulate coupled fluid-granular systems. 
The motion of the particles is resolved by means of the 
Discrete Element Method (DEM), and the 
Computational Fluid Dynamics (CFD) method is used 
to calculate the interstitial fluid flow. The focus of this 
paper is to show the ability of this coupled CFD-DEM 
framework to handle different scales and physical 
phenomena. 
Firstly, with “approach A” we show the applicability of 
the coupling framework for flows, where the particle 
sizes are significantly smaller than the CFD grid. The 
motion of an incompressible fluid phase in the presence 
of a secondary particulate phase is then governed by a 
modified set of Navier-Stokes-Equations accounting for 
the volume fraction α  occupied by the fluid, and a 
momentum exchange term pfR . 

Secondly, with “approach B” we show the applicability 
of the coupling framework to the case of large particles 
and fine computational grids using the fictitious domain 
/ immersed boundary method. In the first step the 
incompressible Navier-Stokes equations are solved over 
the whole domain. The next task is to correct the 
bodies’ velocities in the affected cells (i.e. those cells, 
which are covered by the immersed bodies). Finally a 
correction-operation is applied to account for the 
divergence-free condition of the flow field. 
Both approaches are successfully tested against 
analytics as well as experimental data. Application 
examples of the coupling are shown, ranging from to 
floatation and fluidised beds (approach A) to 
sedimentation (approach B). 
Concluding, we show the versatility and applicability of 
the open source CFD-DEM framework (CFDEM, 2011) 
which is based on the DEM code LIGGGHTS 
(LIGGGHTS, 2011) and the open source CFD toolbox 
OpenFOAM® (OpenCFD Ltd., 2009). LIGGGHTS and 
an initial release of the CFD-DEM coupling are 
available for public download. 

Keywords: CFD-DEM, fluidised bed, fictitious domain  

NOMENCLATURE 
Greek Symbols 
α  volume fraction 
ν kinematic viscosity 
μc Coulomb friction coefficient 
ρ density 
τ stress tensor 
 
Latin Symbols 
c damping coefficient 
Cd drag coefficient 
d diameter 
R momentum source term 
F force exerted on a single particle 
g gravity constant 
k stiffness 
K momentum exchange Coeff. 
m mass 
p pressure 
u  velocity  
Δup relative particle velocity at contact point 
Re Reynolds number 
V volume 
x position 
Δx particle overlap at contact point 
 
Sub/superscripts 
d drag 
f fluid 
n normal to contact point 
p particle 
t tangential to contact point 

INTRODUCTION 
Many flows in nature as well as industry are particulate 
flows. During the last decades several strategies to 
numerically describe granular flows have been 
developed. Hereby two main approaches can be found: 
the continuum approach and the discrete approach. 
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In a continuum approach the multitude of particles is 
considered as an artificial continuum and is based on 
the solution of the underlying conservation equations 
using Computational Fluid Dynamics (CFD) techniques 
(Gidaspow 1992). 
The discrete approach does not rely upon continuum 
mechanics. It rather describes the motion of each 
particle individually, with a special treatment of 
eventual collisions. The most important discrete model 
is the Discrete Element Method (DEM) and its 
derivatives.  
In industrial application, single phase 'dry' granular flow 
rarely occurs. In the vast majority of natural or 
industrial processes concerning granular materials, a 
secondary fluid phase, such as air, is present and its 
effects like fluidization (aeration of particles by gas 
injection) play an important role. In some cases, such as 
pneumatic conveying, the fluid phase controls particle 
movement, but particle-particle interactions may still be 
an important issue that cannot be neglected, whereas in 
other applications, such as hopper discharge, the 
particle flow induces fluid flow. 
A promising approach to model such coupled granular-
fluid systems is a coupled CFD-DEM approach. 
Reviews on DEM and the CFD-DEM technique have 
been published by Zhu et al. (2007, 2008). Recently 
Kloss et al. (2009) presented a CFD-DEM coupling 
approach along with experimental validation for two 
commercial software packages for DEM and CFD 
respectively. Yet, due to shortcomings of the 
commercial software packages this approach is limited 
to shared memory machines. 
In this paper we will describe a CFD-DEM approach 
based on the Open Source software packages 
OpenFOAM® (OpenCFD Ltd., 2009) and LIGGGHTS 
(LIGGGHTS, 2011). We show the versatility of this 
coupling routine and the applicability to a variety of 
particle laden flows. Therefore several applications 
along with validation work are presented. A basic 
version of this coupling is provided and maintained by 
the authors via a dedicated web page (CFDEM, 2011). 

MODEL DESCRIPTION 

DEM Method 
The Discrete Element Method was introduced by 
Cundall and Strack (1979). A very brief description of 
the method will be provided in this section. Further 
details on the contact physics and implementation issues 
are available in the literature (e.g. Campbell (1990); 
Zhou et al. (1999); Bertrand et al. (2005)). In the frame 
of the DEM, all particles in the computational domain 
are tracked in a Lagrangian way, explicitly solving each 
particle’s trajectory, based on the force balance 

bp,fp,tp,np,pp FFFFx m +++=&&
, (1) 

where Fp,n is the normal particle-particle contact force, 
Fp,t is the tangential particle-particle contact force. Fp.f 
is the force that the fluid phase exerts on the particles, 
which will be described in further detail later. Other 
body forces like gravity, electrostatic or magnetic forces 
are subsumed into Fp,b. Similar balances are necessary 

for the particles’ angular momentum which are not 
stated here for the sake of shortness.  
Each physical particle is mathematically represented by 
a sphere, another geometrically well-defined volume or 
a combination of them. The translational and angular 
accelerations of a sphere are based on the corresponding 
momentum balances. Generally, the particles are 
allowed to overlap slightly. The normal force tending to 
repulse the particles can then be deduced from this 
spatial overlap Δxp and the normal relative velocity at 
the contact point, Δup,n.  

 
Figure 1: Simple spring-dashpot model 

The simplest example is a linear spring-dashpot model, 
shown in Fig. 1. In the frame of this model, the normal 
force is given by 

np,pnp, uxF ΔΔ nn ck +−= . (2) 

The magnitude of the tangential contact force can be 
written as: 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

+= ∫ np,tp,tp,tp, FuuF ct

t

t
t µcdtk
c

,min
,

ΔΔ
0

. (3) 

where Δup,t is the relative tangential velocity of the 
particles in contact. The integral term represents an 
incremental spring that stores energy from the relative 
tangential motion, representing the elastic tangential 
deformation of the particle surfaces that happened since 
the time when particles touched at t = tc,0. The second 
part, the dashpot, accounts for the energy dissipation of 
the tangential contact. The magnitude of the tangential 
force is limited by the Coulomb frictional limit, where 
the particles begin to slide over each other.  
The strength of the DEM lies in its ability to resolve the 
granular medium at the particle scale, thus allowing 
realistic contact force chains and giving rise to 
phenomena induced by particle geometry combined 
with relative particle motion, such as particle 
segregation by percolation. Thereby, it is able to capture 
many phenomena, describe dense and dilute particulate 
regimes, rapid flow as well as slow flow and 
equilibrium states or wave propagation within the 
granular material.  
Thanks to advancing computational power, the DEM 
has become more and more accessible lately. On actual 
desktop computers, simulations of up to a million 
particles can be performed. On very large clusters, the 
trajectories of hundreds of millions of particles can be 
computed. 

DEM solver “LIGGGHTS” 
LIGGGHTS is an open source software for modelling 
granular material by means of the Discrete Element 
Method (LIGGGHTS, 2011). LIGGGHTS stands for 
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‘LAMMPS Improved for General Granular and 
Granular Heat Transfer Simulations’ and is based on 
LAMMPS (‘Large Atomic and Molecular Massively 
Parallel Simulator’), a successful open source 
Molecular Dynamics code by Sandia National 
Laboratories for massively parallel computing on 
distributed memory machines (see Plimpton, 1995). 
LAMMPS is a parallel particle simulator at the atomic, 
meso, or continuum scale. If coarse-grained granular 
particles are simulated, this method is termed DEM as 
in the previous section. LAMMPS offers 
implementations for both linear (Hooke) and non-linear 
(Hertz) granular potentials. LIGGGHTS improves these 
features for granular simulations, comprising geometry 
import from CAD files and a moving mesh capability, 
features for particle insertion and packing, multiple 
contact models, non-spherical particle handling by 
means of the multi-sphere method, a bonded particle 
model, wall-stress analysis and wear prediction, and a 6 
degree-of-freedom capability for rigid bodies. Both 
LIGGGHTS and LAMMPS run on single processors or 
in parallel using message-passing techniques and a 
spatial-decomposition of the simulation domain. The 
code is designed to be easy to modify or extend with 
new functionality. 

Both LIGGGHTS and LAMMPS are distributed as 
open source codes under the terms of the GPL. 

CFD-DEM Method - Approach A 
This approach “A” is applicable to those cases where 
particle sizes are smaller than the computational grid, 
thus the particles are assumed to not completely fill a 
cell. 

Fluid flow 

The motion of an incompressible fluid phase in the 
presence of a secondary particulate phase is governed 
by a modified set of Navier-Stokes-Equations, which 
can be written as: 

( ) 0=⋅∇+
∂
∂

fuf
f

t
α

α
, (4) 

( ) ( ) τ⋅∇+−∇−=⋅∇+
∂

∂
pfff

f Ruu
u

f
ff

f p

t ρ
αα

α
. (5) 

 
Here, fα  is the volume fraction occupied by the fluid, 

fρ  is its density, fu  its velocity, and fu∇= fντ  is 

the stress tensor for the fluid phase. pfR  represents the 

momentum exchange with the particulate phase which 
is calculated for each cell where it is assembled from 
the particle based drag forces. 
 
For solving above equations a pressure based solver 
using PISO pressure velocity coupling is used. 

CFD-DEM coupling 

The coupling routine consists of several steps: 
(1) The DEM solver calculates the particles 

positions and velocities. 
(2) The particles positions and velocities are 

passed to the CFD solver. 

(3) For each particle, the corresponding cell in the 
CFD mesh is determined. 

(4) For each cell, the particle volume fraction as 
well as a mean particle velocity is determined. 

(5) Based on the particle volume fraction, the fluid 
forces acting on each particle are calculated. 

(6) Particle-fluid momentum exchange terms are 
assembled from particle based forces by 
ensemble averaging over all particles in a CFD 
cell. 

(7) The fluid forces acting on each particle are 
calculated and sent to the DEM solver and 
used within the next time step. 

(8) The CFD solver calculates the fluid velocity 
taking into account local volume fraction and 
momentum exchange. 

(9) Additional equations such as species 
concentration can optionally be evaluated. 

(10) The routine is repeated from (1). 
 
Usually DEM time steps need to be set an order of 
magnitude smaller than CFD time steps due to high 
particle collision dynamics and requirements on 
maximum particle overlap for particle collision 
modelling when using soft-sphere approach. As the 
coupling routine on one hand and extremely small time 
steps for the CFD calculation on the other hand would 
really slow down the simulation, the fluid-particle 
forces on DEM side are kept constant in between the 
coupling steps. This approach can save computational 
time, as coupling interval can be decoupled from 
usually short DEM time step sizes. Needless to say that 
this is limited and as a rule of thumb at least every 5-
200 DEM time steps a coupling time step is required. 
 
Additionally it might be desirable to use CFD time steps 
smaller than the coupling interval, thus either reduce the 
computation time spent on calculation of coupling 
properties or allow the CFD side to better resolve fluid 
flow (or other properties such as radiation and 
temperature). For those cases it is possible to temporally 
under-relax the momentum exchange fields on the CFD 
side. This helps to reduce discontinuities in the 
exchange fields and thus improves convergence 
behaviour. 
 
From the above list of calculations necessary to realise 
the coupling it becomes obvious that for the calculation 
of the volume fraction (Step 4) it is necessary to 
interpolate the particles’ volumes, a Lagrangian 
property, from the DEM side to the volume fraction 
field, which is defined on the fixed Eulerian grid of the 
CFD simulation. 
A very simplified approach for this transformation is to 
simply sum up the volume of those particles whose 
centres are located in a CFD cell. We will further refer 
to this approach as “centered” volume fraction 
calculation. This approach can lead to erroneous results 
due to artificially inhomogeneous volume fraction field 
when particle size approaches cell size. 
Another approach, further referred to as “divided” 
volume fraction calculation, is to resolve a particle by a 
series of distributed marker points and thus evenly 
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apportion the particle’s volume to all cells being (partly) 
covered. This on one hand helps to smoothen exchange 
fields without artificially enlarging spatial influence of a 
particle, but on the other hand its applicability is 
limited. When particles completely cover a cell and thus 
volume fraction approaches one, this method is no 
longer applicable. 
One possible approach to overcome this problem was 
proposed by Link et al. (2005) where the spatial region 
of influence is artificially enlarged and thus exchange 
fields are smeared out. Being very efficient for 
structured grids this approach is hardly applicable on 
arbitrary unstructured grids used within this study. 
A very similar approach was tested by the authors. It 
will further be referred as “big particle” volume fraction 
calculation. For this approach the particles are treated as 
essentially bigger, but porous particles having the 
original volume. The determination of the cells covered 
by the particle can then here be done recursively and in 
a way which is suitable also for arbitrary structured 
grids. 
 
Once the particle volume fraction is calculated it is 
possible to evaluate each particle’s contribution to 
particle-fluid momentum exchange which is mostly 
established by means of a drag force depending on the 
granular volume fraction. 
 
For numerical reasons the momentum exchange term is 
split-up into an implicit and an explicit term using the 

cell-based ensemble averaged particle velocity pu : 

 

( )pfpfpf uuKR −= , (6) 

where 

pf

d

uu

F

−⋅
=

∑

cell

i

V
pfK . 

(7) 

 
For the calculation of pfK

 
many different drag 

correlations have been proposed during the recent years 
(Zhu et al. (2007) Tsuji et al. (2008) and Kafui et al. 
(2002)). A widely used model was proposed by Di 
Felice (see Zhu et al. (2007)): 
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An alternative drag model, for mono-disperse particles, 
which gives very similar results was introduced by 
Gidaspow (1992) which is a combination of the Wen 
and Yu (1966) model and the Ergun (1952) equation. 
 

For 8.0>fα  momentum exchange is calculated as: 
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Whereas for 8.0≤fα  the Ergun equation is used: 
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More recently a drag relation based on lattice 
Boltzmann simulations was proposed by Koch and Hill 
(2001):  

( )pfd uuF −=
p
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β

, (16) 
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with ( )pF α0  being defined for 4.01 <−= fp αα  
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and for 4.0≥fα  
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Besides the drag force resulting from a relative velocity 
between the particle and the fluid, other forces, 
neglected in this work, may be relevant too. These may 
stem from the pressure gradient in the flow field 
(pressure force), from particle rotation (Magnus force), 
particle acceleration (virtual mass force) or a fluid 
velocity gradient leading to shear (Saffman force). The 
modular implementation of the CFD-DEM coupling 
allows to easily implement additional forces and 
superpose all forces acting on a particle. An example for 
additional particle forces will be presented in the 
example on floatation modelling. 
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CFD-DEM Method - Approach B 
This approach “B” is applicable to those cases where 
particle sizes are bigger than the computational grid, 
thus the particles are assumed to cover at least ten cells. 
In this approach the particulate phase is represented by 
a fictitious domain method (Patankar et al., 2000) where 
only one velocity and pressure field for both phases 
exists. Those regions covered by a particle have the 
same velocity as the particle itself. 

 

Figure 1: Sketch of particle domain and fluid domain. 

Fluid flow 

The governing equations of the fluid domain are the 
incompressible Navier-Stokes equations which 
guarantee the conservation of momentum and mass, 
combined with boundary and initial conditions. These 
equations hold on the whole domain Ω=ΩF+ΩS. The 
equations of motion for the particles and the 
surrounding fluid as well as the boundary and initial 
conditions can be summarised as follows (Shirgaonkar 
2008): 

Fff p
t

Ω∇+−∇=∇⋅+
∂
∂

in)( 2
fff

f uuuu μρρ , (21) 

FΩ=⋅∇ in0fu , (22) 

Γ= Γ onufu , (23) 

SS
t Γ=⋅= Γ onˆand nσpf uu , (24) 

Fxtx Ω== in)()0,( 0ufu . (25) 

 
The time-discretized form of (Eqn. 21) is given by 

1211
1

~)(
ˆ −−−

−

∇+−∇=∇⋅+
Δ
− nnn

f

n

f p
t fff

ff uuuuu μρρ . (26) 

Here p~  denotes an estimated value for the pressure, 

which will later on be corrected (PISO), fû  is the 

interim solution, 1−n
fu  is the solution at the previous 

time step. For correcting p~  one uses a Poisson-

equation for the pressure.  
The next step consists of correcting the velocity in the 
particle domain to the velocity taken from the DEM-
data or an input-file, which yields the current velocity 

fu~ . Technically speaking this is equivalent to adding a 

force term f to the Navier-Stokes equations, which 
fulfils 

f
tf =

Δ
− )ˆ~( ff uuρ . (27) 

The divergence-free condition for the velocity over the 
whole domain is violated now. In order to fix this, the 
following correction-operation is applied to the 
velocity: 

φ∇−= ff uu ~n

. (28) 

Here n
fu  is the final solution, φ  a scalar field. As one 

wants to end up with 0=⋅∇ n
fu , we get the following 

Poisson equation for φ : 

fu~2 ⋅∇=∇ φ . (29) 

Correcting the velocity as described above is equivalent 
to adding an additional force-term to the Navier-Stokes 
equations.  

CFD-DEM coupling 

Generally the force on a particle is given by 

∫∫
ΩΩ

= dVtzyxtzyxdVtzyx
S

),,,(),,,(),,,( ξηη , (30) 

where 

⎩
⎨
⎧ Ω∈

=
else                       0

),,( if    1 Szyx
ξ  (31) 

η consists of the viscous component 

12 −∇= n
f fuρνη , (32) 

and the pressure-component  

1−−∇= npη . (33) 

 
The coupling routine consists of several steps: 

(1) The DEM solver calculates the particles 
positions and velocities. 

(2) The particles positions and velocities are 
passed to the CFD solver. 

(3) A first fluid flow field is calculated. 
(4) For each particle, the corresponding cells in the 

CFD mesh are determined. 
(5) Particle velocity is corrected in those cells 

covered by the particle. 
(6) The fluid forces acting on each particle are 

calculated and sent to the DEM solver and 
used within the next time step. 

(7) The flow field is corrected to be divergence 
free. 

(8) Additional equations such as species 
concentration can optionally be evaluated. 

(9) The routine is repeated from (1). 
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CFD-DEM solver 
The method presented here treats the fluid and particle 
calculations in two strictly separated codes. This allows 
for taking advantage of independent code development 
on either side. 
The interaction is realised by exchange fields being 
evaluated in a predefined time interval, where the codes 
work in a sequential manner. Both the CFD and the 
DEM code do their calculations in parallel using 
Message Passing Interface (MPI) parallelisation. Also 
data exchange between the codes is realised using MPI 
functionality. 
The CFD-DEM approach described above was 
implemented within an open source environment. The 
DEM simulations are conducted by the DEM code 
LIGGGHTS (LIGGGHTS, 2011) and the CFD 
simulations are conducted by a solver realised within 
the open source framework of OpenFOAM® 
(OpenCFD Ltd., 2009). The coupling routines are 
collected in library providing a modular framework for 
CFD-DEM coupling with the C++ codes LIGGGHTS 
and OpenFOAM®. Both, a selection of coupling 
routines as well as example solvers are provided at a 
dedicated web page maintained by the authors 
(www.cfdem.com). 

RESULTS 
In this section the CFD-DEM model approaches “A” 
and “B” described in the previous sections are applied 
to a selection of test cases. 

Single spout fluid bed 
This test case was originally investigated by Link et al. 
(2005) and has been excessively investigated during the 
recent years, e.g. Buijtenen et al. (2011). It is therefore 
an ideal candidate for checking the CFD-DEM 
framework using approach A, described in this paper. 
For volume fraction calculation the “divided” approach 
was used. The fluid particle momentum exchange is 
calculated applying the drag correlation of Koch and 
Hill (2001). 

Geometry 

The geometry of the single spout fluidized bed is 
depicted in Fig. 2, the Numerical settings are listed in 
Table 1. 

 

Figure 2: Sketch of the pseudo 2-D spout fluidized bed 
geometry. 

Table 1: Numerical settings. 

Property Value Unit 

xN  29 - 

yN  2 - 

zN  250 - 

endt  20 s 

pN  2.45e4 - 

Material properties 

The physical and model parameters of the glass beads 
and the fluid are given in Table 2. 

Table 2: Material properties / boundary conditions. 

Property Value Unit 
material glass/air - 

pd  3.0 mm 

fρ  1 kg/m3 

pρ  2505 kg/m3 

fν  1.8e-5 m2/s 

ppe −  0.97 - 

wpe −  0.97 - 

pp−μ  0.1 - 

wp−μ  0.1 - 

ubg 1.5 m/s 

usp 30 m/s 
Where e denotes the coefficient of restitution for particle-
particle and particle-wall contact. Accordingly, μ  denotes 

the coefficient of friction. 
 
In Figure 3 the time averaged vertical flux of the 
granular phase at z=0.13 is depicted. The results 
obtained with the model presented in this paper are in 
very good accordance to data published by Link et al. 
(2005). Both simulation results slightly differ from 
experimental data. 

 

Figure 3: Vertical time averaged flux at z=0.13. Results 
compared to simulation and experimental data achieved by 

Link et al. 2005. 
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Settling of two discs 
In this test case the detailed motion and the flow around 
of two settling disks is calculated using the CFD-DEM 
framework (approach B). In literature (Patankar et al. 
(2000)) three states have been defined, namely drafting, 
kissing and tumbling. The computational domain is a 
2D box with 2 x 6 cm and fixed wall boundary 
conditions. Material properties and particle staring 
positions 

px  are set according to Table 3. 

Table 3: Material properties. 

Property Value Unit 

pd  0.25 cm 

pρ  1.5 g/cm3 

fρ  1 g/cm3 

fν  0.1 cm2/s 

p1x  (1, 4.5) cm 

p2x  (1, 5) cm 

g  (0, 981) cm2/s 

 
In Figure 4 this behaviour and the fluid flow is 
illustrated. Fig. 5 and 6 show the position of the two 
particles (y-direction) as well as the settling velocities. 
First, the two particles settle without influencing each 
other. As soon as the following particle reaches the 
wake of the leading particle, it accelerates (drafting). At 
t ~ 0.15s, the two particles collide (kissing). Until this 
point the behaviour of the particles is predictable, only 
in the last stadium, the so called tumbling, a strict 
prediction is not possible.  
 

 

Figure 4: Drafting (left), kissing (middle), tumbling (right), 
appellation according to Patankar et al. (2000). 

 

 

Figure 5: Simulated y-position of two settling discs, 
compared to data from Glowinski et al. (2000). 

 

 

Figure 6: Simulated y-velocity of two settling discs, 
compared to data from Glowinski et al. (2000). 

 

Floatation 
Mineral froth flotation is a widely used method for 
beneficiation of primary as well as secondary resources. 
Flotation is a physico-chemical separation process 
where surface chemical properties of suspended bubbles 
and particles are exploited to generate bubble-particle 
aggregates. Stable aggregates rise to the surface of the 
flotation cell or column and the target mineral can be 
recovered from the froth concentrate. The study of 
bubble-particle interaction forms the very basis of 
flotation science and research, as kinetics at this scale 
determine flotation efficiency. Momentum coupling and 
unification of physical and chemical forces are key parts 
of detailed modelling of bubble-particle interaction. 
(Wierink and Heiskanen, 2010a; Wierink and 
Heiskanen, 2010b) In this section we show that this can 
be achieved using the CFDEM modelling framework.  
 After sufficient contact time between bubble and 
particle, attachment forces can cause film rupture and 
three-phase contact to form (Dobby and Finch, 1987; 
Schulze, 1983). The main attachment forces are the 
capillary and hydrodynamic forces and can be evaluated 
based on physic-chemical properties of the system, such 
as surface tension and contact angle (see Fig. 1) 
(Schulze, 1983). 
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Figure 7: A spherical particle attached to a gas-liquid 
interface, with contact angle θ and particle radius rp (after 

Schulze, 1983). 

The preliminary results of simulation of bubble-particle 
interaction using CFDEM is shown in Fig. 8.  The 
model approach A, extended for two phase flow 
(Volume of Fluid method) is used. The contact angle is 
66°, surface tension is 70 mN/m, particle density and 
diameter are 3000 kg/m3 and 100 μm, respectively. The 
results show that computation of detailed three-phase 
interaction is feasible with the CFD-DEM approach. 
The structure of the attachment forces may be 
improved, however, the modelling framework proves 
stable and to yield promising first results. 

 

Figure 8: 1mm air bubble rising in water with 1000 particles 
of 100µm (clipped at the bubble centre), Tree phase, 4-way 
coupled flow including three phase contact model (particle-

gas-water). 

CONCLUSION 
The diversity of fluid-granular processes demands a 
variety of different solution techniques to picture them 
by means of numerical simulations. The flexible and 
modular approach of the CFD-DEM framework 
(CFDEM (2011)) presented in this paper allows its 
application to a wide range of problems. First validation 
cases give very promising results. Due to the underlying 
codes for the CFD and DEM calculations the coupling 
can be run in parallel on distributed memory clusters. 
Further validation work as well as model development 
is planned by the authors. A basic version of the 
coupling framework presented here is available for 
download. 
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ABSTRACT 
A new method for predicting erosion rate involves 
measuring the profile of a cylindrical surface before and 
after erosion, generating erosion rate data for impact 
angles from 0° to 90° in a single experiment. An 
empirical equation is then fitted to the data and used in 
CFD models for erosion rate prediction. In the current 
work this method was used to produce an erosion rate 
model for coarse sand in air, impacting an aluminium 
surface. The model was then used to predict erosion 
rates on a geometrically different experimental system - 
a flat plate with central hole. The erosion model predicts 
initial erosion rates within 50% of experiment, while 
later erosion rates are predicted to within 25%. It is 
postulated that the erosion incubation period is affecting 
initial accuracy, and that if this effect is taken into 
account then predicted erosion rates would fall to even 
lower levels. 

Keywords: erosion, incubation, erosion modelling, cylinder, 
flat plate, CFD.  

 

NOMENCLATURE 
Greek Symbols 
α particle impact angle, [radian]. 
β cylinder angle, [radian]. 
ε Turbulence energy dissipation rate, [m2/s3]. 
φ Empirical angle in Eq. (4), [radian]. 
µ viscosity, [kg.m/s2]. 
θ approach angle, [radian]. 
ρ gas density, [kg/m3]. 
ρsurf  density of surface material, [kg/m3]. 
ρp particle density, [kg/m3]. 
σk Turbulent Prandtl number for k, [ - ]. 
σε Turbulent Prandtl number for ε, [ - ]. 
 
Latin Symbols 
a empirical coefficient in Eq. (4), [ - ]. 
A area, [m2]. 
b empirical coefficient in Eq. (4), [ - ]. 
C1 coefficient in k-ε turbulence model, [ - ]. 

C2 coefficient in k-ε turbulence model, [ - ]. 
Cµ coefficient in k-ε turbulence model, [ - ]. 
CD drag coefficient, [ - ]. 
d particle diameter, [m]. 
dN N% of solid material is smaller than dN [m]. 
D pipe diameter, [m]. 
e erosion rate, [kg surface/kg impact]. 
E erosion rate density, [kg surface/m2/s]. 
EL linear erosion rate, [m/s]. 
f(α) wear function, [ - ]. 
FB particle force due to buoyancy, [kg.m2/s2]. 
FD particle force due to drag, [kg.m2/s2]. 
g acceleration due to gravity, [m2/s]. 
G0 bulk mass flow rate of particles, [kg/s]. 
k kinetic energy of turbulence, [m2/s2]. 
K empirical coefficient in Eq. (1), [ - ]. 
m&  mass impact rate of particles, [kg/m2/s]. 
mp particle mass, [kg]. 
n empirical coefficient in Eq. (1), [ - ]. 
p pressure, [N/m2]. 
PVF   particle volume fraction, [ - ]. 
r radius, [m]. 
Re Reynolds number, [ - ]. 
Stk Stokes number, [ - ]. 
t time, [s]. 
u gas velocity, [m/s]. 
u′′′′ fluctuating component of gas velocity, [m/s]. 
U particle impact velocity, [m/s]. 
U0 gas bulk (or approach) velocity, [m/s]. 
US gas/particle slip velocity, [m/s]. 
vp particle velocity, [m/s]. 
w empirical coefficient in Eq. (4), [ - ]. 
x empirical coefficient in Eq. (4), [ - ]. 
y empirical coefficient in Eq. (4), [ - ]. 
z empirical coefficient in Eq. (4), [ - ]. 

INTRODUCTION 
Erosion causes significant damage in a wide variety of 
engineering and process equipment, and can lead to 
catastrophic failure of components if susceptible 
equipment is not regularly monitored and maintained. In 
the oil and gas industry the production of sand in gas 
wells is a case in point. Despite the prevalence of sand 
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screens, finer sand passes into the well base pipe and 
causes erosion in components on the surface (McLaury 
et al., 2000). Furthermore, the screens themselves can 
fail due to erosion by the formation sand, leading to 
even higher levels of coarse sand production (Arukhe et 
al., 2005). In the down well environment it is very 
difficult to monitor the existence and degree of erosion. 
Consequently, gas wells tend to be conservatively 
designed to reduce the likelihood of failure by erosion.  
 
Failure by erosion could be avoided if a reliable method 
for predicting erosion life was available. Development 
of erosion models has been going on since at least 1960 
when Finnie (Finnie, 1960) proposed an empirical 
equation for predicting the rate of erosive wear caused 
by particles impacting a ductile surface. Finnie’s 
equation had the form 

)(αfUK
m

E
e n==

&
 (1) 

where e is the erosion rate, E is the erosion rate density, 
m&  is the local mass rate of impacting particles on a 
surface, K is a scaling coefficient, U is the impact 
velocity, n is the impact velocity power law coefficient 
that typically varies between 1.8 and 2.3 for ductile 
materials (Lester et al., 2010), and f(α) is the 
dimensionless wear function that describes the impact 
angle effect of wear rate. 
 
Eq. (1) shows that wear rate is primarily influenced by 
the impact velocity and impact angle of the striking 
particle. Other factors relating to the physical properties 
of the particle and surface are embodied in the empirical 
coefficients of the equation, and so a new set of 
coefficients must be determined for each particle/surface 
pair. 
 
Since Finnie’s work, thousands of papers have been 
published attempting to reliably quantify erosion rate. In 
1995 Meng and Ludema presented an exhaustive review 
of the work to that time (Meng and Ludema, 1995). 
They found that, of more than 5000 papers reviewed, 
over 300 equations for predicting erosive wear had been 
proposed, made up of over 100 different particle and 
surface properties. They concluded that models 
attempting to predict wear from a theoretical basis were 
generally less reliable than empirical models such as that 
of Finnie (Finnie, 1960). However, the empirical models 
were only valid within the range of operation that they 
had been developed.  
 
An empirical model requires a mathematical function 
that can represent typical erosion behaviour, and a set of 
experimental data to fit that mathematical function to. 
Equation (1) for instance has two empirical coefficients 
that can be adjusted to fit the equation to a set of data.  
 
To generate a set of erosion rate data for a particular 
particle/surface pair it is necessary to accurately 
measure erosion rate for a known particle impact 
velocity and impact angle. Traditionally this task was 
performed using many combinations of impact velocity 
and angle, by, for example, bombarding a flat plate with 

a particle stream at different approach angles (Kleis and 
Kulu, 2008). This approach is time consuming and 
limits data sets to a relatively few specific points. 
 
Recently at CSIRO’s laboratories in Melbourne, 
Australia, Lester (Lester et al., 2010) developed a 
method of generating erosion rate data at multiple 
combinations of impact velocity and impact angle in a 
single experiment. The method involves bombarding a 
cylindrical surface with particles, thus ensuring impact 
angles vary depending on where on the surface the 
erosion is taking place. Using this method, Lester was 
able to predict erosion on a cylindrical surface at a 
velocity intermediate to the two velocities at which the 
erosion rate data were derived with an accuracy of up to 
±1%. These predicted values are in stark contrast to 
others in the literature which are often an order of 
magnitude away from measured values, especially for 
complex geometries (Wallace et al., 2004). However, 
Lester’s method has not yet been tested in predicting 
erosion rate in a geometry different to that used in the 
erosion rate data experiment. 
 
In this paper CSIRO’s methodology (Lester et al., 2010) 
was used to generate an erosion model to predict the 
erosion of an aluminium surface impacted with sand. 
Experimental measurements of erosion rate were then 
taken on a geometrically different system – a flat 
aluminium plate with a single central hole – and the 
erosion model then used to predict erosion in this 
different system. Comparisons between measured and 
predicted erosion rates are made, and their implications 
discussed. 

METHODOLOGY 

Approach 
The aim of the current work is to apply Lester’s 
approach for quantifying erosion rate to a geometrically 
different system, as might be encountered in an 
industrial problem. The tasks to accomplish this aim are 
outlined here. 
 
• Generate erosion rate data by impacting an 

aluminium cylinder in cross-flow with silica sand 
particles at three different nominal velocities: 30, 60 
and 80 m/s. Perform these experiments using the 
techniques of Lester et al. (2010). 

• Create an erosion sub-model by fitting a 
mathematical function to the erosion rate data. The 
sub-model can then be used in calculations within a 
CFD framework. 

• Predict erosion rates in a different geometry, in this 
case an aluminium plate with a single bevelled hole 
in its centre, impacted with silica sand suspended in 
air, at a nominal velocity of 80 m/s. Use CFD in 
conjunction with the erosion sub-model. 

• Experimentally measure erosion on the plate in the 
aluminium plate-with-hole experiment. 

• Compare and contrast the predicted and measured 
erosion rates for the plate-with-hole experiment. 
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Generation of Erosion Rate Data  
Surface erosion is caused by the impact of particles, and 
the degree of erosion has been shown to primarily be 
caused by the local impact velocity, U, and impact 
angle, α. As a particle strikes a surface it will generally 
do so at a different velocity and angle to that of the 
approaching fluid, so that U ≠ U0, α ≠ θ (Figure 1). This 
is because the local curvature of fluid streamlines 
approaching the surface can affect the path of the solid 
particle.  

streamlines

U

Particle
path

U0

Surface  

Figure 1: Particle impacting a surface, general case. 

mass flow of particles = G0

Gas approach
velocity = U0

U

P

O

 

Figure 2: Particle impacting a cylindrical surface, general 
case. 

Earlier methods of generating erosion rate data involved 
impacting a flat surface with particles approaching from 
a given angle, and so required many experiments to give 
a comprehensive data set. The approach of Lester 
(Lester et al., 2010) dramatically reduces the number of 
experiments required to generate a data set by impacting 
a cylindrical, rather than a flat surface. Figure 2 shows 
how the impact angle varies depending on the location 
of the impact point, P, on the cylindrical surface. 
 
To generate a set of erosion rate data for silica sand 
impacting aluminium, a cylindrical aluminium sample 
was positioned in cross-flow in a wind tunnel seeded 
with silica sand. The cylinder was exposed to a known 
quantity of silica sand suspended in air travelling at a 
nominal velocity of 80 m/s. The profile of the cylinder 
was measured before and after the experiment, thus 
giving a linear erosion rate, EL, as a function of cylinder 
angle, β, as defined in Figure 2. 

In the most general case there is no simple way to 
determine the impact velocity and impact angle 
occurring for a given location on the cylinder, and so in 
Lester’s work CFD is used to determine these values. 
However, the sand used in the current work was a 
relatively coarse silica sand with d10 = 150 µm, d50 = 
223 µm, and d90 = 350 µm (where 10 wt% of the sample 
is less than or equal to d10, and so on). For particles of 
this size suspended in air the Stokes number of the 
system is expected to be much greater than 1, meaning 
that the particle path is not affected by the fluid 
streamlines around the cylinder and α = θ = π/2 - β, 
U = U0 (Figure 3). Therefore the impact velocity and 
impact angle is known at any location on the cylinder 
surface, and can be directly associated with the linear 
erosion rate there. 
 

Surface

streamlines

=

U0

U =
U 0

Particle
path

Stk >> O(1)

Gas approach
velocity = U0

U

P

O

 

Figure 3: Particle impacts for Stk >> O(1). 

By further assuming a uniform distribution of sand in 
the apparatus, the local average particle impact rate, m& , 
can be calculated under these conditions as 

β
π

cos
4

2
0

D

G
m =&  (2) 

where G0 is the overall mass flow rate of sand through 
the pipe, and D is the pipe diameter. The erosion rate 
can then be directly determined from the linear erosion 
rate so that  

m

E

m

E
e

Lsurf

&&

ρ
==  (3) 

where ρsurf is the density of the surface material, in this 
case aluminium with density 2700 kg/m3. 

Creation of an Empirical Erosion Sub-Model 
Creation of an empirical erosion sub-model involves the 
fitting of a mathematical function to experimentally 
generated erosion rate data. The commonly used form of 
the mathematical function was shown in Eq. (1) and was 
first used by Finnie (Finnie, 1960). More recently, Chen 
proposed using Finnie’s equation with the wear function 
shown in Eq. (4) (Chen et al., 2004). This wear function 
fits the current erosion rate data with reasonable 
accuracy.  
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In Eq. (4) a, b, w, x, y, z and φ are all coefficients that 
can be adjusted to attain a good fit to the erosion rate 
data set. 



C. B. Solnordal, C. Y. Wong  

4 

EXPERIMENTAL APPARATUS 
The experimental apparatus used in the current work 
was a purpose-built wind tunnel that allowed seeding of 
the air flow with silica sand. The same tunnel was used 
for both generation of the erosion rate data set (using a 
cylindrical sample) and for measurement of erosion on 
the new geometry (using the aluminium plate with a 
central hole).  
 
The apparatus consisted of an open-circuit wind tunnel 
driven by a 75 kW blower, with a circular cross-section 
of  diameter 101 mm (4”), see Figure 4. The wind tunnel 
had three main legs: an initial horizontal leg in which 
particulate material could be presented to the flow; a 
vertical test section which allowed the particulates to 
distribute evenly in the tunnel, and then a horizontal 
return leg to a cyclone and bag house for particle 
collection. The cleaned air then returned to atmosphere. 
 

Cyclone

Hopper

Screw
feeder

Test section
(cylinder or
flat plate)

Pipe
(  = 101 mm)DU0

25
D

Air and sand

Air
from

blower

Air/fines to
bag house

 

Figure 4: Experimental apparatus. 

To ensure an even distribution of particles in the test 
section, the test plate was located approximately 25 
diameters downstream of the initial elbow. Laser 
Doppler anemometer experiments by Kuan showed that 
a distance of 9D was required to produce a uniform field 
of 100 µm particles downstream of a 90° bend (Kuan et 
al., 2007), so 25D was expected to be adequate for the 
current work. Observation of erosion patterns for 
samples located centrally in the tunnel showed a 
symmetrical distribution, thus confirming the uniform 
presentation of particulates.   
 
The cylinder used for generating the erosion rate data set 
had a diameter of 10 mm and was 50 mm long. The test 
plate consisted of a single rectangular aluminium plate, 
56 mm long × 24 mm wide × 2 mm thick, with a central 
8 mm diameter hole. The hole had a slightly bevelled 
edge that was thought to contribute significantly to the 
erosion rate around the hole.  Both samples were made 
from aluminium at 98.4% purity. 

EXPERIMENTAL PROCEDURE 
Prior to the flat plate experiment, the surface profile of 
the test plate was accurately measured using a Sheffield 
Discovery II D-8 Coordinate Measurement Machine 
(CMM). The CMM has a measurement uncertainty of 
±1 µm and each measurement point has a spatial 
repeatability of ±5 µm.  The spatial repeatability of each 
point was obtained over 4 measurement runs with the 
sample removed and re-positioned after each run 
sequence.  Measurements were taken after the sample 
had been equilibrated in a temperature-controlled room 
(22°C) after several hours to avoid any thermal 
expansion effects. 
 
The aluminium test plate was then mounted with its flat 
face normal to the gas stream in the test section of the 
pipe erosion rig (Figure 4). The blower was used to 
provide a steady air velocity through the rig of 80 m/s, 
while the flow was laden with silica sand. A total of 
100 kg of sand was run through the rig at a nominal rate 
of 0.030 kg/s, giving a mean particle volume fraction of 
1.73 × 10-5. Thus the sand stream was very dilute and 
particle-particle interaction was expected to be minimal. 
 
The test plate was once again positioned in the CMM 
for surface profile analysis after 50 kg and then after 
100 kg of sand had passed through the equipment. The 
measured surface profiles were then compared to that 
predicted using the CFD model. 

MATHEMATICAL MODEL 
The erosion sub-model Eq. (1), in combination with 
Chen’s wear function Eq. (4) (Chen et al., 2004), was 
incorporated into a CFD framework to allow simulation 
of the flow around the experimental plate, and hence 
prediction of the erosion rate on the plate. The 
simulation was performed using the commercial 
software ANSYS CFX-12, which solves the Reynolds 
averaged Navier-Stokes equations. The model used an 
isothermal, steady state, single phase Eulerian 
simulation to represent the air flow, while simulation of 
sand particles was performed using Lagrangian particle 
tracking techniques. 

Eulerian Equations 
The air flow field was determined by solving the 
Reynolds averaged Navier-Stokes equations for air 
(ANSYS, 2009) Eqs. (5) and (6). 

( ) ( ) 0=⋅∇+
∂
∂

uρρ
t

 (5) 

( ) ( )

( )( ) g

p
t

ρρµ

ρρ

+′′+∇⋅∇

+−∇=⋅∇+
∂
∂

uuu

uuu
 (6) 

All source terms of momentum (apart from buoyancy, 
denoted by the term ρ g) were neglected. 
 
The presence of Reynolds stress terms on the right hand 
side of Eq. (6) mean that the above equations are not 
closed. To obtain values for the Reynolds stress terms 
and close the equation set the standard k-ε turbulence 
model was used (Launder and Spalding, 1974), with 
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constants given as C1 = 1.44; C2 = 1.92; σk = 1.0; σε = 
1.3; Cµ = 0.09 (Launder and Sharma, 1977). 

Lagrangian equations 
The distribution of sand impacting the test piece was 
estimated using the Lagrangian particle tracking 
technique as a post-processing step. This was possible as 
the dilute sand stream was found to have a negligible 
effect on the gas distribution through the system, so one 
way coupling between gas and solids was adequate. The 
starting position of representative sand tracks was 
specified to be randomly distributed over a small patch 
of the flow inlet, and the path these particles took 
through the air was determined by performing a force 
balance on each particle, Eq. (7). 

( )gdUUAC

FF
dt

dv
m

ppSSD

BD
p

p

ρρπρ −+=

+=

3

62

1
 (7) 

In Eq. (7) the drag and buoyancy on the particle are 
represented by FD and FB respectively, and their values 
are expanded out on the right hand side of the equation. 
The drag coefficient, CD, was determined using the 
correlation of Schiller and Naumann (Schiller and 
Naumann, 1933), as constrained by ANSYS (ANSYS, 
2009), Eq. (8). 

( ) 






 += 44.0,Re15.01
Re

24
max 687.0

DC  (8) 

Eq. (7) was solved analytically for vP. From this, the 
particle displacement was determined from integration 
of vP with respect to t. Further details of these equations 
are given by ANSYS (ANSYS, 2009). 
 
The effect of gas turbulence on the paths of particles 
was investigated and found to be insignificant for the 
coarse sand used in the current work. 

Geometry, Mesh and Boundary Conditions 

The experimental apparatus was modelled as a 90° 
segment of the pipe, utilizing both longitudinal 
symmetry planes to reduce computational effort. The 
geometry extended 15 pipe diameters both upstream and 
downstream of the test piece (Figure 5 (a)). A 
hexahedral mesh was imposed on the geometry, with 
substantial mesh refinement around the plate to allow 
high resolution of erosion rates to be predicted on the 
plate surface. A total of approximately 567,000 mesh 
elements were used. Figure 5 (c) and (d) shows the 
surface mesh on the aluminium plate. Detail around the 
central hole shows that its bevelled edge is captured in 
the geometry.  
 
The model had a simple set of boundary conditions. A 
single inlet was modelled using a Dirichlet boundary 
(constant normal inlet velocity equal to 80 m/s, with 
moderate turbulence parameters corresponding to a 
turbulence intensity of 5%). The downstream outlet was 
modelled using a constant pressure condition equal to 
atmospheric pressure. All walls were modelled as no-
slip boundaries with mesh refinement near their surface.  
 

(a) (b)

(c)

(d)

(e)

Inlet

Outlet

Support and
plate

15 D
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Support

Centreline

Symmetry plane Symmetry plane

Plate
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Hole

r = 4 mm

Pipe radius - 50.5 mm Inlet - air
              and sand

Inlet - air only

Support

Support
Flow upwards
from inlet

Plate

 

Figure 5: CFD model geometry and surface mesh. 

Calculation Details 
Calculation of the gas flow was very stable and 
converged in approximately 150 iterations. Simulation 
of the sand distribution was performed using 106 particle 
tracks to ensure a uniform impact distribution on the 
plate. The cumulative impact rate, impact velocity and 
impact angle of each track was summed for each mesh 
element on the plate surface, and these data used in 
conjunction with Eqs. (1) and (4) to determine the 
erosion rate on the plate.  

RESULTS 

Erosion Model 
Having measured the erosion loss of the cylindrical 
sample under nominal bulk flow conditions 
corresponding to U0 = 80, 60 and 30 m/s, the linear 
erosion rates for these three conditions are shown in 
Figure 6 (a). Note the high resolution of the data, with 
data points present at approximately 0.5° intervals 
around the cylinder.  
 
Using the transformation equations Eq. (2) and (3), the 
data were re-cast to give erosion rates as a function of 
particle impact angle, for each of three impact 
velocities. These data are shown in Figure 6 (b).  



C. B. Solnordal, C. Y. Wong  

6 

Specific erosion rate, Garfield Sand vs Alumin

0.00000

0.00002

0.00004

0.00006

0.00008

0.00010

0.00012

0.00014

0 10 20 30 40 50 60 70 80 90
Theta ( = 90 - beta ) (degrees)

E
ro

si
o

n
ra

te
(k

g
er

o
d

ed
su

rf
ac

e
/

kg
im

p
ac

ti
n

g
sa

n
d

)
e 

(k
g 

er
od

ed
/k

g 
im

pa
ct

in
g)

Impact angle,    (degrees)

U = 80 m/s

(b)

U = 60 m/s

Eq. (1)

Eq. (1)

Eq. (1)

U = 30 m/s

Al

0

0.05

0.1

0.15

0.2

0.25

0 10 20 30 40 50 60 70 80 90

Cylinder angle (degrees)

E
ro

si
on

ra
te

(m
ic

ro
n

/s
)

U  G0 0 = 80 m/s;  = 0.0487 kg/s

U G0 0 = 60 m/s;  = 0.0333 kg/s

U G0 0 = 30 m/s;  = 0.0361 kg/s

Li
ne

ar
 E

ro
si

on
 R

at
e,

 
 (

   
m

/s
)

E
L

Cylinder angle,    (degrees)

(a)

 

Figure 6: (a) Raw data set for linear erosion rate of aluminium 
by silica sand. (b) Reduced data showing erosion sub-model 

equation fit (Eq. (1) and (4)). 

Table 1: Best-fit coefficients for erosion sub-model using 
Eqs. (1) and (4). 

coefficient value coefficient value 
K 5.04 × 10-9 x 0.4 
n 2.3 y -0.9 
a -7 z 1.556 
b 5.45 ϕ 0.4014 radian 
w -3.4   ( = 23°) 

 
The erosion sub-model represented by Eqs. (1) and (4) 
was then fitted to the experimental data set, giving a best 
fit curve shown as a solid line in Figure 6 (b). Note that 
the same set of empirical coefficients fits the data at all 
three impact velocities, suggesting that the sub-model 
should be applicable for all impact velocities between 
30 and 80 m/s. The best-fit coefficients for the model 
are shown in Table 1, with α and ϕ in Eq. (4) are 
expressed in radians. 

CFD prediction 
Incorporating the erosion sub-model into the CFD 
model of the flat plate experiment, it was possible to 
predict the erosion rate on the flat plate surface.  Results 

for the CFD simulation are shown in Figure 7 and 
Figure 8. 
 
Figure 7 shows the speed and velocity distribution 
around the plate and through the central hole. The speed 
increases to approximately 180 m/s as it accelerates 
through the hole, while the bluff plate has recirculation 
zones formed behind it, as expected. Figure 8 (a) 
demonstrates the predicted paths of sand particles using 
the Lagrangian tracking approach. The model predicts 
the vast majority of the sand particles impacting the 
plate at 80 m/s, and at an angle at or close to 90°.  

(b)

(a)
Speed

 

Figure 7: CFD prediction of (a) speed distribution, and (b) 
velocity distribution, around flat plate. 

Tracks that hit the bevelled edge of the hole deflect 
towards a central point, while tracks that miss the plate 
entirely pass straight through the hole or around the 
plate.  
 
The erosion distribution on the plate and around the 
central hole is shown (with surface grid) in Figure 8 (b), 
and then in close-up in Figure 8 (c). While there are 
some fluctuations in the predicted intensity of erosion 
rate, generally the distribution is shown to be 
axisymmetric around the hole centreline. 
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(b)

(c)

(a)

 

Figure 8: CFD prediction of (a) sand particle tracks impacting 
flat plate; (b) erosion rate distribution on flat plate; (c) erosion 

rate around hole. 

Comparison of Experimental and Predicted 
Erosion Profile  
Figure 9 shows the experimentally measured surface 
profiles of the plate before the experiment, and then 
after 50 kg and then 100 kg of sand have been passed 

through the experimental erosion rig (points in Figure 
9). The bevelled edge is shown in the pre-erosion state, 
and it is clear that as the surface is eroded, the bevelled 
edge becomes rounded. 
 
Figure 9 also shows the surface profiles predicted using 
the CFD model. These profiles are determined from the 
predicted erosion rate data in units M.L-2.T-1 (Figure 
8 (b), (c)) divided by the density of the plate surface 
material, giving a linear erosion rate in units L.T-1. The 
linear erosion rate is used to calculate the new plate 
surface a given time after the erosion commences, 
assuming the erosion takes place perpendicular to the 
existing surface. 
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Figure 9: Experimental measurement of hole profile, together 
with CFD prediction (solid lines). 

DISCUSSION 

Accuracy of the Model Predictions 
As shown in Figure 9, the CFD model over-predicts the 
rate of erosion on the flat part of the test plate, while 
slightly under-predicting the erosion rate on the bevelled 
edge. Regarding the flat surface of the plate, the profiles 
after 50 kg of impacting material and 100 kg of 
impacting material are both over-predicted by 
approximately the same amount numerically, suggesting 
that there is error in predicting the initial rate of erosion. 
It is known that erosion mechanisms typically have an 
incubation period, during which impacting material 
roughens and work hardens the surface, but no surface 
material is yet ejected (McCabe et al., 1985). The 
computer model does not currently take into account this 
incubation period. It is recommended that a method of 
allowing for incubation be incorporated into the model, 
and that further experimental observations be made to 
allow investigation of the model’s accuracy without 
incubation as a confounding variable.  
 
The discrepancy on the bevelled edge arises from the 
method used to calculate the surface location. The 
calculation of the surface profile assumes erosion always 
takes place perpendicular to the surface (Figure 10 (a)), 
however the experimental data shows a rounding of the 
edge of the hole as it is eroded away (Figure 10 (b)).  
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Figure 10: Schematic representation of erosion of sharp edge. 

This is probably due to wear being caused by a 
combined effect of erosion from both surfaces that make 
up the edge, so the erosion rate at the edge is 
accentuated and the profile becomes smooth. The CFD 
model does not account for this behaviour, and so the 
edge is predicted to remain sharp. 
 
The accuracy of the model prediction for the 50 kg 
impact profile on the flat surface is approximately 50%, 
while that of the 100 kg impact profile is 25%. If the 
incubation time is taken into account, it appears that the 
accuracy of this second profile would be substantially 
improved. However, even without incubation 
adjustments, the current results both compare favourably 
to those generated by others in the literature, where a 
40% agreement is considered excellent (Zhang et al., 
2007) and anything within an order of magnitude is 
considered acceptable (McCasland et al., 2004). 
 
The most accurate result shown in previous literature 
that could be found was that of Lester (Lester et al., 
2010) who achieved an accuracy from their model of 
between 1 and 10%. Lester’s work generated erosion 
rate data on a cylinder impacted by a sand/water slurry 
in cross-flow at velocities of 2.5 and 4.5 m/s. They then 
used their erosion rate model to predict erosion on the 
same cylinder at the intermediate velocity of 3.6 m/s. 
The excellent accuracy they achieved is believed to be 
due to their use of the same geometry for all the work. In 
contrast, the current work intentionally used a different 
geometrical configuration to test the erosion model’s 
accuracy. This is an important point, since Lester’s 
method of generating the erosion rate data using a 
cylinder is efficient and accurate, but most engineering 
applications will have a different geometry to a cylinder 
in cross-flow. It is recommended that even more 
complex geometries be investigated in the future to test 
the accuracy of any given model. 

Stokes Number assumption 
One of the key assumptions in the model as presented 
here was that the Stokes number of the flow was 
substantially larger than one. This assumption allowed 
the use of Eqs. (2) and (3) to simplify the impact rate, 
impact angle and impact velocity relationships. To test 
this assumption a simple CFD simulation was performed 
using a two-dimensional slice model of the cylinder in 
cross-flow. The simulation was set up with similar 
conditions to that of the test plate CFD model, and sand 
particles tracked through the solution using a variety of 
particle sizes. The results are shown in Figure 11 for 

particle sizes ranging from 1 µm up to 20 µm in 
diameter. 
 
As expected, the 1 µm particles follow the streamlines 
of the air and do not impact the cylinder at all. For the 5, 
10 and 15 µm particles there is a decreasing effect of air 
on the particle paths as the Stokes number increases. 
Using 20 µm particles, the particle paths are unaffected 
by the gas streamlines around the cylinder, and impact 
the surface directly. Therefore, the use of the silica sand 
sample in this work, with a d10 of 150 µm, is large 
enough to prevent any Stokes number effects from 
coming into play.   
 

(b)

(d)

(f)

(a)

(c)

(e)

20   m

10   m

15   m

5   m

1   m

 

Figure 11: Two-dimensional CFD analysis of flow around a 
10 mm cylinder, bulk velocity of 80 m/s. (a) velocity field; (b - 

f) paths of 1, 5, 10, 15 and 20 µm sand particles. 

Particle Size Distribution 
As is evident from Eq. (1), the empirical model 
formulation does not explicitly account for the size of 
impacting particles. Therefore, it is desirable that the 
particle sample used in the calibration experiments 
resemble that expected in the environment that is to be 
modelled as closely as possible. For situations with high 
Stokes Number (where the erodent is relatively coarse, 
and suspended in a gas) it is only necessary that the 
calibration material be of a similar size to that expected 
in the environment of interest. However, with fine 
erodents and/or in slurry suspensions, erosion will be 
caused by a range of particle sizes hitting the same 
location at different velocities and angles. In this case it 
is necessary to take into account erosion caused by all 
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particle sizes, and it is necessary to match the entire 
particle size distribution from the environment of 
interest in the calibration experiment. The authors are 
further developing the method to account for such 
situations. 
 
Underlying the methodology is the assumption that the 
same amount of erosion will be caused by a given mass 
of erodent, irrespective of its particle size. This 
assumption could break down in situations where 
geometry is complex and flows recirculate. In this 
situation stratification of different sized particles may 
occur so that erosion is only caused by a specific subset 
of the entire size distribution. Further investigation of 
the current model under complex flow conditions will 
shed light on the extent of this limitation.  

Particle-Particle Interaction 
In the calibration work and environment being 
modelled, the average particle volume fraction (PVF) 
was below 10-4 (Table 2), which is well within the 
accepted “dilute phase” range of PVF < 0.01 (Faeth, 
1987). This is true even when calculating the maximum 
PVF using the CFD model. It was therefore assumed 
that particle-particle interactions are minimal and do not 
affect the erosion rate appreciably. At higher particle 
concentrations it would be necessary to allow for such 
interactions, and further work should be performed to 
determine an upper limit of particle volume fraction for 
the technique.  
 
The very dilute nature of the particle flows also means 
that particle impact conditions at the three velocities 
(30, 60 and 80 m/s) are comparable, despite the 
difference in PVF. 

Table 2: Particle volume fraction for each calibration 
experiment. 

Velocity Mass flow rate Sand particle volume fraction 
  Average Maximum 

30 m/s 0.03 kg/s 4.62 × 10-5 4.90 × 10-5 

60 m/s 0.03 kg/s 2.31 × 10-5  
80 m/s 0.03 kg/s 1.73 × 10-5  

 

Other limitations of the model 
As was the case with Lester’s work (Lester et al., 2010), 
it is important that the generated erosion model be used 
only at impact rates within its range of calibration. As 
shown by Lester, interpolation between calibration 
velocities can yield results of very high accuracy. 
However, it is unknown how accurate results will be 
with extrapolation to velocities beyond the range of 
calibration. 
 
A more accurate equation fit may yield better results. 
The curve-fit of Eqs. (1) and (4) to the data in Figure 
6 (b) is accurate to within approximately ±10% for 
impact angles greater than 25° and at the higher impact 
velocities. At low angles and/or low velocities the errors 
increase. Therefore the accuracy of predictions cannot 
be expected to be better than about ±10%. The number 
of adjustable coefficients in Chen’s equation (Chen et 

al., 2004) is nine, allowing for considerable control over 
the fitted curve, but also making it difficult to achieve an 
optimal fit. A different functional form, or else a 
mathematically rigorous fitting algorithm such as those 
available in Mathematica 7.0 could lead to a better curve 
fit, and hence a more accurate representation of the 
erosion rate calibration data (Lester et al., 2010). 
 
The current curve fit shown in Figure 6 (b) under-
predicts the experimental calibration data for the 
conditions of 80 m/s at 90° by approximately 7%. 
Therefore, a better curve fit would predict a greater 
erosion rate and hence decrease the accuracy of the 
predicted profiles shown in Figure 9. However, once 
incubation effects are included in the model, the overall 
effect of using a better curve fit is expected to be that of 
improved accuracy in predictions. 
 
Finally, predicting the accuracy of the change in surface 
profile will be greatly improved if the surface profile 
was updated in the CFD model. The mesh resolution on 
the surface would need to be higher than that used here 
to get a clearer indication of the profile development 
over time. 

CONCLUSIONS 
An erosion sub-model based on the experimental 
methods of Lester (Lester et al., 2010), in conjunction 
with the mathematical functional form of Chen (Chen et 
al., 2004), was generated for coarse silica sand 
impacting aluminium when suspended in air. The 
erosion sub-model was implemented in a CFD 
framework to investigate the erosion rate on a flat plate 
with central hole. Comparison is made between 
prediction and experiment. 
 
It is found that the erosion sub-model can predict the 
initial erosion rate to within 50%, while later erosion 
rates are predicted to within 25% of experimental data. 
It is postulated that the erosion incubation period is 
affecting the accuracy of the results, and that if this 
effect is taken into account then predicted erosion rates 
will be significantly more accurate. The current work 
shows how this method can be applied to geometries 
different to that used in model calibration, and still 
achieve results of reasonable accuracy. 
 
Future work should involve allowance in the model for 
the erosion incubation period, and investigations of 
more complex geometries relevant to a variety of 
industrial and engineering problems. 
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ABSTRACT 

Subsea pipelines are often insulated in order to keep the 
temperature of the flowing fluids high enough to avoid the 
appearance of hydrates or wax. Sometimes the insulation is 
damaged causing the steel of the pipe to be exposed to the 
cooler surroundings creating a cold spot.  

The heat transfer from such a cold spot is much larger than 
from the insulated pipe. In a shut-down situation this will 
cause the fluid at the cold spot to cool more than the fluid in 
the insulated parts of the pipe. The worst case for the location 
of a cold spot is a section in a horizontal pipe. In case of an 
inclined pipe, the cooled fluid will flow away from the cold 
spot in exchange for warm fluid. In the case of a horizontal 
pipe the cooled fluid will circulate locally due to the natural 
convection arising from the density difference caused by the 
cooling. Such a horizontal pipe with a cold spot has been 
simulated using ANSYS Fluent 12.1.  

Keywords: CFD, natural convection, cold spot.  

 

NOMENCLATURE 

A complete list of symbols used, with dimensions, is 
required. 
 
Greek Symbols 
  Thermal diffusivity, [m/s2]. 
  Thermal expansion coefficient, [1/K]. 

  Mass density, variable [kg/m3]. 

0  Mass density, constant [kg/m3]. 

  Time constant, [s]. 
  Laminar viscosity, [W/(m·K)]. 

eff  Effective viscosity (sum of laminar and 

turbulent), [kg/(m·s)]. 
  Thermal conductivity, [W/(m·K)]. 

eff  Effective thermal conductivity (sum of laminar 

and turbulent), [W/(m·K)]. 
 
 
 
 

Latin Symbols 

pC  Specific heat, [J/(kg·K)]. 

L  Characteristic length, [m]. 
P  Pressure, [Pa]. 
T  Temperature, variable [K]. 

0T  Initial temperature, constant [K].  

U  Characteristic velocity, [m/s]. 
 
u  Velocity, [m/s]. 
 
Pr Prandtl number, [-]. 
Ra Rayleigh number, [-]. 
 

INTRODUCTION 

Subsea pipelines are insulated in order to keep the 
temperature of the flowing fluid(s) high enough to 
avoid the appearance of hydrates or wax during flow 
conditions. Sometimes the insulation is damaged 
causing the steel of the pipe to be exposed to the 
surrounding subsea cold water creating a cold spot. The 
heat transfer from such a cold spot is much larger than 
from the insulated pipe. For a flowing fluid a small cold 
spot is not considered to cause significant problems. In 
a shut-down situation the fluid inside the pipe will be 
stagnant. The same fluid will thus be exposed to large 
heat transfer for an extended time. This will cause the 
fluid inside the cold spot to enter the hydrate or wax 
regime much faster after start of the shut-in than the 
fluid in the insulated sections. 
In this case the heat transfer is governed by natural 
convection, and to our knowledge, there exists no 
engineering correlation that can be used to accurately 
predict the heat transfer rate in this type of geometry. 
Therefore the use of CFD seems to be the only way to 
predict cool down times at shut-in. Mme et al. (2009) 
and Mme (2010) have studied a very similar problem in 
detail. They measured as well as calculated with CFD 
the local temperature decrease due to a cold spot on a 
70 mm diameter pipe at several positions along the pipe 
and at different cross sectional positions. The 
measurements were performed for 3 different 
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inclinations: 2°, 45° and 88°. They found that most heat 
was lost from a cold spot when the pipe was close to 
horizontal. Two other relevant studies that are also cited 
by Mme are Taxy et al. (2004) who used CFD to 
evaluate the impact of cold spots of subsea equipment, 
and Aarnes et al. (2005) who carried out a full scale 
cool down test of a Christmas tree (X-Tree) in order to 

e, representative of a 
ield application, was simulated. 

 

he density difference due to 
temperature is modelled as  

verify the insulation design.  
Our simulations were compared with those 
measurements. Based on the findings from these 
simulations a larger diameter pip
f

MODEL DESCRIPTION 

The governing equations for free convection flow are 
the conservation equations for mass, momentum, and 
energy. The effect of density variation due to 
temperature changes is incorporated through the use of 
the Boussinesq approximation. The density only 
changes with temperature – not with pressure. In 
addition, the density change is small, and considered to 
affect only the momentum balance. In the Boussinesq 
approximation the effect of t

   0 0 0g T T g        (1) 

where the thermal expansion co fficient is defined ae s 
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ified equations are 
shown in Equation (4) through (6). 
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and the cold spot are shown schematically in 
Figure 1. 

 

Physical properties 

The Mme (2010) experiments were performed in a 70 
mm inner diameter steel pipe. The liquid in the pipe was 
water. The cold spot was 3 diameters long and was 
placed near the middle of the pipe. The long end was 
1.25 m and the short end was 0.75 m long. The long end 
was always lower than the cold spot. This will be 
referred to as the downstream side of the cold spot as 
the cold (i.e. heavier) water will flow in that direction. 
All experiments were run at atmospheric conditions. 
The pipe 

 

Short end Long end

Cold spot

Figure 1: Schematic of the experimental pipe with the cold 
spot shown as blue. 

The cold spot was cooled by circulating cold water 
(10 °C) around the pipe. For comparison the cases with 
2° inclination and 40 °C initial temperature difference 
between the cooling water and the water in the test pipe 
were used. The material properties for the water are 
taken from Mme and reproduced in Table 1. 

Table 1: Material properties of water. 

  998 kg/m3 
  1.003·10-3 kg/(m·s) 

  0.6 W/(m·K) 

pC  4182 J/(kg·K) 

  4.53·10-4 1/K 

 
Mme estimated the external heat transfer coefficient to 
3513 W/(m2K). He found that the external heat transfer 
coefficient was hard to determine. Three different 
methods were tried, and the averaged value was chosen. 
The values varied from 3150 to around 4000 W/(m2K). 
No measure of the uncertainty was given. The 
comparison between measurements and simulations will 
be influenced by the uncertainty in the determination of 
the external heat transfer coefficient.  
Even though the velocities in the system will remain 
small, the Rayleigh number defined in Equation (7) is 
typically larger than 109. This indicates that the flow is 
turbulent. 

3g TL
Ra

 



  (7) 

The temperature difference is the difference between 
the bulk liquid temperature and the wall temperature on 
the cold spot. Thus the temperature difference will 
decrease with time as the liquid cools down. 
Mme performed CFD analyses using Fluent 6.3. The 
simulation results using the k-ε-epsilon turbulence 
model and the LES model were compared with the 
experimental data. He found that the LES model 
compared significantly better to the experiments than 
the k-ε-epsilon model. Based on this he recommended 
the use of LES. 

Simulation set-up 

The simulations were performed using ANSYS Fluent 
12.1. Due to the symmetry of the system, only one half 
of the pipe was modelled setting the central plane as a 
symmetry plane. The wall boundary conditions for the 
flow were no-slip. For the insulated parts of the pipes 
the thermal wall conditions were set to heat convection 
through an insulated wall. The wall was modelled as a 
thick wall (steel plus insulation) with heat transfer 
properties resembling an insulated wall. The convection 
setting of ANSYS Fluent was used for the heat transfer 
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of the wall. The outside was set to room temperature. 
Mme had used adiabatic conditions for these walls. The 
two settings were compared for identical cases, and no 
noticeable difference was seen. The thermal wall 
boundary for the cold spot was set using the convection 
setting of ANSYS Fluent. The outside temperature was 
set equal to the cooling water temperature of 10 °C. The 
heat transfer coefficient that had been estimated by 
Mme was used. The wall thickness and thermal material 
properties of the steel wall were given by Mme (2010). 
The LES turbulence model that is available in ANSYS 
Fluent 12.1 was used without modifications of any 
parameters.  
The temperature in the positions where measurements 
were available was monitored as a function of time in 
order to enable comparisons. 

Grid dependency test 

Mme used a uniform hexahedral grid with cell sizes 
3 mm in all directions. This was therefore used as the 
starting point of this study, although it was chosen to 
stretch the grid slightly towards the centres of end 
pipes. The longest grid cells were about twice as long as 
the shortest. The results agreed reasonably well with the 
previous results by Mme. To check for grid 
dependencies, the grid was refined to 2 mm hexahedral 
in the cross section while keeping the longitudinal 
discretisation. The results showed a more rapid cooling 
for the refined grid (see Figure 6). Thus the grid was 
further refined to 1 mm uniform hexahedral grid cells in 
the pipe cross section. This resulted in even more rapid 
cooling. It was assumed that the largest influence of the 
grid was close to the outer boundaries, especially on the 
cold spot. A grid with a boundary layer was therefore 
made. The outmost layer was set to 0.35 mm thickness 
with cells increasing with a growth factor of 1.1 for 15 
cell rows. The inner part of the pipe was meshed with 
maximum 1.75 mm tetrahedral mesh, giving wedge 
shaped 3-dimensional grid elements. The cooling times 
for the two finest meshes were nearly identical, and it 
was thus concluded that a grid independent solution had 
been found. 
The grids are shown in a cross sectional plane in Figure 
2 to Figure 5. 

 

Figure 2 Cross sectional mesh for 3 mm grid size. 

 

 

Figure 3 Cross sectional mesh for 2 mm grid size. 

 

Figure 4 Cross sectional mesh for 1 mm grid size. 

 

Figure 5 Cross sectional mesh with boundary layer and 
tetrahedral core. 

Following the guidelines for solving high Rayleigh 
numbers flow from ANSYS Fluent User’s Guide (2009) 
the time constant of the flow was determined as  

 
2

1/ 2
Pr Ra

L L L

U g TL


 
 


  (8) 

The User’s Guide advice was to set the time step to  

0.15
4

t s


    (9) 

 
The mean temperature for the total volume was used as 
an indicator for the amount of heat removed from the 
system. Figure 6 shows the mean temperature as a 
function of time for the different grids that were used. 
For the coarser grids less heat is removed from the 
system causing a slower cooling process than for the 
fine grids. 
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Figure 6 The mean temperature of the water being cooled in 
the pipe is shown for the four grids tested. 

Mme (2010) reported measurements from 7 positions in 
the pipe. All the reported measurements were taken in 
the longest pipe section which was slightly lower than 
the cold spot. The positions of the measurement points 
are shown in Figure 7. 

 

Figure 7 Positions of measurement points. The cold spot is 
marked in blue. The points are located 1, 2, and 16 diameters 

to the right of the cold spot.  

One set of measurements were taken 1 diameter 
downstream of the cold spot. The measured temperature 
was reported at three cross sectional positions: one in 
the lower part (14 mm above the bottom of the pipe), 
one in the centre, and one in the upper part (12 mm 
below the top of the pipe). 
Figure 8, Figure 9, and Figure 10 show the 
measurement together with the results from the 
simulations. In Mme (2010) the results from the 
simulations were only reported for the central position. 
Fairly good agreement was seen by Mme in his 
simulations for both the k-ε and LES turbulence models. 
The current simulations show that the results for the 
central and high positions are quite close to the 
experimental data for the 3 mm mesh, but that the 
cooling is too fast for the finer meshes.  Obviously the 
results on the finest grid are expected to give the best 
representation of the physical model. The conclusion 
thus is that the model gives faster cooling than the 
experiment. 
For the measurement at the low point (Figure 8) it is 
seen that the measured temperature falls about 10 °C 
almost instantly. The temperature gradient then 
becomes smaller. The results from the 3mm mesh 
simulation has a gradient that is very similar to the 
measurement, but the instant fall is much smaller. The 
finer grid cases give steeper gradients. Generally, it is 
seen that the finer the grid is, the steeper the gradient 
becomes. 
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Figure 8 Comparison of measured and simulated temperatures 
at axial position 1D downstream of the cold spot and cross 
sectional position 0.2D, which is 14 mm above the bottom of 
the pipe. 
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Figure 9 Comparison of measured and simulated temperatures 
at axial position 1D downstream of the cold spot and in the 

cross sectional centre of the pipe. 
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Figure 10 Comparison of measured and simulated 
temperatures at axial position 1D downstream of the cold spot 
and cross sectional position 0.83D, which is 12 mm below the 

downstream of the cated in the 

top of the pipe.  

One measurement was reported at 2 diameters 
cold spot. This is lo

This is in agreement with the more rapid cooling for the 
cases with the fines grids. 

lower part of the pipe. Figure 11 shows the 
measurements 14 mm above the bottom for three 
positions downstream of the cold spot. By comparing 
with the measurements at 1D it is seen that the 
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temperature falls rapidly in all three points, but the 
steepness and size of the fall reduce with distance from 
the cold spot. The gradients after the initial fall are 
comparable. 
Figure 12 shows the measurement and the simulations 
at the 2D position. The results are comparable to those 

he rapid temperature decrease in the low 

at 1D. 
Neither of the simulations was able to capture the 
magnitude of t
point. All the simulations showed a qualitative 
agreement with the measurement, i.e. an abrupt 
temperature decrease followed by a short period with 
very small temperature gradient which in turn increased 
again. 
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Figure 11 Measured temperatures at three positions along the 
pipe. The behaviour is similar but shifted in time. 
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Figure 12 Comparison of measured and simulated 
temperatures at axial position 2D downstream of the cold spot 

reported the pipe 

ture decrease than the 

s at 1 and 2 diameters it is seen that the 

and 14 mm above the bottom of the pipe. 

Near the end of the pipe the measurements were 
at two positions near the bottom of 

and one position near the top. The position was 16 
diameters (1.12 m) downstream of the cold spot. This 
point is thus 13 cm away from the closed end. The 
bottom positions were 14 and 3 mm above the bottom. 
Figure 13 and Figure 14 show the measurements and 
simulations in these two points.  
The simulations for these points showed a better 
agreement with the fast tempera
simulated results at 1 and 2 diameters downstream of 
the cold spot. 

When comparing the simulated results at 16 diameters 
with the result
temperature after 75 seconds is lower at the 
16 diameters position. This differs from the 
measurements which are shown in Figure 11. The cause 
of this was studied in detail and it was found that in the 
simulations the cold fluid flowed along the bottom of 
the pipe below the measurement point. Figure 16 and 
Figure 17 show how the cold front flows down the pipe, 
reaches the end, and starts filling the pipe with cold 
fluid. When the cold fluid reaches the end of the pipe it 
starts filling the pipe from the bottom. The temperature 
levels are horizontal thus the lowest point will cool first 
and the higher points will be cool when the warm fluid 
has been displaced. Figure 20 shows how most of the 
cold flow passes below the measurement points at 1 and 
2 diameters downstream of the cold spot. 
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Figure 13 Comparison of measured and simulated 
temperatures at axial position 16D downstream of the cold 

spot and 14 mm above the bottom of the pipe. 
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Figure 14 Comparison of measured and simulated 
temperatures at axial position 16D downstream of the cold 

Fi  
downstr he 

spot and 3 mm above the bottom of the pipe. 

gure 15 shows the simulated results at 16 diameters
eam of the cold spot and near the top of t

pipe. The agreement is fairly good although the grid 
independent solution shows a too rapid cooling also for 
this point. 
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Figure 15 Comparison of measured and simulated 
temperatures at axial position 16D downstream of the cold 

spot and 12 mm below the top of the pipe. 

All the comparisons of the measured and simulated 
temperatures show that the simulations with the fine 
grids result in too rapid cooling. This may indicate that 
the estimated value of the external heat exchange 
coefficient is too large. Simulations with a smaller 
external heat exchange coefficient and fine grids can be 
performed to study this in more detail. 
 

RESULTS 

The cooling of the wall at the cold spot sets up 
circulation of the fluid in the pipe due to the density 
difference between cold and warm fluids. Figure 17 and 
Figure 18 show the temperature profiles in the 
symmetry plane for three different times. The figures 
show the pipe inclined at 2°. Initially the cold liquid 
falls to the bottom of the pipe where it flows towards 
the low end. The content of the pipe is cooled gradually 
maintaining a vertical temperature gradient.  

 

Figure 16 Temperature profiles in the symmetry plane 
showing the cold front flowing towards the bottom end of the 

pipe and hitting the end wall. The profiles are shown at 60, 70, 
80, and 95 seconds. 

 

Figure 17 Temperature profile in the symmetry plane after 
142 seconds. 

 

Figure 18 Temperature profile in the symmetry plane after 
750 seconds. 

Figure 19 shows the temperature in the cross sectional 
plane at the centre of the cold spot after 2250 seconds. 
There is a clear vertical temperature gradient. The fluid 
near the wall is much colder than the fluid in the core. 
The effect of the cold water falling along the wall can 
be seen in the profiles. 

 

Figure 19 Temperature profile in the cross section at the 
midpoint of the cold spot after 2250 seconds.  

Figure 20 and Figure 21 show the velocity vectors in 
the symmetry plane at two different locations. The 
velocity decreases with time due to reduced driving 
force for the heat exchange. In Figure 20 the low 
measurement points at 1 and 2 diameters downstream of 
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the cold spot are shown. It can be seen that most of the 
cold flow is below the measurement points. This is the 
reason why the sudden temperature decreases seen in 
the measurements at these points are not captured by the 
simulations. Figure 21 shows the cold front approaching 
the measurement point 16 diameters downstream of the 
cold spot. The flow reaches the end of the pipe just 
1 diameter further downstream the pipe. The thickness 
of the cold layer then increases and the cold fluid 
reaches the measurement point. The sudden temperature 
decrease is thus captured better for the measurement 
points near the end of the pipe. 

 

Figure 20 Velocity vectors in the symmetry plane after 
90 seconds. Most of the flow is below the measurements 
points at 1 and 2 diameters downstream of the cold spot. 

 

Figure 21 Velocity vectors in the symmetry plane showing 
the cold front flowing towards the bottom end of the pipe at 
60 seconds. The 16 diameter measurement point is shown. 

Simulation of a field application 

In a field application the internal fluid can be either a 
compressed gas or any type of oil. In a multiphase flow 
line it will be a mixture of gas and liquid. The liquid 
phase can be oil, water, or an oil-water mixture. For the 
simulations only the simpler single phase cases have 
been considered. In a shut-down situation the liquid will 
be at the bottom and the gas at the top of the pipe. It is 
assumed that the single phase results will describe the 
outer limits of the results, with two- or three phase 
situations in between. 
The simulations were set up with a cold spot positioned 
in a horizontal pipe. The pipe diameter used in the 
simulations was 8”=0.186 m. The cold spot was 3 
diameters long. The mesh was made with a boundary 
layer with an outer layer with thickness 2 mm. The layer 

thickness grew with a factor 1.1 for 10 layers. The core 
was meshed using a 10 mm tetrahedral mesh. This gave 
wedge shaped 3 dimensional elements. The resulting 
mesh in shown in Figure 22. 

 

Figure 22 The mesh used for the field application. 

The heat transfer coefficient towards the surroundings 
was set to 230 W/(m·K). The pipe walls were modelled 
as bare steel and insulated steel. Both wall types allow 
for heat transfer to the colder surroundings. Due to the 
lack of insulation the heat transfer is much larger from 
the cold spot than from the insulated part of the pipe. 
The pipeline length was around 30 diameters. This is 
long compared to the cold spot although it is relatively 
short compared to a real life situation. In a real life 
situation, though, the pipe will typically not be 
horizontal nor will it be completely straight. The results 
are still considered valuable despite of the shortcomings 
of the model. 
The Boussinesq approximation was used to account for 
the density changes due to falling temperatures. The 
Rayleigh number was seen to be large, and thus the LES 
turbulence model was used. 
The time step was calculated using Equations (8) and 
(9), and was set to 0.06 s. 
The effect of the thickness of the outer cell layer of the 
boundary layer was studied by refining this to 1 mm and 
0.1 mm and keeping the boundary layer thickness 
constant. The core was refined to 5 and 2 mm 
tetrahedral mesh, respectively. The refined meshes are 
shown in Figure 23. 

 

Figure 23 Refined meshes for the field application. 

Figure 24 shows the mean temperature of the gas for 
various thicknesses of the outer cell layer. There is no 
noticeable effect of refining the boundary layer. It is 
therefore concluded that the solution is grid 
independent. 
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Figure 24 Mean gas temperature for different grid sizes. 

The effect of the natural convection on the cooling time 
of the fluid in a pipeline with a cold spot during a shut-
down situation was studied. The result for the mean 
temperature of the total domain for the natural 
convection simulation was compared to a similar 
simulation with constant density and thus without 
natural convection. The result is shown in Figure 25. 
The increased cooling due to the internal circulation of 
fluid is significant. For this case the cooling time is 
reduced to around ¼ of the cooling time of a non-
flowing fluid. 
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Figure 25 Comparison between mean temperature in gas for a 
system with natural convection and a non-flowing system. 

The natural convection enhances the cooling of the fluid in the 
pipeline significantly. 

The effect of damage to or removal of the insulation on 
a small portion of the pipeline was studied. The results 
for the mean temperature in the total domain for cooling 
of natural gas at 50 bar in the case of a shut in with and 
without a cold, uninsulated spot on the pipeline are 
shown in Figure 26. These are compared with the 
results for oil. Due to the much higher heat capacity of 
the oil it cools much slower than the gas. The gas in the 
fully insulated pipe also cools much faster than the oil. 
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Figure 26 Comparison between mean temperature for gas and 
oil in a transport pipeline with a cold spot during a shut-in 
situation. The mean temperature for gas in a fully insulated 

pipeline is included. 

Figure 27 and Figure 28 show how the temperature 
profile is developing with time. The cold fluid will 
initially fall along the wall and then start filling the 
bottom of the pipe. During this process it will constantly 
exchange heat with the warm fluid. The size of the 
recirculation zone will be determined by the extension 
of the cold layer on the bottom. During the filling only 
the warm fluid that has seen cold fluid on the bottom 
will recirculate towards the cold spot. The bottom of the 
pipe will eventually be filled with cold fluid all the way 
to the end of the domain. The whole domain will then 
contain recirculating fluid. 

 

Figure 27 Temperature profile in the symmetry plane when 
the fluid has started cooling. The cold spot is to the left of the 

vertical line. 

 

Figure 28 Fluid temperature after the cooled fluid has reached 
the end of the simulation domain and started to recirculate. 
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Figure 29 and Figure 30 show end views of the 
temperature profiles inside the cold spot. The effect of 
the falling cold liquid at the wall can be seen clearly in 
both figures. 

 

Figure 29 End view of the temperature profile inside the cold 
spot during the initial stages of the cooling, i.e. long before 

the fluid enters the end of the domain. 

 

Figure 30 End view of the temperature profile inside the cold 
spot after the fluid has reached the end of the simulation 

domain and recirculates. 

Figure 31 and Figure 32 show the velocity vectors in a 
cross sectional plane inside the cold spot during the 
initial cooling and at a later stage. The legends of the 
figures are identical. In the initial stage there is a 
recirculation in the cold fluid zone. When this zone has 
become more stable this recirculation moves upwards, 
and the magnitude of the flow is reduced. Both figures 
show that the cold fluid follows the wall as it falls due 
to density differences. 

 

Figure 31 Velocity vectors in a cross sectional plane inside 
the cold spot during the initial cooling of the fluid. 

 

Figure 32 Velocity vectors in a cross sectional plane inside 
the cold spot after the fluid has reached the end of the 

simulation domain and recirculates. 

For a field application it is useful to have an estimate of 
how fast the fluid cools. If the gas temperature falls 
below the critical temperature for hydrate appearance, 
hydrates can be formed. In the worst scenario, these can 
block the pipeline. It is therefore important to get good 
estimates of the cooling time in order to avoid shut-in 
times that can have a potential of hydrate creation.  
Locally, the fluid will be cooled faster than what is 
indicated in the mean temperature plot in Figure 26. 
This may cause local hydrate appearance earlier than 
expected from the volume averaged results. The mean 
wall temperature on the cold wall and the insulated wall 
are thus compared in Figure 33. The temperature on the 
cold spot falls quickly, and much faster than on the 
insulated part of the pipe.  
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Figure 33 Mean temperature on cold spot and insulated part 
of pipe as a function of time. 

The fluid at the wall is constantly exchanged with 
warmer fluid. Figure 34 shows how the temperature of a 
fluid element released near the top of the pipe decreases 
as it flows along the cold wall and then how it is 
increasing after the element re-enters the bulk liquid. 
The figure shows that the element circulates several 
times. 
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Figure 34 The flow path and temperature variation of a fluid 
element released near the top centre of the pipe. 

CONCLUSION 

The experimental data of Mme et al. (2009) and Mme 
(2010) were compared with CFD simulations with 
ANSYS Fluent to increase our understanding of the 
most important parameters in the modelling. The advice 
to use the LES turbulence model was followed. It was 
found the grid size near the wall influences the solution 
significantly. It is thus advised that a grid independent 
solution should be sought in order to get correct 
answers for the heat transfer and fluid temperatures. 
In a shut-in situation the cooling time of the fluid inside 
the pipe is usually calculated using correlations and 1-
dimensional models. If the insulation of a pipe has been 
damaged in some location(s) this will increase the local 
heat transfer. We have found that the effect of natural 
convection on cooling time is significant. The effect of 
the increased heat transfer due to natural convection and 
the proposed shut-in time should be considered in the 
planning of a shut-in of a pipeline with damaged 
insulation.  

FUTURE WORK 

We found that the grid resolution was important for the 
results when using the LES turbulence model. Mme 
(2010) advised the use of the LES model over the k-ε-

model. Based on our findings on the grid independence 
for the LES model it is suggested that a grid 
independent solution for the k-ε-model should be 
sought and compared with the experimental results and 
the simulation results for the LES model. 
The grid independent solution showed a poorer 
agreement with the data than the coarse grid solution. It 
is suggested that the cause of this is studied to increase 
the understanding of modelling of natural convection. 
Mme found that the cooling time depended on the 
inclination of the pipe. Transportation pipelines are 
usually not perfectly horizontal. It is thus suggested that 
the effect of inclination on the cooling of transportation 
pipelines is studied further. 
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Figure 2:

Simple heat conduction model 

 

isrc
j

ij
i

ipi qq
dt
dT

cm ,, += ∑

( )ijijij TThq −=

ijc
ji

ji
ij A

kk

kk
h ,+

=

( )( )( )( )
ij

jiijjiijjiijjiij
ijc c

rrcrrcrrcrrc
A

+++−−+−−
−=

π
,

jiijnij rrc −−= ,δ

Figure 3:

6 degree-of-freedom model for rigid bodies 
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Figure 4: 

PARALLELLISM 

Parallelism as implemented in LAMMPS 

Scalability without dynamic load-balancing 

Figure 5:  (

Dynamic Load Balancing 
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Perform the decomposition with orthogonal cuts in x-, 
y- and z-direction so that these cuts divide the particle 
entity equally. 
 

Dynamic Load Balancing Test Case 

Figure 6:  (

Figure 7:



 LIGGGHTS Open Source DEM: Models, Features,Parallelism and Quality Assurance/ CFD11-144 

 

Figure 8:

Figure 9:

Figure 10:

Figure 11:

Figure 12:

QUALITY ASSURANCE 
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Experimental Validation – Hopper Flow 
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ABSTRACT
We investigated the complexity of blood flow in intracranial
aneurysms in terms of the frequency spectrum of pointwise veloc-
ity and pressure fluctuations. The investigations were performed
using high-resolution computational fluid dynamics (CFD) simula-
tions for patient-specific middle cerebral artery (MCA) aneurysms,
using realistic inflow profile. Through these simulations, the study
confirmed that complex transitional flow can occur in intracranial
aneurysms. In particular, we found fluctuations of the order of 500-
1000 Hz.

Keywords: CFD, aneurysms, hemodynamics, turbulence.

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
µ Dynamic viscosity, [kg/s]
ν Kinematic viscosity, [m2/s]
ω Angular frequency, [1/s]
ε Dissipation rate, [m2/s3].

Latin Symbols
D Diameter, [m].
Hz Frequency, [1/s].
k Turbulent kinetic energy, [m2/s2].
l+ Viscous lenght scale, [m].
∆l Mean cell length , [m].
p Pressure, [Pa].
S Shear deformation rate, [1/s].
t+ Viscous time scale, [s].
u Velocity, [m/s].
u∗ Friction velocity, [m/s].
ū Mean velocity, [m/s].
u′ Fluctuating velocity, [m/s].

Sub/superscripts
i Index i.
j Index j.

INTRODUCTION

Cardiovascular diseases, like cerebral strokes, are among the
main causes of death in the developed world. Although the
exact cause is unknown, these diseases have been related to
heavy alcohol consumption, smoking, high blood pressure
etc. (Eden et al., 2008; Brisman et al., 2006; Weir, 2002;

Figure 1: An example of cerebral arteries with an aneurysm.
Courtesy of (Lucien Monfils, 2008). The aneurysm can be
identified as the spherically shaped object in the center of the
image.
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Figure 2: Patient-specific geometry (aneurysm A) used in
this study illustrated as a 20% opaque surface. The sphere
indicate where the velocity and pressure have been measured.

Figure 3: Patient-specific geometry (aneurysm B) used in
this study illustrated as a 20% opaque surface. The sphere in-
dicate where the velocity and pressure have been measured.

Schievink, 1997; Humphrey, 2001). In this study we will fo-
cus on a particular type of stroke, namely the rupture of an
aneurysm. An aneurysm is a damaged part of a blood vessel
which bulges out and an example is shown in Figure 1. The
rupture results in a bleeding in the subarachnoid space that
surrounds the brain. It is therefore called subarachnoid hem-
orrhage (SAH). This particular type of stroke is particularly
dangerous - it results in death within 30 days in 50% of cases.
The estimated incidence of SAH is roughly 1/10000 people
annually (Brisman et al., 2006). Aneurysms pose a partic-
ular challenge to clinicians since around 6% of the general
population will develop such aneurysms within a life-time,
but only few of these rupture. While a rupture is usually a
catastrophic event for the individual, treatment is both costly
and risky, and should only be performed when necessary.
The exact mechanisms behind initiation, growth, and rup-
ture of intracranial aneurysms are unknown. What is known
is that arteries remodel themselves according to flow condi-
tions (Chien, 2007; Fung, 1984). For example, blood vessels
thicken if blood pressure rises, they are lengthened with ax-
ial loads, and they increase internal diameter with high values
of wall shear stress (WSS). In addition, if the WSS exceeds a
limit of 40 Pa, the endothelial cells in the vessel wall are be-
lieved to be damaged, and an aneurysm might form (Davies
et al., 1986; Fry, 1968).
Sounds or bruits in the vasculatory system at the range of
1-1kHz have been reported by clinicians (Kurokawa et al.,
1994), and peaks at high frequencies are believed to be asso-
ciated with sick blood vessels. Most blood flow simulations
are performed at a resolution where rapid fluctuations can
not be captured. The purpose of this study is therefore to
perform flow simulations at higher resolution in time. We
extend the study (Valen-Sendstad et al., 2011a) where one
aneurysm was studied, with another aneurysm and compare
the flow in the two aneurysms. Therefore, the results from
aneurysm in Figure 2 are included here as well. We also dis-
cuss the wall shear stress oscillations induced by the flow.
Blood flow in cerebral arteries is a complex phenomenon. As
blood is a suspension of plasma and extremely flexible cells,
it shows both nonlinear and visco-elastic behavior. Further-
more, blood vessels are compliant and the flow of blood is
pulsatile. Turbulence has previously been shown to occur
in both the aorta (Khanafer et al., 2007) and in a stenosed
carotid artery (Lee et al., 2008). Audible sound, which im-
plies turbulence, has successfully been recorded from saccu-
lar aneurysms in dogs (Sekhar et al., 1990) and people (Fer-
guson, 1970). Even though one may argue that the blood
flow is immensely complex, the resolution of the medical
data is limited to slightly less than 1 mm in space and 1/20
s in time. Hence, it is important to find a model that cap-
ture only the relevant features. The current work will ad-
dress the presence of turbulent flow in middle cerebral artery
(MCA) aneurysms and their potential usage in understand-
ing cerebral strokes. We assume that blood is Newtonian,
use rigid walls, and perform a Direct Numerical Simulation
(DNS), including all characteristic scales of the flow. The
turbulence is thus not modeled, but resolved within a very
fine spatial mesh and short time step. The objective of the
present study is to determine if turbulent flow can occur in
intracranial MCA aneurysms, and to determine the effects on
the aneurysm wall.

METHODOLOGY
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Imaging and Patient Data

MCA aneurysms from patients treated at the Department of
Neurosurgery, University Hospital of North Norway during
the period 2006 to 2008 were used for the patient-specific
modeling. The selected aneurysms have been used in a previ-
ous study (Valen-Sendstad et al., 2011b) and it was known to
the authors that the two chosen aneurysms exhibited complex
flow and relatively high values of vorticity. The aneurysm
geometries are shown in Figures 2 and 3 and are hereby de-
noted aneurysm A and B. The aneurysms were retrieved by
searching for MCA aneurysms in an aneurysm quality reg-
ister. Three-dimensional imaging of the intracranial arteries
and the aneurysm was obtained by computed tomography an-
giography. The patient-specific geometries were recreated on
a computational mesh (Vascular Modeling Toolkit). We in-
cluded as much as possible from the vessel to create realis-
tic inlet and outlet conditions. In addition, the vessels have
been extrapolated with a length of 10 diameters to reduce the
boundary artifacts influencing the flow. Three computational
mesh sizes consisting of 1.0, 3.1 and 5.5 million tetrahedrons
were used for aneurysm A, and 2.0, 4.0 and 8.0 million tetra-
hedrons for aneurysm B. In order to assess whether or not
the flow field was properly resolved, the grid resolution was
quantified in terms of the viscous length scale, computed as

l+ ≡ u∗∆l
ν

. (1)

Here, ∆l is a local length scale that represents the averaged
extent of the tetrahedron grid cell ∆l = 12/

√
2∆

1/3
Vol , where

∆Vol is the tetrahedron volume. The friction velocity, u∗, is
given as

u2
∗ =

µ

ρ
(Si jSi j)1/2, Si j =

1
2

(
∂ui

∂x j
+

∂u j

∂xi

)
, (2)

where Si j is the shear deformation rate, ui is a component
of the fluid velocity and Einstein’s summation convention is
used for repeated indices. If l+ = 1, then the average grid
size ∆l equals the viscous length scale which is the small-
est spatial scale at which turbulent fluctuations can persist.
Since we are not considering an almost unidirectional flow
the usual classifications of the viscous scales in three differ-
ent spatial dimensions are not straightforward (Durbin and
Reif, 2001; Pope, 2000; Wilcox, 2002). Instead we have as-
sumed that l+ ∼O(1) in any direction is sufficient as an indi-
cation of a proper grid resolution. Inside the aneurysm dome
l+ ∼ 2 on the finest meshes. Similarly, we computed

t+ ≡ ν

u2
∗
, (3)

where t+ is the smallest time scale in a turbulent flow. In our
simulation t+ ≤ 2.2 for the finest mesh sizes. In all our mod-
els, the parent artery is the M1 segment of the MCA artery.
The diameters (D) of the M1 segment were 2.4 and 2.68 mm.
With a mean inflow velocity (U) of 0.75 m/s the correspond-
ing mean Reynolds number (UD/ν) was 527 and 589, where
the kinematic viscosity is ν = µ/ρ . With a heart rate of 60
beats per minute, the angular frequency (ω) is 0.002 π/ms,
and the Womersley numbers, D/2(ω/ν)1/2, were 1.8 and
2.0.

Computational Fluid Dynamics Simulations

To simulate the flow, we solved the Navier-Stokes equa-
tions (Durbin and Reif, 2001; White, 1999) for incompress-

Figure 4: The figure shows the inflow velocity profile used
for both aneurysms, with red points indicating the time from
where the subsequent figures are made at T1 = 250 and T2 =
300, milliseconds.

ible Newtonian flow, using the numerical solver CDP, devel-
oped at Stanford University. CDP uses a second order ac-
curate node–based finite volume discretization in space and
advances the equations in time using a second order accurate
fractional step method (Goda, 1979). The blood density and
viscosity were set to ρ = 1025kg/m3 and µ = 0.0035Pa · s,
respectively. The time step was set in reference to the small-
est mesh sizes and varied from 0.1,0.05, to 0.025 millisec-
onds. Since the smallest viscous scales of the flow can be
assumed to be resolved, no explicit turbulence model was
applied. We simulated 13 and 10 heartbeats for aneurysm A
and B, respectively, but due to (zero velocity) initial condi-
tions used on the first cycle, we do not include the first cycle
for the reported values. The simulations were performed on
32 CPUs, and each cardiac cycle required 12 hours of com-
putational time for the finest mesh and time step.

Boundary Conditions

Figure 4 shows the waveform from a patient of equivalent
age, which was used as the inflow boundary condition. The
values have been adjusted to fit the values obtained by (Kre-
jza et al., 2005) where the MCA velocities of 335 people
were measured. It should be noted that any transition oc-
curring inside the aneurysm is most likely caused by local
flow conditions rather than pre-determined inflow boundary
conditions. On the outlets we used a non-reflecting bound-
ary condition with an equal flux division between the daugh-
ter vessels. This particular choice was made since the pres-
sure drop in the main cerebral arteries such as the MCA
is dominated by the resistance in the complex downstream
vasculature, cf. (Alastruey et al., 2007; Vignon-Clementel
et al., 2006). The computed flow is obviously sensitive to the
choice of boundary conditions, and the results will therefore
be conditional on the outflow boundary conditions. Tests re-
vealed, however, that the main finding in the current study,
which is that the flow shows transition to turbulence, does
not change.

Turbulence quantities

An instantaneous velocity component, ui, can be decom-
posed as,

ui = ūi +u
′
i,

where ūi and u′i are the mean and fluctuating velocity compo-
nents, respectively, in the xi direction. The specific turbulent
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Figure 5: Flow patterns visualized as a slice through the
aneurysm dome with arrows indicating flow direction at
times T1-T2. In aneurysm A (top), the direction and mag-
nitude of the velocity vectors changes significantly both in
the center of the dome and in the high curvature regions near
the wall. Recirculation zones also appear and disappear with
time, in the latter regions. In aneurysm B (bottom), the flow
impinges with an angle more normal to the aneurysm dome
which sets up two vortices of different sizes.

Figure 6: The magnitude of the vorticity (enstrophy) [ 1
ms ] is

visualized as a slice through the aneurysm dome at times T1-
T2. Aneurysm A at top and B at the bottom.

Figure 7: The top half of the figure shows velocity measure-
ments of the velocity components u1,u2 and u3 for aneurysm
A in the probe location indicated in Figure 2. The bottom
half of the figure is the corresponding pressures at this loca-
tion.

kinetic energy k is defined as:

k =
1
2
(u′iu

′
i) (4)

where the overline represents ensemble (phase) averaged
quantities.

Convergence Tests

To assess whether or not the resolutions in both space and
time are sufficient, we also measured the integral of the
(pseudo) dissipation rate (E) within the computational do-
main,

E =
∫

Ω

ε dΩ,

where ε = ν( ∂ui
∂x j

∂ui
∂x j

). For the two finest meshes with the
time step set to 0.05 milliseconds, E varied with less than 1%
between the meshes. Combined with l+ ∼ 2 and t+ ≤ 2.2 ,
we considered this to be sufficient evidence that all spatial
and temporal scales were adequately resolved.

RESULTS

The simulations were started from a zero velocity flow field
by imposing a mass flux at the inlet. Since this procedure is
somewhat unphysical and makes the first flow–through dif-
ferent from the rest, we did not use the first cycle for com-
puting turbulence quantities reported later in this section.

Flow

Figure 5 shows the computed velocity fields at T1-T2 indi-
cated in Figure 4 from the last cycles. The corresponding
magnitude of vorticity (enstrophy) is visualized in Figure 6,
which illustrates highly complex turbulent flow which are
dampened towards diastole (at the end of the cardiac cycle).
Measurements in point P from aneurysm A from the last two
cycles, with velocity components u1,u2 and u3 are shown at
the top in Figure 7, and corresponding pressure fluctuations
at the bottom. The peak pressure fluctuations are at roughly
200 Pa which corresponds to 1.5 mmHg, at a frequency of
100 Hz. The flow patterns in both aneurysms are highly
complex and completely changes character during one heart
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Figure 8: The u1 velocity component is shown for aneurysm
A from the last four cycles for a small period of time where
the legends c9, c10, c11, c12 indicate the cycle number. The
values are nearly identical until peak systole (at t=226ms),
but differ as the inflow decelerates.

cycle with transition from fully laminar to transitional, tur-
bulent and back to fully laminar again. At the beginning of
a heart cycle the flow is completely laminar. However, the
flow is quickly building complexity, which is clearly illus-
trated by the probe plots from aneurysm A in Figure 8. Dur-
ing the initial stages the flow starts to oscillate with frequen-
cies in the range of O(10) Hz, but the flow is clearly laminar
as the probe plots from different cycles lie on top of each
other. As the flow reaches its peak at about 220 ms the probe
plots from different cycles start to diverge and frequencies
on the order of 500 - 1000 Hz are clearly visible in Figure 8.
These frequencies are associated with unstable non-laminar
chaotic flow and is a clear indication of transition to turbu-
lence taking place near and after peak systole (at t=226 ms in
Figure 4). Figures 9 and 10 shows the turbulent kinetic en-
ergy in the aneurysm dome computed from the last 12 and 10
cycles in aneurysm A and B, respectively. Although they ex-
hibit pointwise highly different turbulent kinetic energy mag-
nitude and spectrum, this figure clearly shows that there is no
turbulence neither at the beginning nor the end of the cycle.
It also shows that turbulence is not generated until after peak
systole as the flow starts to decelerate.
The flow in both configurations studied enters the aneurysm
dome like a jet into a confined space. The jet hits the oppos-
ing wall and sets up strong shear layers that promotes tran-
sition to turbulence through Kelvin-Helmholtz type instabil-
ities. The jet starts to oscillate as small vortices build up and
around peak systole the jet is observed to be oscillating vio-
lently. In Figure 11 we can see how the vortices impinge on
the aneurysm wall creating regions of stagnation and making
the WSS change rapidly in both direction and magnitude at
times T1 and T2.

DISCUSSION

In an experiment performed four decades ago, acoustic
recordings of aneurysms were performed with a small
microphone on the end of a catheter during craniotomy
surgeries (Ferguson, 1970). Bruits (sound) were found to be
present in 10 of 17 of the aneurysms, and occurring during
the deceleration phase of the cardiac cycle. These bruits
had dominant frequencies of 460± 130 Hz, caused by a
non–laminar phenomenon.

Figure 9: The top half of the figure shows the average turbu-
lent kinetic energy based on 12 cycles for aneurysm A, and
the bottom half of the figure is the frequency spectrum.

Figure 10: The top half of the figure shows the average tur-
bulent kinetic energy based on 10 cycles for aneurysm B, and
the bottom half of the figure is the frequency spectrum.

Figure 11: Aneurysm A (top): WSS[ g
ms2mm ] at times T1-T2

at the back side of where the flow impinges. At the top
of the aneurysm dome, the WSS magnitude and direction
changed several times during a heartbeat. Aneurysm B (bot-
tom): WSS the top of the aneurysm dome where the flow
impinges. In the figure to the left, there are at lest three visi-
ble stagnation point, where in the figure to the right, there is
only one.
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In the current study, there are three main reasons why the
flow in some aneurysms exhibited a non–laminar behavior.
Firstly, the volume of the aneurysm domes are relatively
large. As the blood entered the dome, the increased volume
resulted in less confinement of the jet and the flow therefore
had an increased tendency to become more unstable. Sec-
ondly, strong shear forces developed due to the large veloc-
ity gradients, as the high speed flow entered the dome. This
caused the flow field to undergo shear induced instabilities
of the Kelvin-Helmoltz type. Thirdly, these instabilities re-
sulted in a series of (primary) vortices which dominates the
dynamics of the jet. After these impinge on the aneurysm
wall they lead to an unsteady separation, cf. (Popiel and
Trass, 1991). All three effects contribute to an increased like-
lihood for transition to turbulence.
The present study has been limited to a Newtonian descrip-
tion of the blood, but the effects on the flow are believed to be
small for arteries in the vicinity of the Circle of Willis (Lee
and Steinman, 2007). We have also assumed rigid, imper-
meable walls when the actual process involves an interaction
between the blood flow and the surrounding tissue. The rel-
ative wall displacement in MCA aneurysms has previously
been shown to be 10-15% (Bazilevs et al., 2010). The out-
flow boundary conditions, however, have been shown to de-
scribe the outflow properly (Alastruey et al., 2007).

CONCLUSION

We have demonstrated computationally that non–laminar
turbulent flow can be present in a intracranial aneurysms,
which is consistent with experimental results first reported
decades ago (Ferguson, 1970). The turbulent flow resulted
in both increased WSS magnitude, and WSS frequency. The
peak pressure fluctuations were 1.5 mmHg, with dominant
frequencies of 100 Hz. The flow exhibits multiple flow-
regimes that can not be captured well by any turbulence
model. Consequently, turbulent flow and its subsequent ef-
fects on the arterial wall, should be considered in future sim-
ulations to describe the blood flow adequately.
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ABSTRACT 

Experimental investigations can prove to be expensive, risky 

and limited by the existing available techniques. In any 

industrial set-up time is always at premium and in an area 

where information is limited realistic and timely predictions 

are important.  This paper presents the results of experimental 

and CFD studies of slug flow in a vertical riser using validated 

models.  

An Electrical Capacitance Tomography (ECT) unit was used 

to monitor an air - silicone oil mixture flowing in a vertical 67 

mm diameter riser. This enables the measurement of the 

instantaneous distribution of the flow phases over the cross -

section of the pipe. The ECT sensor has two circumferential 

rings of electrodes, 89 mm apart (also known as twin - plane 

sensors) which enabled the determination of the rise velocity 

of any observed Taylor bubbles and liquid slugs.  

The simulations were carried out using the commercial 

software package Star - CD and Star - CCM+, which is 

designed for numerical simulation of continuum mechanics 

problems. The model consisted of a cylindrical 67 mm internal 

diameter and 6 m vertical pipe. A butterfly mesh structure was 

employed in the computational domain. Air and silicone oil 

were used as the model fluids. The condition of two-phase 

slug flow was simulated with the Volume of Fluid (VOF) 

model, taking into consideration turbulence effects using the 

standard k model. The simulation predictions were 

validated both qualitatively and quantitatively against the 

experimental data and were then used to obtain further 

insights into the characteristics of slug flow.  

A reasonably good agreement can be observed for the results 

of the experiment and computational fluid dynamics (CFD) 

based on the time series of void fraction. As was done for the 

experimental conditions, more information about the slug 

parameters for this particular case were obtained from the time 

series of void fraction, such as the dominant frequency, and 

therefore comparisons of the experimental results and CFD 

computations were also performed in terms of the Probability 

Density Function (PDF) of the time series and the Power 

Spectral Density (PSD). The study demonstrates the potential 

of Computational Fluid Dynamics (CFD) as a design tool. 

Keywords: CFD, ECT, VOF, Slug flow, air - silicone oil, 

riser.  

 

NOMENCLATURE 

 
A  Area [m2] 

F  Frequency [Hz] 

g   Void fraction [-] 

gs
  Void fraction in the liquid slug [-] 

TB   Void fraction in the Taylor bubble [-] 
VTB  Structure velocity [m/s] 

SUL
  Length of the slug unit [m] 

SL
  Length of the liquid slug [m] 

TBL   Taylor bubble length [m]
 

k            Kinetic energy of turbulence [
22 / sm ] 

n             number of phases [-] 

u            Velocity [ sm / ] 

ji,       Space directions 

q           Phase index 

 

INTRODUCTION 

The occurrence of slug flow in a vertical riser is a very 

common phenomenon under normal operating 

conditions of a two-phase flow facility, such as in an oil 

production riser. Considerable amount of research has 

been devoted to the study of this two-phase flow regime 

(Dumitrescu (1943); Moissis and Griffith (1962); 

Nicklin et al. (1962); White and Beardmore (1962); 

Brown (1965); Akagawa and Sekoguchi (1966); Wallis 

(1969); Collins et al. (1978); Fernandes et al. (1983); 

Mao and Dukler (1985); Mao and Dukler (1991); 

Barnea and Brauner (1993); DeJesus et al. (1995); Pinto 

and Campos (1996); Clarke and Issa (1997); van Hout et 

al. (2002); Taha and Cui (2006) among others. A critical 

review of this topic is given by Fabre and Line (1992). 

However, there remains much to investigate and 

understand of the flow pattern.  

One of the features of the slug flow pattern is an 

acceleration of the liquid phase which results in the 
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transition of fast liquid slugs, which carry a significant 

amount of liquid with high kinetic energy. It is 

potentially hazardous to the structure of the system due 

to the strong oscillating pressure levels produced from 

the liquid slug as well as the mechanical momentum of 

the slugs. It is therefore important to predict the flow 

behaviour. Empirical correlations and mechanistic 

models have been presented in the literature. These are 

one-dimensional approaches that cannot fully 

characterise the flow. The limitations of the one-

dimensional models can be overcome using CFD. 

Successful applications of CFD in multiphase flow are 

highly dependent on the flow pattern under study, as 

different models are used for different flow patterns. As 

understood, multidimensional models in CFD must be 

generally able to capture the physics in all flow 

regimes.These models require to be validated in order 

to be applied confidently. CFD code validation requires 

experimental data that characterise the distributions of 

parameters within large flow domains.  

In this work some slug flow parameters are determined 

using experiments and CFD. 

EXPERIMENTAL METHODOLOGY  

The experimental investigations were carried out on an 

inclinable pipe flow rig within the Chemical Engineering 

Laboratories of University of Nottingham. The details of 

the experimental facility can be found elsewhere, (e.g. 

Azzopardi et al (1997), Geraci et al. (2007a) and Geraci 

et al. (2007b), Hernandez-Perez et al (2008), and 

Abdulkadir et al. (2010)). In brief: the experimental test 

section of the facility consists of a transparent acrylic 

pipe of 6 m length and 0.067 m internal diameter. The 

test pipe section may be rotated on the rig to allow it to 

lie at any inclination angle of between -5
 
to 90

o
 to the 

horizontal. For the experiments reported in this paper 

the rig test pipe section was mounted as a vertical riser 

(an inclination of 90
o
 to the horizontal). It is worthy of 

mention that full-experimentation in risers of this 

magnitude and other larger ones is expensive and 

therefore a more cost-effective approach for exploring 

the behaviour of two-phase flow in these risers is by 

using validated CFD codes. 

The resultant flow patterns created for the range of air -

silicone oil injection circulation flow rates studied were 

recorded using electrical capacitance tomography 

(ECT). A detailed description of theory behind the ECT 

technology can be found elsewhere, for example, 

Hammer (1983), Huang (1995), Zhu et al. (2003) and 

Azzopardi et al. (2010). The use of two such 

circumferential rings of sensor electrodes, located at a 

specified distance apart (also known as twin - plane 

sensors), enabled the determination of the rise velocity 

of any observed Taylor bubbles and liquid slugs. The 

twin - plane ECT sensors were placed at a distance of 

4.4 and 4.489 m upstream of the air - silicone oil mixer 

injection portal located at the base of the riser.  A flow 

chart of the various experimental measurements 

recorded and the parameter calculations performed to 

characterise the observed slug flows are presented in 

Table 1. Parallel to the experiments, CFD calculations 

were carried out. The aim of the numerical simulations 

is the validation of prediction of the slug flow with the 

existing multiphase flow models, built in the commercial 

code Star-CD and Star-CCM+.  

CFD MODEL  

The commercial CFD software Star-CD and Star-CCM+ 

are used to simulate the motion of the Taylor bubbles 

rising in a flowing liquid through a vertical 67 mm 

internal diameter and 6 m height riser. In discretizing the 

computational domain, the Star-CD code uses the Finite 

Volume method. 

 

Table 1: Table of Flowchart for experimental measurement used to obtain the parametric characterisation of the slug flow regime 

 

Direct physical 

measurement 

Data processing method Parametric Output 1 Parametric Output 2 

Instrument Data    

 

 

 

ECT 

 

 

 

 

 

 

 

Time 
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void 
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PDF of void fraction 

PSD – Power Spectral 

Density 

Cross-correlation 

Flow pattern, 

,, TBgs  frequency 

Frequency, symbols of 

parameter set 

Structure velocity, 

symbol 

Lengths of liquid 

slug and Taylor 

bubble, symbols of 

parameter set 

Image reconstruction 
Contours of phase 

distribution 
3D structures 
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The movement of the gas-liquid interface is tracked 

based on the distribution of
1G , the volume fraction of 

gas in a computational cell, where 0G , in the liquid 

cell and 1G in the gas phase, Hirt and Nichols 

(1981). Therefore, the gas - liquid interface exists in the 

cell where G lies between 0 and 1. 

Computational domain 

In order for the simulation to produce meaningful 

results, it was important to ensure that the geometry of 

the flow domain represented that of the experimental 

arrangement. Hence, a full 3-Dimensional domain, as 

shown in Figure 1, was considered based on the fact that 

the flow simulated has been found to be axisymmetric 

according to the experimental works of Azzopardi et al. 

(2010) and Hernandez-Perez et al. (2011). They 

employed conductance wire mesh sensor (WMS) to look 

at the flow distribution in a 67 mm internal diameter and 

6 m vertical pipe (same as the one used in this study). 

They concluded that the classical Taylor bubble shape is 

rarely obtained when the pipe diameter is increased.  

 

 

Figure 1: 3-D geometry of the computational domain showing 

the measurement locations and instrumentation. 

In this work, two CFD measurement sections were 

placed at positions similar to those of the experimental 

work, namely, 4.4 m and 4.489 m, the two electrical 

capacitance tomography (ECT) planes. Air and silicone 

oil are supplied at the inlet section of the pipe, then the 

two - phase mixture flowed along the pipe, and is finally 

discharged through the outlet at atmospheric pressure. 

The relevant fluids properties are shown in Table 2. 

Table 2: Properties of the fluids 

Fluid Density 

(kg/m3) 

Viscosity 

(kg/ms) 

Surface tension 

(N/m) 

Air 1.18 0.000018  

Silicone oil 900 0.0053 0.02 

 

 

 

Gas – liquid mixing section 
In the experimental set up, it was ensured that the 

mixing section of the air and silicone oil phases took 

place in such a way as to reduce flow instability. Flow 

stability was achieved by using a purpose built mixing 

device, providing maximum time for the two-phase to 

develop. The mixing device is made from PVC pipe as 

shown in Figure 2.The silicone oil enters the mixing 

chamber from one side and flows around a perforated 

cylinder. There, air is introduced through a large number 

of 3 mm diameter orifices. Thus, gas and liquid could be 

well mixed at the test section entry. Inlet volumetric 

flow rates of liquid and air are determined by a set of 

rotameters.  

As for the CFD, at the inlet, a velocity-inlet boundary 

type is used in which the mixture velocity and the liquid 

volume fraction are specified. The velocity profile is 

assumed to be uniform. This approach requires no 

additional experimental knowledge about the slugs in 

order to set up the numerical simulation. This is also 

similar to the way the experimental work has been 

carried out. 

  

Figure 2: Gas liquid mixing section 

Grid generation 

It has been reported by Hernandez-Perez et al. (2011) 

and confirmed in this study that the mesh has a great 

influence on the solver convergence and solution of 

every CFD simulation. It is important to keep high mesh 

quality standards to ensure convergence and the 

accuracy of the simulation. The model geometry was 

built and meshed with Star-CD, then imported into Star-

CCM+, where the computation and post-processing of 

the results were performed. The name of the mesh 

employed is known as butterfly grid. In this grid, a 

Cartesian mesh is used in the centre of the pipe 

combined with a cylindrical one around it. It requires 

multiple blocks but generally has the best grid quality in 

terms of orthogonality and mesh density. The 

construction of this mesh requires a more elaborated 

procedure, but it can be automated by implementing a 

macro in the Star-CD software. Details can be found in 

Hernandez-Perez et al. (2011). 

The mesh density selected was based on the grid 

convergence study carried out in this work and 

Hernandez-Perez (2008), where a mesh with 500,000 
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cells for an inclined pipe of 6 m length and 38 mm 

diameter was found to be adequate for an inlet flow 

condition that consists of liquid and gas superficial 

velocities of 0.7 m/s and 1.6 m/s, respectively. However, 

in the present work, lower velocities are used. 

Governing equations  

The motion of an incompressible two-phase slug flow 

under isothermal conditions has been considered as the 

flow scenario in the present work. The Volume of Fluid 

(VOF) method, based on the Eulerian approach, 

implemented in the commercial CFD package Star-

CCM+ is used in the numerical simulation. In addition, 

Star-CCM+ (2009) uses a High Resolution Interface 

Capturing Scheme (HRIC) based on the Compressive 

Interface Capturing Scheme for Arbitrary Meshes 

(CISCAM) introduced by Ubbink (1997) and enhanced 

by Muzaferija and Peric (1999). The body forces in the 

momentum equation consist of gravitational force and 

surface tension. Surface tension along an interface arises 

as a result of attractive forces between molecules in a 

fluid. In the VOF method, surface tension is introduced 

by adding a momentum source. The momentum 

equation, equation (2), is dependent on the volume 

fractions of all phases through the properties  and .  

The mass, momentum and volume fraction conservation 

equations for the two-phase flow through the domain are 

represented as: 

0









i

i

x

u

t


                                                    (1)                                                                                                                                                                                     

jj

i

j

j

i

iji

jij
Fg

x

u

x

u

xx

P

x

uu

t

u














































                                                                                                  

(2) 

Where, P, g and F indicate, respectively, the pressure, 

the gravitational acceleration and the external force per 

unit volume. The momentum equation, shown above, is 

dependent on the volume fractions of all phases through 

the properties density (  ) and viscosity (  ). For a 

two-phase flow system, if the phases are represented by 

the subscripts 1 and 2 and the volume fraction of the 

phase 2 is known, the  and  in each cell are given by 

the following equation: 

1222 )1(   ,
1222 )1(       (3)                                                                                  

The interface between the two phases can be traced by 

solving the continuity equation for the volume fraction 

function: 

0
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Where ui and xi denote, respectively, the velocity 

component and the co-ordinate in the direction i (i =1, 2 

or 3), t, being the time; and through the resolution of the 

momentum equation shared by the two considered 

fluids. 

The primary-phase volume fraction will be computed 

based on the prevailing condition: the volume fraction 

equation for the primary phase in equation (4) will be 

obtained from the following equation: 

1
1




n

q

q                                                          (5)                                                                                                            

The continuum surface force (CSF) model proposed by 

Brackbill et al. (1991) was used to model the surface 

tension. With CSF model, the addition of surface tension 

to the VOF model calculation results in a source term in 

the momentum equation (2). 

Solving these sets of equations has been done using a 

software package Star-CCM+. For the calculation of 

fluxes at control volume faces required by the VOF 

model, a second order discretization scheme was used, 

as recommended by the Star-CD (2009) code 

documentation.  

Turbulence model 

As the Taylor bubbles rises through the liquid, even in 

low flow rates, a developing film is created around the 

bubble and a wake at its tail. Therefore, turbulence must 

be considered in the numerical simulation. The accuracy 

of CFD solutions for turbulent flows can be affected by 

turbulence modelling, especially because of the complex 

features of the flow. According to Versteeg and 

Malalasekera (2007), it has been recognised by CFD 

users that, the choice of turbulence models used to 

represent the effect of turbulence in the time-averaged 

mean-flow equations represents one of the principal 

sources of uncertainty of CFD predictions. In order to 

simulate turbulence, the standard k-ε model, Launder 

and Spalding (1974), which requires that the flow is 

fully turbulent, was used for several reasons; the model 

is computationally-efficient, is implemented in many 

commercial codes, the pipe geometry is not complicated 

and it has demonstrated capability to simulate properly 

many industrial processes, including multiphase flow 

Ramos – Banderas et al. (2005), Cook and Behnia 

(2001) among others 

Boundary and initial conditions 

Once the mesh was generated, the boundaries of the 

computational domain were specified. All wall 

conditions were assumed to be no slip boundary. The no 

slip condition (v = 0) is the appropriate condition for the 

velocity component at solid walls.  At the inlet, 

velocities for both phases were prescribed as superficial 

velocities: liquid 0.05 m/s and gas 0.34 m/s. The phases 

were clearly defined with the primary phase as oil and 

the secondary phase as air. The volume fraction and 

density of each phase were both prescribed at the inlet. 

The inlet values for turbulent kinetic energy, k , and its 

dissipation rate,  , are estimated with the following 

equations proposed by Launder and Spalding (1974): 

22

2

3
inin UIk 

                                    (6) 

dkinin /2
2/3


                                   (7) 

8/1Re

16.0
I

                                      (8) 

 

Where d is the pipe diameter, and I the turbulence 

intensity for fully developed pipe 

Close to the wall, the standard wall function approach 

also based on the Launder and Spalding (1974) was 

employed to predict accurately the flow close to the 

walls. At the outlet, the remaining variables are 
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transported out of the computational domain with zero 

average static pressure so that the mass balance is 

satisfied. Operating conditions were specified as being 

standard atmospheric pressure (101.3 kPa) and 

temperature 20
o
C. Gravity effects are accounted for and 

the acceleration due to gravity to be -9.81 m/s
2
 on the 

vertical.  

Solution algorithm 

In order to numerically solve the system of governing 

partial differential equations, discretisation of the 

equations has been carried out using a Finite Volume 

Method (FVM) with an algebraic segregated solver and 

co-located grid arrangement, as implemented in Star-

CCM+(2009). In this grid arrangement, pressure and 

velocity are both stored at cell centres. Details of the 

discretisation (FVM) can be found elsewhere (e.g. 

Versteeg and Malalasekera (2007) and are hence 

omitted here. Since Star-CCM+ uses a segregated solver 

for VOF, the continuity and momentum equations need 

to be linked. Various techniques are reported in the 

literature. However, the SIMPLE algorithm, which 

stands for Semi-Implicit Method for Pressure-Linked 

Equations, Patankar and Spalding (1974), is applied to 

control the overall solution because of its good 

performance to find a fast converged solution. In 

addition, the iterative solver was speeded up 

tremendously by using an Algebraic Multigrid (AMG) 

technique to yield a better convergence rate. 

All simulations in this work are performed under time 

dependent conditions. For the time dependent solution 

scheme, the main controlling factor is the time step. The 

time step was set to 
4102  seconds. This was became 

necessary in order to give a small number of time steps 

as possible whilst maintaining a smoothly converging 

solution. If a large time step is chosen, then the solution 

changes too much and is therefore likely to diverge. 

Inside each time interval iterations are carried out to 

resolve the transport equations for that time step. As 

long as the time step is small enough to get convergence, 

the smaller the time step, the fewer iterations, per time 

step are required. For this iteration process to converge, 

it may be necessary to control the change of the 

variables from one iteration to the next. This is achieved 

with under relaxation factors.  Under relaxation factors 

of 0.3, 0.7 and 0.8 respectively were applied on 

pressure, momentum and turbulence kinetic energy 

parameters, as recommended by Star-CCM+ (2009). 

An assessment of the degree to which the solution is 

converged can be obtained by plotting the residuals 

errors for each equation at the end of each time step. For 

a well-converged simulation, the maximum residual 

obtained was set to be around 10
-4

; it is possible that a 

residual increases after any particular time step, but it 

does not necessarily imply that the solution is diverging. 

It is usual for residuals to occasionally get larger, such 

as at the beginning of a run. 

Mesh independence study: 

One of the most significant factors influencing the 

computation time is the size of the computational grid 

specified by the user. Mesh independence means that the 

converged solution obtained from a CFD calculation is 

independent of the grid density. In practice, mesh 

independence is indicated when further mesh refinement 

yields only small, insignificant changes in the numerical 

solution.  

 

          
          (a)                         (b)                         (c)                     

          
            (d)                      (e)                     (f)                                 

Figure 3: cross-sectional view of different sizes of 

computational grid used for mesh independent study (a) 26400 

cells (b) 36000 cells (c) 54600 cells (d) 76800 cells (e) 84000 

cells (f) 102600 cells 

 

 
Figure 4: Contour plots of void fraction for different mesh 

densities (a) 26400 cells (b) 36000 cells (c) 54600 cells (d) 

76800 cells (e) 84000 cells (f) 102600 cells 

 

In order to identify the minimum mesh density to ensure 

that the solution is independent of the mesh resolution, a 

mesh sensitivity analysis has been carried out in the 

construction and analysis of the CFD model. In the mesh 

independence study, a computational domain of 1m 

length was used as this length is sufficient to carry out a 

test on the performance of the mesh with quite 

reasonably computational effort. Six 3-Dimensional 

meshes were investigated in the present study as shown 

in Figure 3 and the results of the study are presented in 

both Table 3 and Figure 4 for the general case of a 

vertical riser and a suitable grid resolution has been 

found.  
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Table 3: The results of obtained from the CFD mesh independence studies 

Number of cells Time series of void fraction PDF of void fraction 

26400 

 
0

0.03

0.06

0.09

0.12

0 0.2 0.4 0.6 0.8 1

P
D

F

Void fraction  
36000  

0

0.03

0.06

0.09

0.12

0 0.2 0.4 0.6 0.8 1

P
D

F

Void fraction  
54600  

0

0.03

0.06

0.09

0.12

0 0.2 0.4 0.6 0.8 1
P

D
F

Void fraction  
76800 

 

0

0.03

0.06

0.09

0.12

0 0.2 0.4 0.6 0.8 1

P
D

F

Void fraction  
84000  

0

0.03

0.06

0.09

0.12

0 0.2 0.4 0.6 0.8 1

P
D

F

Void fraction  
102600 

 

0

0.03

0.06

0.09

0.12

0 0.2 0.4 0.6 0.8 1

P
D

F

Void fraction  
 

An insight into the effect of mesh density can be 

obtained from the contours of phase distribution in a 

longitudinal sectional view at the centre of the pipe, at 

a time when the flow, injected as a homogeneous two-

phase mixture with a uniform velocity profile, has 

travelled from the inlet to the outlet section, Figure 3. 

This shows that bubbles are formed as the flow moves 

upwards, with a sharper gas - liquid interface as the 

mesh density is increased. However, no clear difference 

in terms of the flow pattern can be established. 

In order to quantify the effect of the mesh density, the 

time series of cross sectional average void fraction has 

been recorded at a plane located at 0.5 m from the inlet 

for a time interval of 5 seconds.  Results are presented 

in Table 3. In order to determine the time series of void 

fraction, the following procedure similar to that used by 

Hernandez - Perez (2008) was performed: a cross-

sectional plane is defined at the measurement location, 

and the Area-Weighted Average value of the void 

fraction is calculated. The cross-sectional average void 
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fraction is computed by dividing the summation of the 

product of the air volume fraction and facet area by the 

total area of the surface as follows: 

 



n

i

iA
A

A
A 1
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                                          (9)         

What we can see from Table 3 is that the times that it 

takes for the leading Taylor bubbles to arrive to the 

measuring section are: 0.692, 0.679, 0.651, 0.625, 

0.624, and 0.625 seconds for the six meshes in order of 

increasing mesh density.  The differences between 

these arrival times are small, in particular between the 

two bigger mesh densities (0.16 %). As the time 

increases and the intermittent flow pass though the 

measuring section, it became difficult to compare the 

time series directly. In view of this development, we 

decided to use statistical tools, Probability density 

function (PDF). In this case the graphs of probability 

density function (PDF) have been obtained and it can 

be observed that they vary with mesh density for all 

cases. 

It is concluded that the PDFs of the predicted void 

fractions for the 84000 and 102600 cells are quite 

similar. For the range of mesh sizes studied, the void 

fraction was observed to fluctuate over the range, 0.05 

and 0.8, whilst the minimum and maximum peak PDF 

are given by 0.074 and 0.117, respectively. However, 

for the PDF of void fraction for the 84000 and 102600 

cells, the void fraction is the same, 0.2 whilst the height 

of the peak of the PDF are 0.074 and 0.09 for the 

102600 and 84000 cells, respectively. Therefore, it can 

be concluded that the mesh with 84000 cells is 

adequate, as the change in the results produced is very 

small when the number of cells is increased to 102600, 

and it requires less computational effort than the one of 

102600.  Since the simulation involves a 6 m pipe, we 

decided to multiply the selected mesh size, 84000 cells 

by 6 to produce approximately 500,000 cells. 

RESULTS AND DISCUSSION 

The comparison between the results obtained from the 

CFD and experiment will be based on time series of 

void fraction, probability density function (PDF) of 

void fraction and power spectral density (PSD) of void 

fraction. A stop watch will be used to verify the time 

that it took the first bubble to arrive at the measurement 

section. This will be carried out at same liquid and gas 

superficial velocities of 0.05 and 0.34 m/s, 

respectively.The model fluid is air-silicone oil. 

Comparison between the Computational fluid 

dynamics (CFD) and experiment  

The PDF of void fraction both for the CFD and 

experiment predict the same flow pattern as slug flow, 

according to the definition of Costigan and Whalley 

(1996). According to them, slug flow is a flow pattern 

characterised by a PDF graph with two peaks, one at 

lower void fraction (liquid slug) and the other one at 

higher void fraction, Taylor bubble. 

From Figure 5, it is interesting to observe that the CFD 

simulation is able to mimic the appearance of the first 

Taylor bubble (leading) as observed from the 

experiment. From the plot of the time series of void 

fraction for the CFD, the Taylor bubble first got to the 

measurement location from the mixing section in about 

5.1 seconds whilst for the experiment, 5.7 s. A time 

interval of 5.2 seconds was recorded using a stop 

watch. The % time delay is 1.9 and 9.6 for the CFD and 

experiment, respectively. The % delay can be attributed 

to the uncertainty in taking measurements of the time 

the Taylor bubble departs the mixing section and 

reached the measurement location. 

The contours of phase distribution as shown in Figure 6 

(a) - (b) and Figure 7 (a) - (b) for the Taylor bubble 

obtained from both the CFD and experiment show a 

reasonably good agreement. It is worth mentioning that 

the CFD as shown in Figure 8 (a) - (b) is able to 

replicate what is happening at the tail of the Taylor 

bubble (wake), a feat that cannot be achieved with the 

experiment. Three regions can be observed from the 

velocity profiles in Figure 8(a) - (b): the Taylor bubble, 

falling film and the wake region. From the plot, the 

Taylor bubble can be seen moving vertically upwards 

whilst the liquid film on the other hand, downwards due 

to the action of gravity and the shape of the nose of the 

Taylor bubble. A similar observation was reported by 

Mao and Dukler (1991), van Hout et al. (2002) and 

Legius et al. (1995) who all worked on vertical pipes 

using air and water as the model fluid. The falling film 

with some entrained bubbles drop into the wake region 

and a vortex region is created. The liquid film and 

some of the entrained bubbles are subsequently carried 

upwards by the incoming gas phase. This behaviour is 

similar to that observed by Fernandes et al. (1983) and 

Shemer et al. (2004) that the rising bubbles in the 

liquid slug rise from entrainment of gas from the Taylor 

bubble base. 
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Figure 5: Comparison between experimental data and CFD simulation results (same method of introducing the liquid into the flow 

domain)  

 

 

                                  
 

                                (a)          (b) 

Figure 6: comparison of contours of phase distribution, same 

inlet velocity condition for (a) CFD (b) ECT. The liquid and 

gas phases are represented by dark and light colours, 

respectively 

Much of this entrained gas is swept around a vortex in 

the Taylor bubble wake and re-enters the bubble. This 

agreement suggest that the CFD simulation can be 

considered to be useful for obtaining other flow 

parameters that characterize the internal structure of the 

flow that are difficult to measure experimentally, such as 

the velocity field and phase distribution. 
 

    
                      (a)                                       (b) 

Figure 7: Contours of phase distribution (cross-sectional void 

fraction of air) for the Taylor bubble obtained from (a) CFD 

(b) ECT. Screen shots taken at liquid and gas superficial 

velocity of 0.05 and 0.34 m/s, respectively. 

 

ECT-Plane 2 

ECT-Plane 1 
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Figure 8: velocity profile around the (a) Taylor bubble (b) Wake region of the Taylor bubble for liquid and gas superficial velocity 

of 0.05 and 0.34 m/s, respectively obtained from CFD 

 

 

The experiment was carried out with the pipe first full of 

liquid, before injecting air (gas), as was done for the 

CFD. This was done to give us confidence in our results; 

by comparing like with like. 

CONCLUSION 

A comparison between the results obtained from the 

CFD simulation and experiments has been carried out 

and the following conclusions can be drawn: 

1) This work also confirms the results reported in 

the literature for the characteristics of slug 

flow. 

2) A reasonably good agreement was obtained, 

and the CFD simulation can be used to 

characterize the slug flow parameters with 

confidence. However, further parametric CFD 

studies might be required to close the gap 

between CFD simulations and the experimental 

results. 
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ABSTRACT 

Multiphase flows are prevalent in a wide range of applications 

in several processes that are important to the oil and gas 

industry. Computational Fluid Dynamics (CFD) is 

increasingly utilized to understand, design, optimize, scale-up 

and improve multiphase processes in upstream and 

downstream applications. Various commercially available 

CFD software packages such as ANSYS-CFD, STAR-CD, 

StarCCM+, Ansys-CFX etc are typically used for such 

simulations. In addition to commercial software, a few open 

source CFD tools have become available in the recent past, 

with OpenFOAM being the most important one.  

In the present study, the performance of OpenFOAM version 

1.5 for multiphase flow applications was compared with the 

commercial software packages ANSYS-CFD and STAR-CD. 

The objective of the study is to apply different CFD tools to 

the same cases and to assess the performance of OpenFOAM 

compared to the commercial software. From the results, we 

conclude that OpenFOAM version 1.5 is not yet able to 

capture the gas-liquid interface accurately in the VOF 

simulation of a Taylor bubble. Further, in the case of the 

bubble column simulation, the predicted flow profiles do not 

resemble those obtained from experiments. In addition, 

options available for the computational models are also still 

limited in OpenFOAM. Thus, although the concept of 

OpenFOAM is of much interest for industrial users, 

significant improvements are still required in the OpenFOAM 

code before it can be used widely to model multiphase flows 

of general interest to the oil and gas industry.  

Keywords: CFD, OpenFOAM, multiphase flow, bubble 

column, Taylor bubble.  

NOMENCLATURE 

Greek Symbols 

  mass density, [kg/m
3
]. 

  dynamic viscosity, [kg/ms]. 

 σ   surface tension, [N/m] 

 

Latin Symbols 

U  velocity, [m/s]. 

 g   acceleration due to gravity [m/s
2
] 

 D  column diameter [m] 

 v   rise velocity [m/s] 

Eö Eötvös Number, gρD
2
/σ 

Mo Morton Number, gµ
4
/σ

3
ρ 

 

Sub/superscripts 

r relative 

b     bubble 

INTRODUCTION 

Multiphase flows, such as for gas and liquid, occur in a 

wide range of applications in several processes that are 

important to the oil and gas industry. Both experimental 

and computational methods help to better understand 

multiphase flows, enabling improved designs of 

equipment and processes. Computational Fluid 

Dynamics (CFD) is often used to gain detailed insights 

into the flow physics. CFD is increasingly being utilized 

within the oil and gas industry to design, optimize, 

scale-up and improve processes with applications that 

span upstream to downstream areas.  

Commercially available CFD software packages, such as 

ANSYS-CFD, STAR-CD, StarCCM+, and Ansys-CFX, 

are currently used for CFD simulation of multiphase 

flows. Each tool has its own strengths and weaknesses. 

Models available in these codes for multiphase flows 

still need to be developed further to reach a stage where 

they can be truly predictive and will not require 

extensive validation and calibration. The limitation with 

the commercial tools is that access is limited to the 

underlying CFD code through sub-routines or User-

Defined Functions.  

Two commonly implemented methods of modelling 

multiphase flows in commercially available CFD 

software are the Euler-Euler model and the Volume of 

Fluid (VOF) (Hirt and Nichols, 1981 and Youngs, 

1982). In the Euler-Euler method or Two-Fluid method 

(Pfleger and Becker, 2001) the different phases are 

treated as interpenetrating continua with momentum and 

heat exchange between them. Each phase has its own set 

of momentum and energy equations. Depending on their 

volume fraction, each phase is classified either as a 

continuous phase or as a dispersed phase. The VOF 

approach represents two or more immiscible fluids by 
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solving a single momentum equation and by tracking the 

volume fraction of each of the fluids throughout the 

domain.  

OpenFOAM is an open source C++ library that solves 

time-dependent, three-dimensional flows. The advantage 

of this code over the commercial codes is that it is open 

source which gives the user the flexibility to customize 

it as per the requirement of a given problem. 

Furthermore, the development does not need to be done 

from scratch because a framework is provided to build 

on. Apart from this flexibility, OpenFOAM is available 

free of charge under the terms of the GNU Public 

License, which is a significant incentive in this cost 

constrained world. These factors have been the 

motivation for evaluating capabilities of OpenFOAM for 

multiphase gas-liquid flows of interest to the oil and gas 

industry. All the results discussed and the conclusions 

drawn in this work are based on OpenFOAM version 

1.5.  
The objectives of this study are to:  

• Assess the capabilities of OpenFOAM for modelling 

multiphase flows, specifically two-phase gas-liquid 

flows.  

• Evaluate the performance of OpenFOAM against 

commercial software packages such as ANSYS-CFD 

and STAR-CD in terms of accuracy and robustness 

using both the Euler-Euler and Volume of Fluid (VOF) 

approaches.  

• Identify improvements required in closing gaps and 

bringing OpenFOAM to the level of current commercial 

software used for gas-liquid flow modelling.  

This study is meant to give the readers some impressions 

on the capabilities of CFD tools for applied multiphase 

flows, with emphasis on the OpenFoam performance. 

The study follows a pragmatic approach, i.e. from an 

experienced industrial CFD user perspective. It is not 

meant to provide benchmarking results, i.e. with detailed 

analysis of the numerical methods and extensive grid 

refinement. We used versions of the various tools as 

available at the moment that this study was undertaken. 

This study thus gives only a „snap-shot‟ overview. It is 

recommended to repeat the considered industrial cases 

when new versions are available and to track the 

improvements that are continuously being made in the 

CFD tools. 

OPENFOAM 

OpenFOAM is a library of C++ modules designed to 

build solvers for three-dimensional time-dependent 

problems such as fluid flow and solid mechanics. 

OpenFOAM is a C++ library, used primarily to create 

executables, known as applications. The applications 

fall into two categories: solvers, that are each designed 

to solve a specific problem in continuum mechanics, and 

utilities, that are designed to perform tasks that involve 

data manipulation. OpenFOAM contains numerous 

solvers and utilities covering a wide range of problems. 

In addition, the user can create custom solvers and 

utilities through C++ programming. This is a key feature 

of OpenFOAM, differentiating it from proprietary CFD 

software. 

OpenFOAM is supplied with pre- and post-processing  

capabilities. The overall structure of OpenFOAM is 

shown in Figure 1. In OpenFOAM all flow scenarios in 

continuum mechanics are classified under the following 

ten broad categories:  

• Basic  

• Incompressible flows  

• Compressible flows  

• Multiphase flows 

• Direct Numerical Simulation and Large Eddy 

Simulation  

• Combustion  

• Heat transfer  

• Electromagnetism  

• Stress analysis of solids  

• Finance  
 

 

Figure 1: Overview of the OpenFOAM structure (from 

OpenFOAM User Guide version 1.5). 

Each of these categories has a few solvers which 

simulate different physics or different approaches to the 

same physics. There are many tutorial cases available 

which cover almost all the solvers provided by 

OpenFOAM.  

One of the features of OpenFOAM, which gives a lot of 

flexibility, is that the computer coding of the differential 

equation resembles the actual equation to a great extent. 

For example 

 

  p
t

 UUU
U





.  (1) 

can be written in OpenFOAM code as 

 

solve  

(  

fvm::ddt(rho, U)  

+ fvm::div(phi, U)  

- fvm::laplacian(mu, U)  

= =  

- fvc::grad(p)  

); 

 

Here the terms fvm::ddt(), fvm::div(), fvm::laplacian() 

and fvc::grad() are functions which carry out the 

respective operations on the variable matrix, as shown in 

Equation 1. 

EULER-EULER METHOD 

In the Euler-Euler approach (Pfleger and Becker, 2001), 

the different phases are treated mathematically as 

interpenetrating continua. Since the volume of a certain 

phase cannot be occupied by another phase, the concept 

of the phase volume fraction is introduced. These 

volume fractions are assumed to be continuous functions 

of space and time and their sum is equal to one at a 

particular point in space. In OpenFOAM the model is 
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the same but it has been implemented in a slightly 

different way. The details of the model and its 

implementation in OpenFOAM have been discussed 

thoroughly by Rusche (2002). 

The physics of the bubble column is generally solved by 

the Euler-Euler method. Therefore this problem has 

been chosen in the present study. The bubble column 

has been simulated in ANSYS-CFD and in OpenFOAM. 

We kept as much similarity as possible between the set-

up of the cases in the two simulations tools. The solver 

in OpenFOAM for multiphase flows using the Euler-

Euler method is called TwoPhaseEulerFoam.  

The Bubble Column Setup 

The bubble column case has the specifications given in 

Table 1. The parameters shown in that table were among 

the ones which could be kept identical between ANSYS-

CFD and OpenFOAM. Henceforth this case will be 

referred to as the baseline case. The QUICK scheme 

was used for discretization of the momentum equation to 

have higher accuracy and consistency with the ANSYS-

CFD case. The geometry of the bubble column is shown 

in Figure 2.  

Table 1: CFD model specifications for the bubble column 

Specification Description 

Column diameter 0.15 m 

Column height 1.3 m 

System Air-water 

Gas superficial velocity 0.038 m/s 

Sparging area 100 % 

Numerical scheme for momentum eq. QUICK 

Two-phase model Euler-Euler 

Drag force (ANSYS-CFD default 

method) 

Schiller-Neumann 

Average bubble size 5 mm 

Lift and virtual mass forces Not-considered 

Time step 0.025 seconds 

Total simulation time 20 seconds 

Number of cells 65000 

Turbulence model RNG k-ε (Yakhot 

& Smith 1992) 

 

 

Figure 2: Geometry of the CFD model for the bubble column. 

In OpenFOAM there is a time directory by the name “0” 

which is present in the case directory. Within the 

directory there is an ASCII file for each of the variables 

being solved. The variables that are solved in this case 

are:  

α – volume fraction of the discrete phase which is air in 

this case.  

k – turbulent kinetic energy  

ε – turbulent dissipation rate  

p – pressure  

Ua – velocity of the discrete phase i.e. air  

Ub – velocity of the continuous phase i.e. water  

Each of the files contains the value of the corresponding 

variable for all the boundary patches in the geometry, 

which for our case are the Inlet, Outlet and the Wall.  

Generally two kinds of boundary conditions can be 

assigned for the variables, which are “fixed value” or 

“zero-gradient”. There are other types of boundary 

conditions also available for specific kinds of flows. A 

detailed description of the boundary conditions is given 

in the OpenFOAM User Guide. 

The boundary condition for k as well as ε is provided in 

terms of the actual values of these variables rather than 

in terms of turbulent intensity and length scale as done 

in the commercial software. Besides, it is also very 

important to initialize the volume with some appropriate 

values of k and ε so that OpenFOAM does not crash. 

The boundary conditions applied for the different 

variables in OpenFOAM and ANSYS-CFD are given in 

the Table 2. HD stands for Hydraulic diameter. 

The outlet condition for Ua has been set as Inlet-outlet, 

which is a special kind of boundary condition, provided 

by OpenFOAM. It switches the value of the variable 

between a fixed value and zero-gradient based on the 

flow direction. For Ua it means that if the value of Ua is 

such that the flow is going out of the domain then it will 

be zero-gradient and if the flow is coming into the 

domain then it will be forcibly set to zero. This has been 

done to replicate the degassing boundary condition. The 

degassing boundary condition is one which allows only 

the gas to go out and retains the liquid in the domain. In 

spite of this, the degassing boundary condition does not 

completely get imposed because the value for Ub has 

been set to zero-gradient, which means that the solver 

will not maintain the condition that no water goes out of 

the domain. 

Apart from the numerical scheme for the momentum 

equation all default schemes of the 

TwoPhaseEulerFoam solver was used. The default 

schemes and settings were obtained from the tutorial 

cases of TwoPhaseEulerFoam solver. 

Table 2: Boundary conditions for bubble column 

 Inlet Outlet Wall 

p Zero-gradient 0 Pa Zero-gradient 

Ua 0.038 m/s Inlet-Outlet No-slip 

Ub 0 m/s Zero-gradient No-slip 

k 7.22e-4 m2/s2 Zero-gradient Zero-gradient 

ε 3.66e-6 m2/s3 Zero-gradient Zero-gradient 

α 1 Zero-gradient Zero-gradient 

OpenFOAM 

 
 Inlet Outlet Wall 

p Zero-gradient 0 Pa Fluent Default 

Ua 0.038 m/s degassing No-slip 

Ub 0 m/s degassing No-slip 

k I = 5% ; HD = 

0.15 m 

I = 5% ; HD = 

0.15 m 

Fluent Default 

ε I = 5% ; HD = 

0.15 m 

I = 5% ; HD = 

0.15 m 

Fluent Default 

α 1 Fluent default Fluent Default 

ANSYS-CFD (FLUENT) 
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There are a number of turbulence models available in 

OpenFOAM which can be used. For the solver named 

TwoPhaseEulerFoam only the standard k-ε by Launder 

& Sharma (1974) model is available and has been 

specifically hard-coded. This is because the turbulence 

models available with OpenFOAM have been written 

based on the velocity of the continuum, which is unique 

for single-phase flows whereas the turbulence for the 

two-phase flows is calculated based on the velocity of 

the continuous phase.  

VOLUME OF FLUID METHOD 

One of the classical cases which is a good test of the 

Volume of Fluid (VOF) approach is the simulation of 

the rising Taylor bubble.  

The VOF model can deal with two or more immiscible 

fluids by solving a single set of momentum equations 

and tracking the volume fraction of each of the fluids 

throughout the domain. The VOF method by Hirt and 

Nichols (1981) and Youngs (1982) transports the local 

volume fraction of one of the fluids, a property varying 

sharply from 0 to 1 across the interfacial region, to 

update the position of the interface. However, unlike the 

Level Set approach by Sethian & Osher (1988), the 

VOF method usually involves a step of effective 

interface reconstruction. This step is based on the local 

volume fraction and the orientation of its gradient. 

Interfaces are then generally reconstructed using a 

piecewise linear interpolation proposed by Scardovelli 

and Zaleski (1999). Typical applications include the 

prediction of the jet breakup, the motion of large 

bubbles in a liquid, the motion of liquid after a dam 

break and the steady or transient tracking of any liquid-

gas interface.  

The feasibility of rigorously modelling the fluid 

mechanics of a Taylor gas bubble in a stagnant liquid-

filled vertical pipe was examined by, among others, 

Tomiyama et al. (1994). The simulation was carried out 

using the VOF method. They also carried out 

experiments for the Taylor bubble shape under a wide 

range of Eö (=gρD
2
/σ) and Mo (=gµ

4
/σ

3
ρ) using sucrose 

solution and air at room temperature and atmospheric 

pressure. These two dimensionless numbers reflect the 

variation of the surface tension and of the liquid 

viscosity. It was confirmed by the experiments that the 

bluntness of the nose of the bubble, the flatness of the 

tail of the bubble and the thickness of the liquid film 

around the bubble were strongly affected by the two 

dimensionless numbers. The calculated terminal rising 

velocities and bubble shapes agreed fairly well with all 

the measured ones, which indicates that the effects of 

drag force, buoyancy and surface tension force on the 

bubble were well predicted by the CFD simulations.  

The dedicated solver in OpenFOAM for VOF 

simulation is called InterFoam. The version of 

InterFoam, which also has turbulence models in it, is 

called RasInterFoam. The detailed description of the 

implementation of the VOF model in OpenFOAM is 

described by Rusche (2002).  

Taylor Bubble Setup 

The Taylor bubble case as simulated here has the 

specifications given in Table 3. MUSCL was used for 

discretizing the momentum equation to have more 

accuracy and to have consistency with the simulations 

done in ANSYS-CFD. Figure 3 shows the geometry for 

the Taylor bubble CFD model. 

The different variables being solved for the VOF 

approach in OpenFOAM are as follows:  

γ – volume fraction of the liquid phase  

k – turbulent kinetic energy  

ε – turbulent dissipation rate  

pd– dynamic pressure.  

U – velocity of the continuum 

The values of these variables at the boundaries are given 

in Table 4. The boundary conditions in STAR-CD are   

similar to ANSYS-CFD in all respect with default 

settings retained wherever possible. Apart from the 

numerical scheme for the momentum equation all the 

other default schemes of the RasInterFoam solver were 

used. 

Table 3: CFD model specifications for Taylor bubble case. 

Specification Description 

Column diameter 0.28 m 

Column height 3.05 m 

System Air-water 

Gas inlet velocity 1 m/s for 0.3 sec 

Numerical scheme for momentum eq. MUSCL 

Two phase model VOF 

Time-step 0.0001 sec 

Number of cells ~1x106 

Turbulence model RNG k-ε 

Surface tension 0.072 N/m 

 

  

Figure 3: Geometry of the Taylor bubble CFD model. The 

figure on the right shows the level of liquid (red). 

Table 4: Boundary conditions for bubble column 

 Inlet Outlet Wall 

γ 0 Inlet-Outlet Zero-gradient 

pd Zero-gradient 0 Zero-gradient 

k 1e-7 m2/s2 Zero-gradient Zero-gradient 

ε 0.1 m2/s3 Zero-gradient Zero-gradient 

U 1 m/s for 0.3 s Zero-gradient 0 

OpenFOAM 

 

 Inlet Outlet Wall 

γ 0 Fluent Default Fluent Default 

pd Zero-gradient 0 Fluent Default 

k I = 5% ; HD = 

0.28 m 

I = 5% ; HD = 

0.28 m 

Fluent Default 

ε I = 5% ; HD = 

0.28 m 

I = 5% ; HD = 

0.28 m 

Fluent Default 

U 1 m/s for 0.3 s Fluent Default 0 

ANSYS-CFD (FLUENT) and STAR-CD 
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Interface Capturing Method in OpenFOAM 

The interface capturing technique is a very important 

part of the VOF methodology. In ANSYS-CFD the 

equation for γ is solved using a so-called geo-reconstruct 

(Rider & Kothe, 1998) discretization scheme whereas in 

OpenFOAM the following transport equation is solved.  

    0)1(  



r

t
U U  (2) 

Here Ur is a velocity field which is included to compress 

the interface to maintain its sharpness. The detailed 

description of the method of compressing the interface is 

given in Ruche (2002). The philosophy here is to use the 

extra term in the equation for γ to artificially compress 

the interface and to use bounded convective schemes to 

maintain the values for γ between 0 and 1. 

RESULTS AND DISCUSSION 

Euler-Euler Simulation for the Bubble Column 

The simulation for the bubble column in OpenFOAM 

was done with two different boundary conditions. In one 

of the boundary conditions the column is fully filled 

with liquid, without the presence of a free surface, and 

in the other one there is a column of air above the liquid 

column so that there is a free surface in the simulation 

domain. This approach has been taken to see the effect 

of the free surface existing in the simulation domain. 

These two types of boundary conditions are shown in 

Figure 4. The condition in which there is a column of air 

will be referred to as the case with free board and the 

other one will be referred to as the case without free 

board. 

 

 

Figure 4: Two approaches for the bubble column simulation. 

Case without free board 

The comparison of the holdup of air after 20 sec of 

analysis time between ANSYS-CFD and OpenFOAM is 

shown in Figure 5. The holdup in the ANSYS-CFD 

simulation is uniform throughout the column whereas in 

OpenFOAM we see local jumps in the holdup. In 

ANSYS-CFD the simulation after 20 sec of analysis 

time had reached a steady state whereas in OpenFOAM 

the flow still shows transient behaviour.  

Figure 6 clearly shows that the velocity profile and the 

holdup profile with OpenFOAM are not homogeneous, 

neither along the height coordinate, nor in radial 

direction, which is in contrast to the ANSYS-CFD case 

without free board. The velocity of the air in 

OpenFOAM is higher than that predicted by ANSYS-

CFD. The overall holdup predicted by OpenFOAM is 

about 8.5% whereas ANSYS-CFD predicts an overall 

holdup of 9.8%. The experiments show that the holdup 

is homogeneous throughout the domain both radially 

and along the height as predicted by ANSYS-CFD but 

the overall holdup is 20%. Thus both ANSYS-CFD and 

OpenFOAM underpredict the overall holdup by ~50%. 

Case with free board 

For the case with the free board the boundary condition 

at the outlet and the initial condition for α is different 

from what is given in Table 2. The outlet boundary 

condition for Ua and Ub is zero-gradient and a portion of 

the domain is initialized with α= 1 at the top of the 

column. The height of the free board can be 10-15% of 

the total height of the column. This kind of initialization 

can be done using the SetFields utility in OpenFOAM. 

Figure 7 shows the comparison of results between the 

ANSYS-CFD case without free board and OpenFOAM 

case with free board. The other difference between the 

two cases is that ANSYS-CFD has the turbulence model 

on whereas OpenFOAM has the turbulence model off 

because the turbulence model was diverging with the 

free board simulation. 

Figure 7 shows that with the free board condition 

OpenFOAM results improve considerably and become 

close to the results of ANSYS-CFD. This is further 

endorsed by the graphs of the holdup profile and the 

velocity magnitude of air profiles at different heights 

along the column in Figure 8. The velocity profile is 

predicted very well in terms of values as well as 

homogeneity. The holdup values are still not 

homogeneous but the overall average has increased and 

is now closer to the value predicted by ANSYS-CFD. 

The solution with OpenFOAM reaches a steady state 

after about 20 sec of analysis time, which is the same as 

found in ANSYS-CFD. 

A comparison of Figure 6 and Figure 8 clearly shows 

that the free board boundary condition is causing the 

results to improve significantly. In the boundary 

condition without the free board the solution is unstable, 

does not reach a steady state and is highly 

inhomogeneous whereas all these characteristics are 

removed if the free board condition is applied. This 

shows that there is some problem in OpenFOAM caused 

by the outlet boundary condition. In ANSYS-CFD we 

have the provision of applying the degassing boundary 

condition whereas in OpenFOAM this kind of a 

boundary condition is not available. The outlet boundary 

condition used for this model in OpenFOAM is a special 

kind of boundary InletOutlet. The InletOutlet condition 

allows only the air to leave through the outlet, and it 

prohibits any inflow of air into the domain through the 

outlet.  



A. Singh, R. Menon, R. Henkes  

6 

  

 
Figure 5: Comparison of the air holdup (α) contours in the bubble column simulations with ANSYS-CFD and OpenFOAM.

 

Figure 6: Comparison of the (a) air holdup and (b) the axial velocity of air at different sampling locations along the height of the 

column for cases without free board. 

 

The turbulence model in OpenFOAM does not work in 

the case with free board. It may be due to a problem 

with the turbulence models at the interface because of 

the way the two-fluid turbulence model works. The 

turbulence equations have some source terms based on 

the gradient of the volume fraction implemented in 

OpenFOAM. These terms become very large near the 

interface and this can lead to numerical instabilities. The 

other term, which may become unstable due to the same 

large gradients, is the turbulent dispersion term driven 

by the gradient of volume fraction. A description of 

these numerical difficulties is given in Ruche (2002).  
 

 

VOF Simulation for the Taylor Bubble 

A comparison is made between the results for the VOF 

simulations for the Taylor bubble as obtained with 

OpenFOAM, STAR-CD, and ANSYS-CFD. 

The shape of the Taylor bubbles in Figure 9 shows that 

OpenFOAM version 1.5 is not able to capture the 

features adequately. The surface of the bubble is uneven 

in OpenFOAM, whereas it is very smooth in ANSYS-

CFD and in STAR-CD. This may be due to the 

difference in the numerical discretization scheme that is 

used for solving the volume fraction equation. 

OpenFOAM uses the interface-capturing technique as 

discussed earlier, ANSYS-CFD uses the geo-reconstruct 

scheme and STAR-CD uses HRIC (High Resolution 

Interface Capturing) by Muzaferija and Peric (1998). 

This shows that the geo-reconstruct scheme is able to  

 

 

ANSYS-CFD OpenFOAM 
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Figure 7: Comparison of air holdup (α) contours: (a) ANSYS-CFD without free board and with turbulence (b) OpenFOAM 

with free board and no turbulence 

 

Figure 8: Comparison of the (a) air holdup and (b) the axial velocity of air at different sampling locations along the height of the 

column for ANSYS-CFD case with free board and OpenFOAM case without free board.

 

 

capture the interface better than the other methods. 

OpenFOAM version 1.5 does not have the geo-

reconstruct scheme. The results from STAR-CD have 

very few trailing bubbles as compared to OpenFOAM 

and ANSYS-CFD. The number of trailing bubbles is so 

large in OpenFOAM that later on the bubble 

disintegrates completely as shown in Figure 11.  

Figure 10 shows the rise velocity of the Taylor bubble; 

here the bubble surface has been identified as the iso-

surface with a value of the γ = 0.5. To calculate the 

velocity of the bubble the vertical height of the centroid 

of the bubble from the base of the column was 

monitored with time. The centroid of the bubble was 

calculated by taking the area average of the height over 

the bubble surface. The ratio of the change in height to  

 

 

 

change in time has been plot in Figure 10. The analytical 

expression for the rise velocity of a single Taylor bubble 

is gD. = vb 3280 , which has been derived in the work by 

Davies & Taylor (1950) and Dumitrescu (1943) (here  

g is the gravitational acceleration and D is the column 

diameter). According to this expression the rise velocity 

of the bubble for this case should be 0.56 m/s. All the 

three CFD tools predict a lower value of about 0.45 m/s 

for the terminal rise velocity of the bubble (see Figure 

10). The difference might be due to the inclusion of the 

effect of the trailing bubbles. However, from the finding 

that there are very few trailing bubbles in the STAR-CD 

results, whereas it still predicts a lower terminal 

velocity, it may be argued that the trailing bubbles may 

not be the only reason for the deviation in the terminal 

velocity. Other reasons might be insufficient resolution 

(a) ANSYS-CFD (b) OpenFOAM 
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of the numerical mesh and/or weaknesses of the 

discretization scheme of the volume fraction equation. 

More investigation needs to be carried out to find out 

the real cause of such behaviour.  

Due to the inability of OpenFOAM to capture the 

interface in a smooth manner the bubble finally 

disintegrates completely after 4.15 seconds as is shown 

in Figure 11. This demonstrates that OpenFOAM 

version 1.5 does not properly simulate Taylor bubbles. 

 

 

Figure 9: Comparison of the shape of the Taylor bubble as 

obtained with three CFD tools, (I) ANSYS-CFD (II) 

OpenFOAM (III) STAR-CD, at four different instances (a) 0.3 

sec (b) 1.0 sec (c) 1.5 sec (d) 2.5 sec 

 

 

Figure 10: Centroid velocity of the Taylor bubble. 

CONCLUSION 

Based on the results of this study, it can be concluded 

that OpenFOAM version 1.5 has limited capabilities to 

model multiphase flows of interest to the oil and gas 

industry. In the latest release of OpenFOam (version 

1.7), the InterFoam and RasInterFoam solvers have 

been merged, but not much has changed in the 

TwoPhaseEulerFoam solver.  

The flexible and open structure of OpenFOAM gives the 

user many options to improve and customize this CFD 

tool. With the capabilities in version 1.5, OpenFOAM 

cannot yet compete with the commercial software for 

multiphase flow modeling, such as ANSYS-CFD and 

STAR-CD.  With the ongoing development of 

OpenFOAM, however, it is likely that future versions of 

the software will overcome the shortcomings identified 

in this study. 

 
                                            I                   II                    III 

Figure 11: Iso-surface of Volume fraction of liquid = 0.5     

(I) ANSYS-CFD (II) OpenFOAM (III) STAR-CD. 

The key findings for OpenFOAM version 1.5 are 

summarized below:  

1. In OpenFOAM various turbulence models are 

available for the simulation of single phase flows. 

Unlike this, the solver for the Euler-Euler method 

only has the standard k-ε model available. The other 

turbulence models, such as the RNG k-ε, still have 

to be coded. The VOF model in OpenFOAM can 

already use the other turbulence models.  

2. The Euler-Euler approach available in OpenFOAM 

version 1.5 is not as well implemented as in 

ANSYS-CFD. The predictions of the gas holdup are 

not good for conditions without free board and 

require further improvement. This may be due to 

the difficulty in handling the exit boundary 

condition or lack of ability of OpenFOAM to 

dampen unstable behaviour of the numerical 

solution. The case with the free board gives much 

better results, but it crashes when the turbulence 

model is switched on. Further investigation has to 

be done to find out the cause of this crash. 

3. The VOF model available in OpenFOAM version 

1.5 is not able to capture the interface of the Taylor 
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bubble in a physically viable manner. It is not ready 

at this point to simulate slug and churn flows. The 

higher order interface capturing schemes such as the 

HRIC and PLIC (geo-reconstruct) are not available 

in OpenFOAM.  

4. It is recommended to recalculate the industrial cases 

used in this study for the latest release of 

OpenFOAM (version 1.7), and also for future 

releases of both OpenFOAM and the commercial 

tools. It is also recommended to carry out 

successive grid refinement. 
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ABSTRACT
For the stable operation of a submerged arc furnace, precise con-
trolled tapping of the molten products is an important factor. In this
study tapping of slag and metal from submerged arc furnaces used
for ferromanganese (FeMn) production is investigated. An in-depth
understanding of the melt flows and heat transfer in the furnace is
essential in order to identify the governing conditions on the tapping
process. Therefore a comprehensive computational fluid dynamics
(CFD) model of an industrial size furnace is described which is able
to predict the melt flows in the furnace heart, temperature distribu-
tion in the melt and the furnace wall refractories and flow rates of
slag and metal during furnace tapping. The model addresses multi-
phase fluid flow; conjugate heat transfer, natural convection, turbu-
lent flow through porous beds inside the furnace and high resolution
grid. Using the modified k− ε turbulence model for porous media,
the effect of fluid flows around coke particles is taken into account.
The results show that the tapping flow rate is mainly dependent on
the initial level of slag and metal inside the furnace. The model
also predicts that the slag-metal and gas-slag interfaces are tilted
towards the furnace taphole. The results of the model are in good
agreement with industrial measurements for total weight of slag and
metal tapped in a given time interval. These results show validity of
the developed model.

Keywords: CFD, Submerged arc furnace, Tapping process, Mul-
tiphase fluid flow, Turbulence model for porous media .

NOMENCLATURE

ρ Density, [kg/m3]
µ Dynamic viscosity, [kg/ms]
µt Turbulent viscosity, [kg/ms]
ε Porosity of the bed
β Thermal coefficient of volumetric expansion, [1/K]
λ Thermal conductivity, [W/m.K]
σT Turbulent Prandtl number of enthalpy
(λdiss)XX Apparent conductivity in longitudinal direction
(λdiss)YY Apparent conductivity in transverse direction
α Permeability of the bed
u Velocity, [m/s]
T Temperature, [K]
p Pressure, [Pa]
g Gravity acceleration, [m/s2]
k Turbulent kinetic energy, [m2/s2]
Cµ Turbulent model constant
C2 Inertial resistance

dp Particle diameter, [m]
cp Specific heat, [J/kgK]
DF Furnace diameter, [m]
DE Electrodes diameter, [m]
DT Taphole diameter, [m]
HF Considered height of furnace, [m]
HT Taphole height, [m]
L Taphole lenght, [m]
h Slag or metal height, [m]

INTRODUCTION

High carbon ferromanganese is commercially produced by
carbothermic reduction of manganese ores, primarily in elec-
tric submerged arc furnaces. Recently built furnaces for
the production of ferromanganese have capacities of 75-90
MVA. The produced metal typically contains around 78%
Mn and 7% C, and the slag around 40% MnO (high-MnO
slag practice). An increasing part of the metal is refined to
medium or low carbon ferromanganese (Olsen et al., 2007).
Electric furnaces used in the production of manganese al-
loys are generally circular and have three electrodes, each
connected to a separate electrical phase. The electrodes are
submerged in the burden and the electric current run through
the area bellow the electrode tips where electrical energy is
converted to heat. Produced slag and metal may be tapped si-
multaneously from the same taphole, or separately in differ-
ent slag and metal tapholes arranged at a vertical distance of
0.5-1.0 m. A ferromanganese producing furnace is schemat-
ically shown in Figure 1.
Stable operation of submerged arc furnace is required to re-
duce energy consumption in the furnace. Stability of furnace
operation is highly dependent on the quality of tapping pro-
cess. Tapping of melt from the furnace is directly connected
to the furnace inside conditions. To maintain the furnace in-
side in good condition, in addition to different operational is-
sues, it is necessary to clarify the drainage behavior of molten
metal and slag in the hearth. Therefore the melt flow behav-
ior should be understood precisely.
The furnace heart consists of metal layer and an overlaying
coke bed zone. The coke bed starts approximately at the tip
of the submerged electrodes down in the furnace. In this area
there will be a bed of oxide coke, slag and metal (Olsen et al.,
2007). Due to the different densities of coke, slag and metal
the various layers are often described in the literature as con-
sisting of separate layers, as illustrated in Figure 2(A) Olsen
et al. (2007). However from excavation of a single-phase pi-
lot scale furnace Tangstad (1996) and Tangstad et al. (2001)
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and industrial furnaces Barcza et al. (2001), Tangstad (1999),
Ringdalen and Eilertsen (2001), Olsen and Tangstad (2004)
it has been proven that coke is present all the way down to
the metal layer. Often "dry" bed of coke is present at the top
of the coke bed area. The slag to coke ratio increases with
decreasing distance to the metal layer, as illustrated in Fig-
ure 2 Olsen et al. (2007). The coke bed is "forced" into the
slag layer by the weight of the overburden. The viscosities
of slag and metal are also largely different; the molten slag
is usually several orders of magnitude more viscous. Since
the coke bed zone is often packed with coke particles, so that
the liquids inside this zone can only flow throughout the void
space between the particles. Hence, the tapping process is
often idealized as the drainage of immiscible liquids from a
packed-bed reservoir.
Flow of molten slag and metal in a FeMn furnace is very
similar to melt flows in a blast furnace (BF) heart (Ashrafian
and Johansen, 2006). There are several researches available
in the literature about flow of molten slag and metal in the
blast furnace heart. Throughout the pioneering experiments
about tapping process in the blast furnaces (Fukutake and

Figure 1: Schematic view of a ferromanganese production
furnace showing furnace body, electrodes, off-gas system
and charge materials (Tangstad, 2011).

Figure 2: Possible coke bed configurations. A) Separate coke
bed, slag layer and metal layer. B) Coke bed mixed with
slag and separate metal layer. 1-pre-reduction zone, 2a-coke
bed with small amount of slag, 2b-coke bed with increasing
amount of slag towards the metal layer, 3-slag layer, 4-metal
layer Olsen et al. (2007).

Okabe, 1976), it was shown that during the tapping period,
the slag surface tilts towards the taphole resulting in an early
discharge of the furnace gases and remaining of relatively
large amounts of slag in the furnace. These observations
were furthermore completed in other studies (Tanzil et al.,
1984) where it was observed that the slag-metal interface
may also tilt towards the taphole. Simultaneous to the tap-
ping of the overlaying slag layer, the metal layer is also en-
trained into the taphole from levels well below the taphole
level. Different flow regimes in tapping of the slag and metal
from the blast furnace heart are schematically shown in Fig-
ure 3.

Figure 3: Different flow regimes in tapping of stratified fluids
from a packed bed reservoir while the metal height is above
(a) or bellow (b) the taphole level.

In fluid mechanics, the entrainment of immiscible liquids
during the tapping of one or the other is a well-known phe-
nomenon. In many applications, it is necessary to predict the
maximum rate of withdrawal of a fluid with desired proper-
ties which can be attained before fluid from a different level
also begins to flow (Turner, 1973). The behavior of fluid
flow in the channels due to existence of point and line sinks
in the end wall of channel at different levels from the inter-
face between the two layers have been investigated in pre-
vious works (Craya, 1949) and (Huber, 1960). Further im-
provements of the theory of the withdrawal from a two-layer
fluid through a line sink were carried out through works done
by (Hocking and Forbes, 2001), (Tyvand, 1992) and (Stokes
et al., 2003).
In the case of tapping from a ferromanganese furnace, exis-
tence of metal, slag and gas as three separate phases in the
system, interaction of different phases with a packed bed of
solid particles in the slag and coke bed zones and unknown
shape for the coke bed, are just examples which show how
complex the system is. Drainage rates as well as the viscos-
ity of the working liquids are often quite high. The complex
flow behavior through the furnace heart is, therefore a result
of the simultaneous action of inertial, buoyancy and viscous
forces, including the geometrical effects represented by the
packed bed.
Tapping of slag and metal from the FeMn furnaces could
be idealized as the drainage of immiscible liquids from
a packed bed reservoir. This problem was revisited by
(Ashrafian and Johansen, 2006) through developing a sim-
ple two-dimensional CFD model. Their model includes a
non-porous metal zone and porous slag and gas zones, where
the porosity and particles size are evenly distributed in these
zones. The aim of their work was to study the behavior of
metal and slag flows while tapping from a packed bed reser-
voir as the furnace hearth. The influence of density and vis-
cosity ratios of slag and metals as well as the packed bed
characteristics on the onset of entrainment of the lighter liq-
uid into the taphole was studied in their work. They found
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that buoyancy effects are the underlying parameter in deter-
mining the onset of the simultaneous tapping. Also they con-
cluded that in the absence of packed bed, the viscosity ratio
was found out to have no influence on the tapping behavior
while with the presence of the packed-bed the tapping be-
havior is drastically changed. Their results show that onset
of entrainment of the lighter liquid as well as the gas-liquid
interface into the taphole is advanced, leading to the consid-
erable amounts of the lighter liquid to be remained in the
reservoir.
In spite of the investigations described above, a general de-
scription of the flow behavior during the tapping of slag and
metal from the submerged arc furnaces is difficult to obtain,
due to the complexity of the real system and simplifications
and assumptions made in the numerical models. The cur-
rent study aims to develop a new three-dimensional numer-
ical model to resolve the complex flow structures and heat
transfer within the heart of a FeMn furnace. Therefore our
model is restricted to the high temperature zone of the fur-
nace.

MODEL DESCRIPTION

The current model is built based on an industrial size furnace
and uses multiphase Computational Fluid Dynamics (CFD)
techniques together with refined computational grid and ap-
plies a set of mathematical equations for turbulent flow-heat
transfer in porous media. Moreover, the flow pattern and heat
transfer are described and analyzed in more details to extend
the knowledge on the liquid slag and metal flows. Physi-
cal properties of coke bed zone such as porosity, permeabil-
ity and particles size as well as the most probable coke bed
structure have been selected based on both the available lit-
erature and industrial information about the furnace inside
conditions.

Model Geometry

Since the model is restricted on the high temperature zone
of the furnace including metal layer and the coke bed, only
1 m from the furnace bottom is considered in the geometry
of the model. In order to study the heat distribution in the
lower part of the furnace, the geometry includes the furnace
refractory walls both side wall and bottom wall. The furnace
geometry has been selected based on an industrial size FeMn
furnace with the specifications listed in Table 1.

Table 1: Detailed geometry of the FeMn production furnace
used in CFD modeling.

DF (m) HF (m) DE (m) DT (m) L (m) HT (m)
11 1 2 0.10 0.6 0.4

The high temperature zone of the furnace is treated as sym-
metric about the plane defined by the hearth centerline and
the taphole, so only one half of the furnace needs to be
modeled. The furnace geometry including different zones
is shown in Figure 4.
The coke bed zone is divided into two different zones called
fine coke bed, the zones located under the electrodes, and
coarse coke bed which includes the rest of coke bed zone
(see Figure 5). Physical properties of the prescribed zones,
slag and metal are given in Table 2. Surface tension for the
metal is equal to 1.17 N/m (Shin et al., 2010), for the slag
is 0.5 N/m and metal - slag interfacial tension is equal to 0.6
N/m (Ashrafian and Johansen, 2006).

The furnace wall refractory thickness is considered 1.6 m
at the bottom and 0.6 m at the furnace side wall. It was
assumed that the wall refractory is made of normal carbon
bricks used in constructing submerged arc furnaces (Scheep-
ers, 2008) and therefore the material properties of the bricks
were chosen upon to the available information.

Model governing equations

Metal, slag and gas are the immiscible phases available in
the model of the FeMn producing furnace. The interfaces be-
tween these phases are tracked by VOF method. The conser-
vation equations for mass and momentum in isotropic porous
medium, resistance against fluid flows in an isotropic porous
medium are written in coordinate free tensor notation as:

Figure 4: Geometry of the FeMn production furnace includ-
ing the slag and metal zones as well as wall refractories.

Figure 5: Coke bed zone laid over the metal layer in the fur-
nace heart, the fine coke bed (a) and the coarse coke bed (b).
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Table 2: Physical properties of slag and metal in different
zones used in CFD modeling of the FeMn production furnace
(Olsen et al., 2007), (Shin et al., 2010) and (Eramet, 2010)

Zone ρ f µ λ f ε cp f dp
Metal 6100 0.005 40 1 791 -

Coarse coke bed 3000 0.1 3 0.3 1800 0.05
Fine coke bed 3000 0.1 3 0.5 1800 0.015

∂ερ

∂ t
+∇ · (ερu) = 0 (1)

∂εu
∂ t

+∇ · (ερuu)−∇ ·
[

µe f f ε(∇u+(∇u)T )

]
=

− ε∇(p+
2
3

ρk)+ ερgβ (T −Tre f )− εR
(2)

ρ = ∑
κ

εκ ρκ/∑
κ

εκ (3)

µ = ∑
κ

εκ µκ/∑
κ

εκ (4)

The scalar equation for the propagation of the liquid fraction
has similar form as Equation (1). The effective and turbulent
viscosities are defined as follows:

µe f f = µ +µt (5)

µt = ρCµ

k2

ε
(6)

The model is a generalization of Darcy’s Law, commonly
used for flows in porous media, and of the Reynolds-
averaged Navier Stokes equations, with an eddy viscosity ac-
counting for the turbulent effects. The last term in Equation
(2) represents the resistance to flow in porous media. Based
on the well-known Ergun’s equation (Ergun, 1952), the re-
sistance force for flow through a bed of particles is given by:

R =
150µ

d2
p

(1− ε)2

ε3 u+
1.75ρ

dp

(1− ε)

ε3 |u|u (7)

The defined resistance in the Ergun’s equation for each com-
ponent can be written as:

Ri =−(
µ

α
·ui +C2

1
2

ρ|u|ui) (8)

α =
d2

p

150
ε2

(1− ε)3 (Permeability) (9)

C2 =
3.5
dp

(1− ε)3

ε3 (InertialResistance) (10)

The turbulent viscosity is determined by applying the k-
ε model modified by (Nakayama and Kuwahara, 1999) in
which an extra source term, comparing to normal fluid flow,
due to solid particles is added into the equations solved for ki-
netic energy and its dissipation within the turbulence model.
This model allows unified treatments for the liquid iron flow
over the entire hearth. Assuming thermal equilibrium be-
tween the fluid and solid matrix of packed bed, for saturated
rigid porous media, the energy equations for the fluid and
solid phases can be written as ((Guo et al., 2008)):

ρ f cp f
∂T
∂ t

+ρ f cp f ∇ · (uT )−∇ ·
[(

λ f +
cp f µt

σT

)
∇T

]
= 0

(11)

ρscs
∂T
∂ t
−∇ · (λs∇T ) = 0 (12)

Integration of the two microscopic energy equations yields
the energy equation:

(
ερ f +(1− ε)ρscs

)
∂T
∂ t

+ ερ f cp f ∇ · (uT ) = ∇ · {λp ·∇T}

(13)
Where λp is a modified thermal conductivity which can be
expressed as:

λp =

[
ελ f +(1− ε)λs + ε

cp f µt

σT

]
+λtor +λdis (14)

The apparent conductivity tensors, λtor and λdis, are intro-
duced to describe the tortuous molecular diffusion and the
thermal dispersion, respectively.

(
ερ f cp f +(1− ε)ρscs

)
∂T
∂ t

+ ερ f cp f ∇ · (uT ) =

∇ ·
{[(

ελ f +(1− ε)λs + ε
cp f µt

σT

)
+λtor +λdis

]
·∇T

}
(15)

This equation is similar in format to the generic advection
diffusion equation that governs the energy transport in the
fluid flow through porous media except for a modified ther-
mal conductivity.
These extra terms in the effective conductivity are usually
prescribed in normalized forms. λtor/λ f decreases by in-
crease of, Peclet number, Pe, or decrease of λs/λ f Guo et al.
(2008). The Peclet number is defined as follows:

Pe =
ρ f cp f dpε|u|

λ f
(16)

With increasing Pe, the contribution due to thermal disper-
sion dominates that due to tortuosity. Therefore the tortuosity
term can be neglected.
The thermal dispersion is non-isotropic, with a higher level
in the longitudinal flow direction than in the transverse di-
rection Guo et al. (2008). Empirical correlations in terms of
the Peclet number and porosity for longitudinal and trans-
verse dispersion are respectively as follows (Kuwahara and
Nakayama (1999)):(

λdis

)
XX

λ f
= 2.7

Pep

ε1/2 (17)(
λdis

)
YY

λ f
= 0.052

(
1− ε

)1/2

Pep (18)

where Pep is a modified Peclet number, given by:

Pep = Pe
(

1− ε

)1/2

(19)

In the computation, the longitudinal direction aligns with the
local velocity vector, which changes with location.
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Numerical method and boundary conditions

The numerical computations were performed with the com-
mercial CFD package FLUENT 6.3.26 which is a finite vol-
ume based software. To construct liquid-liquid and gas-
liquid interfaces in the system, the Volume Of Fluid (VOF)
method together with the CICSAM scheme, suitable for flu-
ids with big viscosity difference, was chosen. The software
provides a solver for a standard set of Navier-Stokes equa-
tions for fluid flow and heat transfer. The additional source
terms for the modified turbulence and heat transfer model are
introduced using user defined functions (UDF’s) to the soft-
ware. The mesh generated for the model is arranged in such
a way that the resolution is high in regions where velocities
or temperature tends to vary greatly, e.g., near taphole and in
the radial direction. The total number of grid points is about
600 000.
For boundary conditions it is assumed that both the slag and
metal production happen in the fine coke bed zone. Based
on industrial data an average production rate of 200 ton/day
for slag and 330 ton/day for metal, have been considered as
the mass source terms in the fine coke bed zone. Pressure on
the taphole surface is set as the atmospheric pressure condi-
tion. On the slag surface, a constant pressure and temperature
of 1450◦C were specified. The pressure term is considered
to account the effect of charge weight on the slag and hence
metal zones. At the wall, a no-slip condition exists on the hot
face of the refractory walls. The standard log law wall func-
tion is applied for the velocity. The thermal boundary layer
is modeled using the thermal law-of-the-wall function. Tem-
peratures at the cold face of the refractory and the furnace
bottom are explicitly specified. The upper surface of the re-
fractory wall is adiabatic. The computational grid developed
for CFD modeling is presented in Figure 6.

Figure 6: Computational grid of the FeMn furnace geometry
including the high temperature zone of the furnace and the
wall refractory.

RESULTS AND DISCUSSIONS

Melt flows in the furnace heart

The predicted results show there are two different flow zones
in the furnace, which can be separated by the interfacial
boundary between the slag and metal layers. The fluid ve-
locity in the metal layer is always more than that in the slag
layer. Resistance created by the low permeable coke bed
zone against the high viscosity slag flow is the main reason
for low fluid velocity in the coke bed zone. Figure 7 shows

the velocity vectors in the slag and metal layers for the verti-
cal central plane of the furnace.

Figure 7: Velocity vectors in the central vertical plane of the
furnace, y=0, showing higher velocity magnitude in the metal
layer comparing with flow of highly viscous slag in the coke
bed zone (Vmax = 0.5m/s).

The slag velocity magnitude also varies between the fine
coke bed and coarse coke bed zones. Reduced size of coke
particles in the fine coke bed zone leads to formation of a less
permeable region and hence higher resistance against fluid
flow in this zone. This phenomenon is shown in Figure 8.

Figure 8: Velocity vectors in the central horizontal plane of
the furnace, z=0.5 m, showing higher velocity magnitude for
the slag in the coarse coke bed zone comparing to the slag
flow in the fine coke bed zone (Vmax = 0.04m/s).

The metal flows towards the furnace taphole even when the
metal height is bellow the taphole level. Evolution of the slag
and metal flows towards the taphole is shown in Figure 9.
As it can be seen from this figure, by start of tapping process
the direction in the metal zone is towards the furnace taphole,
even in the zone close to the furnace bottom, and metal is the
only phase which goes through taphole. As the tapping pro-
ceeds the metal flow towards the taphole is disturbed due to
flow of slag phase in the same direction and also decreased
metal height. By time passing the metal flow is restructured
through formation of recirculation loops in the zone close to
the furnace bottom. In this situation the metal flow rate from
the taphole decreases and slag is the main phase which occu-
pies the taphole. At the final stage the gas phase also entrains
towards the taphole while the slag height in the furnace is
still above the taphole level. In this situation the tapping rate
of both the slag and metal from the furnace taphole drops.
Figure 10 shows the situation where the slag and metal are
getting tapped from the furnace and the gas phase has en-
trained the melt flows.

Temperature distribution in the furnace heart

The melt flow pattern determines the temperature distribution
in the liquid phases. High efficiency heat transfer is made by
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the bulk flow advection, turbulent diffusion and thermal dis-
persion, which strongly depend upon the fluid velocity. Tem-
perature distribution in the slag and metal as well as furnace
wall refractory is shown in Figures 11 and 12. Results of the
model considering the melt flows in the furnace heart, Fig-
ure 11, show that the temperature is basically uniform over
a large portion of the melt pool, while the change in tem-
perature is mostly restricted to the near-wall regions or those
corner regions of the refractory-hot metal interface. As it can

Figure 9: Evolution of the pathlines of the slag and metal
flows in the high temperature zone of the furnace in vicinity
of the taphole colored by volume fraction of metal.

Figure 10: Volume fraction of different phases, in vicinity
of furnace taphole, in the FeMn furnace during tapping pro-
cess showing simultaneous flow of metal and slag through
the taphole while the gas phase has entrained the melt flows.

be seen from this figure the metal temperature in the furnace
and close to the taphole zone is higher than the opposite side
in vicinity of the furnace wall. This is in one hand due to high
thermal conductivity of molten metal which leads to higher
heat transfer from hot metal to the cold wall refractory. In the
other hand it is caused because of low melt velocity in this
zone and hence decreased heat transfer efficiency due to bulk
flow advection and turbulent diffusion. This phenomenon is
not seen in the coke bed zone due to very low thermal con-
ductivity of molten slag which flows in this zone.

Figure 11: Temperature distribution (◦K) in the high temper-
ature melt zone of the furnace as well as wall refractory in
the central vertical plane of the furnace.

Figure 12: Temperature distribution (◦K) in the high temper-
ature melt zone of the furnace as well as wall refractory in
the horizontal plane located over the slag surface.

The temperature profile along the vertical centreline of the
furnace is shown in Figure 13. In the solid refractory region,
between z = 0 and z = 1.6m, the temperature gradient is in-
versely proportional to the thermal conductivity of the con-
struction material. Overall, the thermal conduction across
the solid refractory dominates the entire heat transfer from
hot melts to the surrounding.
Figure 14 represents the same temperature profile when it is
only restricted to the metal and coke bed zones. As it is seen
from this figure there is a linear temperature gradient in the
metal zone while a change in the slope of this linear gradient
at the slag - metal interface, approximately at z = 2.1m, is
clear. It is also seen that there is a linear temperature gradient
in the coke bed zone and there is very small or no temperature
gradients in the upper part of the slag zone.
This result show that there is a distinct temperature difference
between slag and metal phases which can be used to make
distinguish between these phases in the situation where slag
and metal are simultaneously tapped from FeMn furnaces.
The temperature profile in the slag and metal phases along
the horizontal centerline of the furnace is presented in Fig-
ures 15 and 16.
The temperature profile in the metal zone shows that there
is a temperature gradient while moving in the vertical direc-
tion in this zone. In fact due to higher temperature in the
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slag, the metal temperature increases as the vertical distance
to the slag-metal interface decreases. There is also a tem-
perature gradient in the horizontal direction showing that the
metal temperature close to the taphole region is higher than
the opposite side in the furnace.
In the coke bed zone where slag exists, the melt temperature
is mostly constants along the horizontal centerline and there
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Figure 13: Temperature profile along the vertical centerline
of the furnace, x = 5.5m, showing the temperature gradients
in both wall refractory and molten phases.
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Figure 14: Temperature profile along the vertical centerline
of the furnace, x = 5.5m, showing the temperature gradients
only inside the molten phases.
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Figure 15: Temperature profile along the horizontal center-
line of the furnace, parallel to the furnace bottom, showing
the temperature gradients in the metal zone.

is rapid changes in the temperature close to the wall refrac-
tory. It is also clear that close to the wall refractory, the melt
temperature in the taphole region is higher than the opposite
side in the furnace.

Effect of buoyancy on the melt temperature profile

In the presented results the fluid density change due to ther-
mal expansion, buoyancy effect, has been ignored in the
model. Thermal coefficient of volumetric expansion for the
metal is 1.65×10−4K−1 (Shin et al., 2010) and for slag is
equal to 6.4×10−6K−1. Considering the buoyancy effect in
the melt leads to a changed temperature profile in the fur-
nace. Figure 17 shows comparison between temperature pro-
file along the vertical centreline of the furnace with and with-
out considering the buoyancy effect. The effect of buoyancy
on the temperature profile is more clear when it is restricted
to the zone including the melts (see Figure 18).
From these figures it is seen that in the case where no buoy-
ancy is considered, temperature changes significantly in the
metal layer, whereas it is not the case when the buoyancy is
included. It is also seen that the buoyancy force is negligible
for the case of a liquid with a low thermal expansion coef-
ficient, such as slag. In this case, the turbulence/dispersion
makes very little difference to the calculated result. However,
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Figure 16: Temperature profile along the horizontal center-
line of the furnace, parallel to the furnace bottom, showing
the temperature gradients in the slag.
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situations with and without considering the buoyancy effect
in the melt.
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the contribution of turbulence/dispersion has been found to
be much stronger when a stagnant zone due to natural con-
vection exists. Presence of coke particles would generate ad-
ditional turbulence and thermal dispersion compared with the
metal layer where there is no particle in it.

Investigation of the effect of slag and metal height
on the tapping parameters

One of the main parameters which can influence tapping of
slag and metal from FeMn furnaces, is the volume of the
melts inside the furnace heart. The initial levels of molten
products in the furnace heart in one hand determines the hy-
drostatic pressure in the furnace as a deriving force for tap-
ping of the melts. In the other hand it influences the compo-
sition of slag and metal in the tapped melts. In the current
research the effect of slag and metal height on the tapping
flow rate from the prescribed size FeMn furnace is investi-
gated. The case studies which have been considered in this
research are listed in Table 3.

Table 3: List of the case studies which have been investigated
in the current research.

h
∖

Case No. Case 1 Case 2 Case 4 Case 4

Metal Height (m) 0.4 0.5 0.6 0.7
Slag Height (m) 0.6 0.5 0.4 0.3

During tapping process the metal height in the furnace grad-
ually decreases and therefore the coke bed zone which is
floating on the metal layer, will descend as well. In order
to consider the vertical movement of porous coke bed, sev-
eral zones in form of layers located on top of each other have
been considered in the model. The physical properties of
each layer changes from non-porous to a porous zone as it is
filled with slag. Since modeling of a moving porous bed is
somehow difficult and because this method is applied only to
a very narrow region at the slag-metal interface, it seems that
this simplification does not affect the accuracy of the model
significantly.
Tapping flow rate from the FeMn furnace in the case where
the slag and metal heights are equal to 0.5m is shown in Fig-
ure 19. It is seen from this figure that metal flow rate is quite
high by the start of tapping and it decreases to a constant level
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Figure 18: Comparison between the buoyant and non-
buoyant temperature profiles along the vertical centerline of
the furnace, x = 5.5m, in the zone where molten phases do
exist.

as tapping process proceeds. The slag has a much less tap-
ping rate, comparing to metal, at the beginning but it slowly
increases to a higher and constant amount and finally it de-
creases to a lower rate again. The resultant total flow rate
from the furnace shows a decreasing behavior.
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Figure 19: Tapping flow rate from the FeMn furnace in the
situation where the slag and metal heights are both equal to
0.5m.

The tapping weight for this case is shown in Figure 20. The
result show that the metal weight increases with a faster rate
at the beginning and it reaches to a more flat level as the metal
tapping rate decreases. The slag tapping weight shows an
increasing behavior up to the time when its tapping rate drops
to a much lower level and after that it has a much slower
increase rate. The total tapping weight follows a pattern very
similar to the metal weight.
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Figure 20: Tapping weight from the FeMn furnace in the
situation where the slag and metal heights are both equal to
0.5m.

The tapping rate of metal for different case studies is pre-
sented in Figure 21. The results show that the flow rate of
metal which is tapped from the furnace is directly related to
the initial metal height. As tapping process continues, the
tapping flow rate decreases to a level which is almost con-
stant in all case studies. Evolution in the total weight of the
metal which is tapped from the furnace is shown in Figure
22.
The slag flow rate as a function of tapping time is presented
in Figure 23. The most interesting result is that the slag
height is detrimental parameter for tapping flow rate of slag
only if the metal height is above the taphole level. In this sit-
uation the higher the slag height the higher the tapping flow
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rate of slag, although the flow rate difference is not signifi-
cant. In the situation where the metal height is lower than the
taphole level, MH = 0.4m, the slag height is highest among
the case studies but the slag flow rate is the lowest.
The main reason for this phenomenon is that the metal flow
through the furnace taphole acts as a deriving force to evac-
uate the overlaying high viscosity slag when the slag reaches
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Figure 21: Metal flow rate during tapping of the FeMn fur-
nace in the situation where the metal heights ranges from
0.4m - 0.7m.
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Figure 22: Metal weight increase during tapping of the FeMn
furnace in the situation where the metal heights ranges from
0.4m - 0.7m.
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Figure 23: Slag flow rate during tapping of the FeMn furnace
in the situation where the slag heights ranges from 0.3m -
0.6m.

to the taphole.

Comparing the results of model with industrial measure-
ments
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Figure 24: Comparison between the results provided by the
model and industrial data from one week operation of the
same furnace size as the model.

In order to check validity of the predicted results by the
model, using of industrial measurements is an essential step.
Industrial data from operation of a FeMn furnace with the
same size as the model have been provided by one of the in-
dustrial partner of the project (Eramet Norway). These data
have been taken from one week of normal furnace operation.
Comparison between the model results and industrial mea-
surements is shown in Figure 24. The points represent the
industrial measurement of the metal weight after each tap-
ping.
This comparison shows that the model covers the industrial
data in its range. The main result is that the model predicts
a metal height of 0.5m∓ 0.05m inside the furnace. Consid-
ering the fact that taphole level is at z = 0.45m, the model
prediction shows that the metal height in the furnace just be-
fore the start of tapping is always above the taphole level.

CONCLUSION

Tapping process in ferromanganese (FeMn) production fur-
naces was investigated. A 3D multiphase model for the high
temperature zone of the furnace was developed. The fur-
nace geometry was taken from an industrial size FeMn fur-
nace. The developed model is based on Computational Fluid
Dynamics (CFD) techniques and it considers slag and metal
flows and heat transfer in the furnace heart. The model shows
that there is a distinct temperature difference between molten
slag and metal inside the furnace. Also the metal temper-
atures in the different regions over the furnace bottom are
different. The temperature in the slag zone is evenly dis-
tributed except for a narrow region at the slag-metal interface
where the slag temperature is influenced by metal. The tap-
ping flow rate for different phases including slag and metal
was predicted by the model for a number of different cases.
The results indicate that since the permeability of the coke
bed is low, the metal below the taphole level is able to drain
during the tapping process. Decreased coke bed permeabil-
ity can make this phenomenon more significant. Compari-
son between the model predictions and industrial tests can
be used to estimate the true metal height inside a furnace.
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ABSTRACT

Rising energy costs and changing legislation are bringing the
need for more efficient baking processes into much sharper
focus. Forced convection ovens use convective heat transfer
from air impingement jets to bake bread. Air impingement
bread-baking ovens are complex systems used to entrain
thermal air flow. In this paper, Computational Fluid Dynamics
(CFD) is combined with an optimization framework in order
to develop a tool for the rapid generation of forced convection
oven designs. A design parameterization of a three-
dimensional generic oven model is carried out to enable
optimization, for a wide range of oven sizes and flow
conditions, to be performed subject to appropriate objective
functions measuring desirable features such as, for example,
temperature uniformity throughout the oven. Optimal Latin
Hypercubes for surrogate model building and model validation
points are constructed using a permutation genetic algorithm
and design points are evaluated using CFD. Surrogate models
are built using a Moving Least Squares (MLS) approach. A
series of optimizations for various oven sizes and flow
conditions are performed using a genetic algorithm with
responses calculated from the surrogates. This approach
results in a set of optimized designs, from which appropriate
oven designs for a wide range of specific applications can be
inferred. It is found that for the particular oven design and
objective function under investigation, the optimized design is
obtained with a dimensionless nozzle-to-surface distance
H/D = 6.82, nozzle diameter D = 20mm and an operating jets
velocity unoz = 38.12 m/s under baking temperature of 240 oC.
Under these conditions baking time can be reduced by 5-10%,
subsequently resulting in energy savings of a similar
magnitude.

Keywords: CFD Application, Optimisation, Bread-Baking
Industry, Energy Efficiency.

NOMENCLATURE

Greek Symbols
α Thermal diffusivity, K/(ρ cp), [m2/s].
ΔTs Temperature difference between the top of bread

average temperature and baking chamber, [K].
 Mass density, [kg/m3].

 Kinematic viscosity, [m2/s].

 Dynamic viscosity, [kg/m.s].

σT Temperature functional for minimization, [K].
σi Standard deviation of minimum distance of DOEi

θ Closeness-of-fit parameter.

Latin Symbols
AFR Air fuel ratio, [-].
Bi Biot number, (hcL)/K, [-].
cp Specific heat, [J/(kgK)].
D Nozzle jet diameter, [m].
DOEi Design of experiment i, i=b, m, v.
DVi Design variable i=1, 2, 3.
F Objective function.

g


Acceleration due to gravity, [m2/s].

H/D Dimensionless nozzle-to-surface distance, [-].
hc Convective heat transfer coefficient, [W/(m2K)].
L Characteristic length, [m].
K Thermal conductivity, [W/(mK)].
Lij Distance between points i and j in Latin

Hypercube.
Nu Nusselt number, (hcD)/K, [-].
p Pressure, [Pa].

R Correlation coefficient.
Re Reynolds number, (unoz D) / , [-].
ri Normalized distance from the current point to

model building point i.
S Nozzle to nozzle spacing, [m].
u Velocity, [m/s].
ui Velocity components in the ith coordinate direction

xi , [m/s].
U Pseudo-potential energy of DoE points.
wi Weighting factor of the DoE build point i.
xi ith coordinate direction , [m].
unoz Nozzle velocity, [m/s].
V Volume, [m3].

Sub/superscripts
i Index i.
j Index j.

b Model building DOE.
m Combined model DOE.
v Model validation DOE.

INTRODUCTION

Commercial bread baking is a complex process of
simultaneous heat, water and water vapour transport
within the dough/bread in which heat is supplied by
ovens. Two types of oven are commonly used in the
commercial baking industry; indirect fired ovens and
forced convection (or direct fired) ovens. Forced
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convection ovens are the focus of the present study and
are based on hot air jet impingement technologies that
have been used extensively in order to dry coated
products, paper and textiles (Ikin and Thompson 2007).
Within forced convection baking ovens, heat is
transferred to the dough/bread via conduction,
convection and radiation and the relative importance of
each mode is determined by the air temperature and
velocity of the impinging air jets, (Martin 1977).
Uniformity of air temperature and velocity across the
width of an industrial baking oven is vital to ensure an
even distribution of heat transfer to each loaf and
therefore maintaining constant product quality. In order
to ensure this uniformity is maintained in jet
impingement bread ovens, high air pressure is created in
the plenum that feeds the banks of nozzles. If nozzle
design could be optimised such that the air is distributed
uniformly across the oven width, product quality could
potentially be maintained whilst altering the oven
settings to reduce oven energy use.
CFD is increasingly being used to predict airflows for
many applications in the food industry (Norton and Sun,
2006). The capability of CFD modeling to predict
temperature distribution within the oven, which has an
important influence on final bread quality, is
demonstrated in Khatir et al. (2010, 2011).
Studies have shown that the ratio of distance between
the air jet and impinged surface to nozzle diameter
(commonly referred to as the dimensionless ratio H/D
where D is the nozzle jet diameter) is optimum for heat
transfer when in the range of 6-8 (Sarkar and Singh,
2004). Previous optimisation studies in bread baking
have altered the temperature profile along the length of
the oven to reduce moisture loss (Therdthai et al.,
2002), optimised temperature, heat transfer coefficient
and bread radius (i.e. dough shape) for improving
product quality (Purlis, 2011), and used multi-objective
optimization and control vector parameterization
approaches to optimize product quality for ratios of
different heat sources (Hadiyanto et al., 2009, 2011).
This paper specifically combines high fidelity CFD
analysis and experimentation within a formal
optimization framework in order to develop a novel
optimization tool that can be used to improve oven
efficiency. Since product quality is dependent on the
uniformity in a baking oven, this will be the focal point
of the current work. This work aims to investigate the
viability of doing this using an approach used that
searches for optimal combinations of oven geometrical
and operating parameters; such as nozzle diameter D,
ratio between the air jet diameter and impinged surface
distance H/D and nozzle jet velocity unoz.

MODEL DESCRIPTION

Following Khatir et al. (2011), air flows in the oven are
analysed using the steady-state Reynolds Averaged
Navier-Stokes (RANS) equations for three-dimensional
flow. For steady state flows the continuity and
momentum equations written in the RANS format are:

(1)

(2)

where ρ and ui are the air density and velocity
components in the ith coordinate direction xi

respectively, p is pressure and g


is the acceleration due

to gravity. The last term of Eq. (2) represents the
turbulent stresses that requires additional closure
equation(s) to be solved. Turbulence is modeled using
the realizable k-ε transport model as in Khatir et al.
(2011, 2010) and Boulet et al. (2010). The turbulence is
described with two additional variables k (turbulent
kinetic energy) and ε (turbulent dissipation) that enables
the computation of the turbulent stress and the turbulent
viscosity. The realizable k–ε model is an improvement
of the standard k– ε model that can be useful for flows
in complex geometries, and consists of the following
two transport equations:

(3)

(4)

In Eq. (3), the term Gk represents the turbulence energy
production by means of the velocity gradient. The
negative term represents the energy dissipation. For Eq.
(4), the first production term (the second term on the
right-hand side of Eq. (4)) is related to the spectral
energy transfer (and does not contain the term Gk). The
turbulent viscosity μt is obtained from the turbulent
energy k and the dissipation. The terms σk, σε, C1, C2, are
model parameters, with the following given values σk =
1.0, σε = 1.2, ]
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C2 = 1.9.
The energy equation is also solved and takes the form:

(5)

where cp, T and K are the specific heat capacity,
temperature and thermal conductivity of the air,
respectively.
Second order upwind schemes are used for all flow
variables and solutions are computed using the SIMPLE
algorithm (Patankar and Spalding, 1972). The
continuity, momentum, turbulence transport and energy
equations (1)-(5) are solved computationally using
ANSYS FLUENT 13.0.
A surrogate modeling approach is adopted for the
optimization study. Such approaches have been
successfully used recently for the design optimization of
jet pumps (Fan et al., 2011, Eves et al., 2010). Design
of experiments (DoE) is carried out using Optimal Latin
Hypercube containing build and validation points. This
is achieved via a permutation genetic algorithm
(Narayanan et al., 2007), applied to the multi-objective
problem of optimizing the uniformity of model building
point, model validation point, and combined DoEs. The
optimality criterion for each DoE is defined by the   
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Audze-Eglais method (Toropov et al.,
Eq. (6) with the objective function defined by Eq.

mmvvbb UWUWUWF 

where U is a pseudo-potential energy of
is the distance between points i and j where
the objective function to be minimized,
factors, and, b, v, m denote model building, model
validation and merged DOEs respectively.
Surrogate models were built using a Moving
Squares (MLS) method where the weighting of points in
the regression coefficients calculation are determined
using a Gaussian decay function:

),exp( 2
ii rw 

where wi is the weighting of the DoE build point
the normalized distance from the current point to model
building point i, and θ is a closeness-
This parameter is optimized to maximize
for the obtained surrogate model, as calculated on the
validation DoE. The surrogate is then rebuilt using the
combined building and validation
optimization is performed using a geneti
(GA) with responses calculated using the surrogate
models.

CFD Validation Study

The oven analysed is based on a typical
direct-fired, forced convection oven
representation of the impingement jet
shown in Fig. 1.

Figure 1: Three-zone direct fired oven: a)
oven; b) Simplified schematic showing the mechanism for

distributing air through the nozzles for a single zone

Due to geometric and physical symmetry, only the flow
field within the solution domain characterized in Fig.
together with the boundary conditions
numerically.
The geometry shown in Fig. 2b) is composed of flow
openings, symmetry planes and walls as in B
Mujumdar, (2009). For flow openings a combination of
velocity inlet and pressure outlet types are used, with
temperature and convective heat transfer
the walls (see Table 1).
Grid independency analysis is undertaken for both grid
cell numbers and grid distributions where values of the
temperature functional σT is defined as:

are analyzed, where V is the volume
domain, Tzone the air-jet temperature in the baking
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2007) shown in
) with the objective function defined by Eq. (7):

(6)

(7)

potential energy of DOE points, Lij

where i ≠ j, F is
the objective function to be minimized, W are weighting

model building, model
respectively.

Surrogate models were built using a Moving-Least-
Squares (MLS) method where the weighting of points in

regression coefficients calculation are determined

(8)

build point i, ri is
the normalized distance from the current point to model

-of-fit parameter.
imize the R2 value

obtained surrogate model, as calculated on the
. The surrogate is then rebuilt using the

building and validation DoEs. Global
optimization is performed using a genetic algorithm

calculated using the surrogate

based on a typical industrial type
fired, forced convection oven. A schematic
ntation of the impingement jet configuration is

a) Overview of the
Simplified schematic showing the mechanism for

distributing air through the nozzles for a single zone

nd physical symmetry, only the flow
characterized in Fig. 2

the boundary conditions is solved

is composed of flow
as in Banooni and

. For flow openings a combination of
velocity inlet and pressure outlet types are used, with

and convective heat transfer defined along

Grid independency analysis is undertaken for both grid
mbers and grid distributions where values of the

defined as:

(9)

is the volume of the baking
temperature in the baking

chamber set at 513 K. Results for
are outlined in Fig. 3.

Figure 2: Geometry of the oven baking chamber showing th
solution domain and the boundary conditions:
of section of oven being analysed

boundary conditions.

Table 1: Summary of boundary conditions.

Modelled
equation

Inlet Outlet

Energy T=513 K T=513 K

Momentum Vin= unoz Gauge pressure
P =

Turbulence
Length scale lscale=5×10-4 lscale

Intensity I=2% I=2%

Figure 3: Grid independency:
Functional, σT (Eq.

Optimization Results

The oven is parameterized by t
and DV2=H/D and one operating design variable
DV3=unoz as indicated in Fig. 4. with a fixed nozzle to
nozzle distance spacing S=200mm.

A 30 point Optimal Latin Hypercube
constructed with three dimensions using the approach
described earlier. Of the 30 points, 20 are building
points and 10 are validation points. Equal weights are
used in Eq. (2). The levels of the Latin Hypercube are
then scaled to correspond to the ran

a)

b)

Gas burner
Air recirculation fans

Direction
of product

industry / CFD11-151

Results for H/D=6 and D=14mm

Geometry of the oven baking chamber showing the
olution domain and the boundary conditions: a) Plane-view
of section of oven being analysed; b) Solution domain and

oundary conditions.

of boundary conditions.

Outlet Wall

T=513 K (Top)
T=513 K
(Bottom)
hc =10
W/(m2K)

Gauge pressure
P = 0 Pa No-slip

Wall function

scale=5×10-4

I=2%

Grid independency: Temperature
q.(4)) vs. grid size.

oven is parameterized by two geometric, DV1=D
operating design variable

as indicated in Fig. 4. with a fixed nozzle to
=200mm.

A 30 point Optimal Latin Hypercube DOE is
constructed with three dimensions using the approach
described earlier. Of the 30 points, 20 are building
points and 10 are validation points. Equal weights are
used in Eq. (2). The levels of the Latin Hypercube are
then scaled to correspond to the ranges:
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5mm≤DV1≤20mm; 2≤DV2≤10; and 8m/s
The distribution of points in normalized design variable
space is shown in Fig. 5.

Figure 4: Generic model of oven with design variables:
nozzle jet diameter D, jet velocity unoz

H between bottom impinged surface and nozzle jet
with nozzle to nozzle distance spacing

Values of standard deviation of minimum distances
σv and σm for building, validation and merged
found to be σb=0.87, σv=1.12 and σm=1.02 respectively.
Figure 6 confirms the uniform scattering of the cloud of
design points.

An initial CFD mesh is morphed to match each set
of design variables. This is achieved by altering the
location of boundary nodes of the bottom plate, as well
as the rounded nozzle jet diameter as indicated in Figs.
2 and 4 via a script using GAMBIT mesh software.
Mesh checks and smoothing ensure mesh quality is
maintained. CFD analysis is performed at each design
point using the approach outlined above.

Figure 5: Distribution of design points in design
variable space.

Figure 6: Sample points minimum distance plot for
model building, validation and total merged
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10; and 8m/s≤DV3≤40m/s.
The distribution of points in normalized design variable

design variables:

noz and distance
impinged surface and nozzle jet,

nozzle to nozzle distance spacing S=200mm.

standard deviation of minimum distances σb,
for building, validation and merged DOEs are

=1.02 respectively.
the uniform scattering of the cloud of

An initial CFD mesh is morphed to match each set
eved by altering the

location of boundary nodes of the bottom plate, as well
as the rounded nozzle jet diameter as indicated in Figs.
2 and 4 via a script using GAMBIT mesh software.

and smoothing ensure mesh quality is
is performed at each design

above.

Distribution of design points in design

Sample points minimum distance plot for
model building, validation and total merged DOEs.

Of primary importance in bread
temperature uniformity within the baking chamber to
ensure high quality bread. Such a uniformity assessment
can be measured via the temperature functional
defined by Eq.(4). The temperature functional
are extracted from the CFD data.
of the response is then constructed, using a second order
base polynomial and the 20 model building points. The
closeness of fit parameter in Eq. (3) is optimized using
the 10 model validation points. MLS surfaces gave
equally good agreement with building and combined
DOEs (R2 values of 0.92 and 0.91 for
respectively). However there was a slight difference in
agreement with the validation points (R
due to the complexity of the flow field and the use of
relatively few design points. Nevertheless the current
level of approximation is acceptable within the
optimisation framework.

The optimization problem was formulated
to minimize the objective function
algorithm (GA) was used to find a global minimum with
fitness evaluations carried out by the surrogate models.
The GA produced a design which,
surrogate model, would reduce temperature difference
between the top of the bread (
our 3D CFD generic model) and the baking chamber
temperature. Results were obtained
D=20mm, H/D=6.82 and unoz

from the surrogate model which
represented in Fig. 7. Note that the
within the range of 6-8 that has been proposed by
previous studies (Gardon and
Singh, 2004). The corresponding ratio
fairly accurate agreement with the analysis carried out
by Attalla and Specht, (2009)

Figure 7: Surface response of surrogate

A CFD study was made of the optimized design and
showed good agreement with the surrogate model with a
σT =1.22 which is within
prediction. The use of the CFD model for thermal air
flow analysis and energy efficiency assessment is
considered next.

Of primary importance in bread-baking is ensuring good
temperature uniformity within the baking chamber to

. Such a uniformity assessment
can be measured via the temperature functional σT as

temperature functional σT values
are extracted from the CFD data. MLS approximations
of the response is then constructed, using a second order
base polynomial and the 20 model building points. The
closeness of fit parameter in Eq. (3) is optimized using

e 10 model validation points. MLS surfaces gave
equally good agreement with building and combined

values of 0.92 and 0.91 for DOEb and DOEm

However there was a slight difference in
agreement with the validation points (R2 values of 0.81)
due to the complexity of the flow field and the use of
relatively few design points. Nevertheless the current
level of approximation is acceptable within the

The optimization problem was formulated in order
jective function σT. A genetic

algorithm (GA) was used to find a global minimum with
fitness evaluations carried out by the surrogate models.
The GA produced a design which, as predicted by the

would reduce temperature difference
he top of the bread (i.e. bottom wall plate in

CFD generic model) and the baking chamber
were obtained as follows:

noz=38.12m/s with a σT =1.16
from the surrogate model which σT surface response is

that the H/D value of 6.82 is
that has been proposed by

and Akfirat, 1966; Sarkar and
corresponding ratio S/D of 10 is in

with the analysis carried out
9).

urface response of surrogate model.

A CFD study was made of the optimized design and
showed good agreement with the surrogate model with a

within 5% of the surrogate’s
use of the CFD model for thermal air

flow analysis and energy efficiency assessment is
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Thermal Airflow Analysis and Energy Efficiency

Thermal Airflow Analysis

The complexity of the air flow field within such systems
is emphasized in Fig. 8 where multiple recirculation and
vortical structures are clearly demonstrated by the
pathlines coloured by velocity magnitude. This is also

Figure 8: Pathlines coloured by velocity magnitude.

seen through contour plot of velocity magnitude on
the front surface plane in Fig. 9.

Figure 9: Contour plot velocity magnitude on the front
surface plane.

As already mentioned, a value of σT =1.22 is obtained
implying a uniform temperature within the baking
chamber. This is further confirmed by Fig. 10 where
various contour plots of temperature are shown. A
difference of temperature ΔTs of 10oC between the

Figure 10: Contour plots of temperature emphasizing
temperature uniformity within the baking chamber.

average temperature of top of bread and baking chamber
temperatures is obtained. This is an important aspect of
the baking process as this will allow the bread to cook
efficiently.

Energy Efficiency

The density of the dough/bread is assumed to be
constant with value ρ=330 kg/m3 and a thermal
diffusivity α=2.165x10-6m2/s (Wong et al., 2007) with a
loaf of bread of 0.25m length, 0.10m width and 0.12m
height (i.e. mass of a loaf bread of around 1kg) and a
convective heat transfer coefficient hc=10 W/(m2K)
(Zhang and Datta, 2006) It is also assumed that bread is
cooked when its core temperature reaches 85-90 oC
(Purlis, 2011).
Complex models predicting the baking process have
been developed previously by other authors (Zhang and
Datta, 2006; Bollada, 2008, Jefferson et al., 2007),
however this paper uses a simplified heat transfer model
showing the rate of temperature rise within the bread
and does not incorporate moisture content and volume
change. It is used to illustrate the scope of energy
savings possible within the bread-baking industry.
Following the analysis for plane wall heat conduction
with convection as described by Incropera et al. (2006)
the temperature inside of the dough/bread is modelled

by the one-dimensional heat equation:

߲ଶܶ

ଶݔ߲
=

1

ߙ

߲ܶ

ݐ߲
(10)

for 0≤x≤L, 2L=0.25m with the following initial
conditions, T(x,0) = 30 C and boundary conditions,
�డ்
డ௫
ቚ
௫ୀ

= 0 and ܭ− �
డ்

డ௫
ቚ
௫ୀ

= ℎ[ܶ(ݐ,ܮ) − ஶܶ ] where

ஶܶ = 513 ܭ . The approximate solution of Eq. (10)
given by Incropera et al. (2006, p.273) is used to
compute the cooking time for various values of ΔTs,
difference between the temperature of top of bread and
the baking chamber temperature (i.e. ∆ ௦ܶ = (ݐ,ܮ)ܶ −

ஶܶ ). Calculated cooking times for various values ΔTs

are summarized in Figs. 11 and 12. ΔTs=0C represents
the surface of the bread being at the same temperature
of the oven, and giving the maximum driving force for
heat conduction into the bread (initially at a temperature
of 30 C).

Figure 11: Cooking time vs. core-bread temperature for various

values of ΔTs, difference between the average temperature of
top of bread and the baking chamber temperature.
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Figure 12: Cooking time vs. ΔTs for the core-bread to reach
a temperature of 85-90 oC initially at a temperature of 30 oC.

Thus, the optimum design would allow the bread to
cook in around 24 minutes, that is 2.5 minutes more
than the ideal case ΔTs=0oC and about 3 and 10 minutes
less than for ΔTs=20oC and ΔTs=40 oC respectively. For
practical bread-baking applications a value of 10oC for
ΔTs is usually acceptable. This would lead to a 5-10%
reduction in baking time that results in increased plant
efficiency for values of ΔTs in the region of 15-20 oC.

CONCLUSION

High fidelity flow analysis has been combined with a
formal optimization framework in order to optimize a
set of ovens with various geometric and jet velocities
configurations. An initial oven design is parameterized
into three key design variables and a number of designs
are produced using an Optimal Latin Hypercube design
of experiments. Each design is evaluated using CFD
analysis and Moving Least Squares surrogate models of
temperature uniformity are built. CFD results emphasize
the complexity of the thermal airflow behaviour of such
industrial systems, thus demonstrating CFD to be a
powerful design tool. Finally optimization using a
genetic algorithm is performed with the aim of reducing
the effective baking time of the bread, and hence
improve the energy efficiency of the process. The use of
CFD within an optimisation framework, where a
suitable objective function is chosen to represent the
desired outcome, allows efficient use of computational
resource. The choice of objective function is crucial in
determining what constitutes an optimal design; the
challenge is to interpret the physical parameters
(velocities, temperatures, etc) from the CFD solution in
a way that links with the objective function of choice.
Current ongoing work is focused on developing a range
of objective functions for energy efficiency or
manufacturability within the break baking oven.
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ABSTRACT 

A transient three-dimensional CFD model has been developed, 
using the ANSYS/CFX modelling package, to simulate 
breakup of a liquid slag film by a spinning disc. Owing to 
centrifugal forces, the slag film disintegrates into ligaments 
and droplets after leaving the spinning disc. The 
computational domain is a region extending from the disc 
edge to a finite outer boundary, in which the slag film first 
deforms into ligaments and then breaks up into droplets. 
Partial differential equations governing turbulent multiphase 
flows with free surfaces were numerically solved for each fluid 
phase (liquid slag and air). The free surface was modelled with 
the continuum surface force method. The developed CFD 
model was applied to predict the droplet size distributions 
which, as a means of model validation, were compared with 
those of slag granules obtained from dry slag granulation 
experiments carried out at CSIRO. The influence of liquid slag 
surface tension coefficient on the droplet size distribution was 
investigated. 

Keywords: Spinning disc, dry slag granulation, CFD 
modelling, simulation, free surface flow, multiphase flow, 
droplet formation.  

 

NOMENCLATURE 

 
Greek Symbols 

α3 Constant in turbulence model, [–] 
β′ Constant in turbulence model, [–] 
β3 Constant in turbulence model, [–] 
φ Disc diameter, [m] 
µ Dynamic viscosity, [kg.m-1.s-1] 
µt Turbulent viscosity, [kg.m-1.s-1] 
θ Azimuthal (angular) coordinate, [rad] 
ρ Density, [kg.m-3] 
σω2 Prandtl number for ω in transformed k-ε model, [–] 
σω3 Prandtl number for ω in SST turbulence model, [–] 
σk3 Prandtl number for k in SST turbulence model, [–] 
ω Turbulence eddy frequency, [s-1] 
 
Latin Symbols 

Cαβ Interphase momentum transfer term, [kg.m-2.s-2] 
Fg Body force vector due to gravitation, [kg.m-2.s-2] 

F1 First blending function in turbulence model, [–] 
Fs Surface tension force vector, [kg.m-2.s-2] 
k Turbulence kinetic energy, [m2.s-2] 
p Pressure, [kg.m-1.s-2] 
Pk Production rate of k, [kg.m-1.s-3] 
r Volume fraction, [–] 
R Radius of disc, [m] 
t time, [s] 
u Velocity vector, [m.s-1] 
y Radial coordinate, [m] 
z Vertical (axial) coordinate, [m] 
 
Sub/superscripts 

α, β Fluid phase identity (liquid slag or air) 
 

INTRODUCTION 

 
Slags are high volume by-products from the iron and 
steel industry. Each year, about two million tonnes of 
slags are produced in Australia, with some hundred 
millions of tonnes produced globally. Currently these 
slags are either air cooled in slag pits or water 
granulated. A large amount of waste heat contained in 
the molten slag is not recovered. Water granulation also 
consumes a large amount of fresh water and may cause 
possible air and ground water pollution due to sulphur 
emission. 
 
Dry slag granulation using a spinning disc is emerging 
as an attractive alternative to conventional processes. In 
this new approach, molten slag is atomised using a 
spinning disc to produce fine slag droplets which are 
quenched with air to produce solidified glassy granules. 
Simultaneously heat released is recovered to produce 
hot air at 500-600 °C that can be used at the plant for 
drying, preheating or steam generation. Compared to 
wet granulation processes, the dry process also saves 
water and minimises sulphur emission and possible 
pollution. 
 
The concept of spinning disc dry slag granulation was 
first proposed in the 1980s. Recent work at CSIRO has 
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led to a significant breakthrough in process design by 
overcoming several major difficulties (Xie and 
Jahanshahi, 2008). A new integrated dry granulation and 
heat recovery process has been demonstrated via a 
prototype pilot plant. The new process has been scaled 
up to a semi-industrial scale (treating slags at up to 100 
kg.min-1) and used to collect data for a CFD model, 
which will then be used for further scale up to full 
industrial size with plant trials to be conducted in 2-3 
years (Xie, 2011). 
 
Dry slag granulation on a spinning disc involves 
complex fluid dynamics, heat transfer as well as phase 
transformation. In this process, molten slag is poured 
onto a spinning disc, where it spreads outwards, under 
centrifugal forces, to become a liquid film. The film 
collapses, at or past the edge of the disc, into a number 
of ligaments and breaks up into fine droplets. The fluid 
flow is accompanied by simultaneous slag cooling and 
significant changes in slag properties such as viscosity. 
It is important to understand slag spreading on a 
spinning disc and the subsequent droplet formation 
process as the size of the slag droplets determines the 
rate of heat transfer, hence droplet cooling and 
solidification. 
 
Formation of a continuous liquid film on a spinning disc 
has been extensively studied previously (e.g., Matar et 
al., 2006, Sisoev et al., 2003ab, Bhatelia et al., 2009). 
The film thickness is determined by the disc spinning 
rate. But most of these studies deal with isothermal 
systems with no heat transfer or phase transformation 
and, thus, are not directly applicable to the flow of 
molten slag on a spinning disc. 
 
While there has been a large body of published studies 
on liquid film flow over a spinning disc, little has been 
published on ligament formation and subsequent 
breakup of the ligaments to produce liquid droplets from 
the disc. Limited studies to date (e.g., Wu et al., 1997, 
Lasheras and Hopfinger, 2000, Shinjo and Umemura, 
2010) were focused on ligament formation by a liquid 
jet/nozzle and subsequent necking and breakup to form 
droplets. In the case of the atomisation of molten slags 
by a spinning disc, it is obvious that the mechanism of 
ligament formation and breakup differ significantly from 
liquid jets. 
 
In order to understand slag atomisation by a spinning 
disc and effects of key process parameters, efforts have 
been made to develop a suitable CFD model to simulate 
the process. In a previous paper (Pan et al., 2010), CFD 
modelling techniques were applied to predict slag 
spreading to form a continuous film on a spinning disc 
and the formation of a solid frozen slag layer at the disc 
surface. A steady-state two-dimensional (2D) CFD 
model was established, using the ANSYS/CFX 
modelling package, and successfully applied to simulate 
free surface flow, solidification of a slag layer and heat 
transfer in the slag and the disc. The 2D slag film model 
can be used to calculate slag film thickness at the disc 
edge, which has a significant effect on the sizes of the 
slag droplets produced.  

 
In the present work, a transient three-dimensional (3D) 
CFD model has been developed, using the ANSYS/CFX 
modelling package, to simulate breakup of the slag film 
after leaving the spinning disc into droplets under 
centrifugal force. The slag film thickness at the disc 
edge predicted by our earlier 2D slag film model was 
used as an input to the 3D model and the droplet 
formation and droplet sizes are calculated and compared 
with experimental data available from dry slag 
granulation experiments carried out at CSIRO.  
 

MODEL FORMULATION 

General Assumptions 

 
In order to mathematically simulate breakup of a liquid 
slag film after leaving a spinning disc, the following 
general assumptions have been made: 
 
• A stable liquid film with a fixed radial mass flow 

rate (tapping rate) and uniform temperature is 
maintained at the edge of the disc, which is defined 
as an inlet of the computation domain; 

• In the vicinity of the disc, the air flow is influenced 
only by the spinning disc and the motion of liquid 
slag; 

• To reduce computational effort, a computation 
domain only includes limited portions of the disc 
side wall face and air near the disc side wall. A 
consequence of this is that any perturbations on 
liquid free surface on the disc are neglected as we 
assume that they are much smaller than the 
perturbations experienced by the liquid leaving  the 
disc; 

• Heat transfer and slag solidification are neglected 
but a rim formed by a layer of solidified slag over 
which liquid slag flows as a film is considered; 

• Periodical symmetry about the axis of the spinning 
disc is assumed. 

Governing Equations 

 
In this work the liquid slag and air flow is modelled as a 
three-dimensional, transient and two-phase free surface 
flow problem. The following partial differential 
equations (PDEs) governing multiphase flows are solved 
numerically. 
 

Continuity Equation 

Separate PDEs are considered for mass conservation of 
both the incompressible liquid slag and air phases: 
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Momentum Equations 

Separate velocity fields are obtained by solving the 
following momentum equation for each phase. 
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where, Fs is an additional momentum source due to 
surface tension, which is approximated by using the 
Continuum Surface Force (CSF) method (Brackbill et 
al., 1992); and Cαβ is the interphase drag force that is 
calculated using the Grace drag model (Grace and 
Weber, 1982). Other symbols appearing in the above 
equations and in the subsequent sections (including 
those in equations, figures and tables) are defined in 
NOMENCLATURE. 
 

Turbulence Equations 

Turbulence effects are accounted for by using a 
homogeneous turbulence model, which is a phase 
weighted extension of the single phase Shear-Stress-
Transport (SST) model. The SST model is described by 
the following equations for transport of turbulent kinetic 
energy and turbulent eddy frequency, respectively. 
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Further details of the constants and terms in the above 
equations can be found elsewhere (ANSYS inc., 2009). 
 

Computational Domain 

 
Figure 1 schematically illustrates the computation 
domain considered in the present modelling work. It is 
three-dimensional in space extending, in the radial (y) 
direction, from the disc side wall face to a sufficient 
finite distance from the disc to allow formation of liquid 
slag ligaments and droplets. In the vertical (z) direction 
the domain extends upward and downward from the 
liquid slag (film) inlet sufficient distance so that the air 
flow has a negligible influence on liquid slag flowing off 
the disc. In the azimuthal (θ) direction, the angle θ is 
determined by test computations such that at least two 
liquid ligaments formed are covered by the computation 
domain, with rotational periodicity boundary conditions 
applied to the faces bounding the computation domain in 
this direction. The θ direction is also the disc spinning 
direction. The disc side wall face is a cylindrical surface 
with a radius of 25 mm, i.e., the disc radius. (The disc is 

flat and has a diameter of 50 mm and a thickness of 10 
mm but is excluded from the computation domain.) As 
has been observed from experiments and simulated in 
the previous modelling work (Pan et al., 2010), a solid 
slag layer is normally formed on the top face of the disc 
with a thin film of liquid slag flowing over it. The solid 
slag layer normally extrudes beyond the disc edge by 
about 2 to 5 mm. Therefore, this part of extruded solid 
slag layer (rim) is included in the computation domain 
as a solid wall (i.e., “Solid slag upper face” and “Solid 
slag lower face” shown in Figure 1). 
 
The domain was discretised into nearly 640,000 vertex-
centred cells comprising of tetrahedral, pyramid, prism 
and hexahedral elements. For numerical stability and 
accuracy over 532,000 hexahedral elements were used 
and concentrated in the region of ligament and droplet 
formation. Mesh refinement was used to find a balance 
between accuracy and computational run time. Typical 
element sizes range from 0.1 mm to 0.75 mm. 
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Figure 1: Schematic diagram of three-dimensional 
computation domain. 

 
 

Initial and Boundary Conditions 

Initial Condition 

A transient CFD model is used to simulate breakup of 
liquid slag and formation of ligaments and droplets. As 
an initial condition, all simulations start with a layer of 
liquid slag film already spreading over the upper face of 
the solid slag rim. This slag film has a uniform radial 
velocity equal to that calculated from the slag tapping 
rate and a uniform tangential velocity equal to that of the 
edge of the spinning disc, whereas the velocity in the 
vertical z-direction is set to zero. 
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Boundary Conditions 

No-slip conditions are applied to all solid wall faces 
such as disc side wall face and solid slag upper and 
lower faces shown in Figure 1, which are rotating in the 
θ direction; all openings are set as pressure boundaries 
(with opening pressure equal to zero) over which air can 
leave or enter the domain. Zero gradient conditions are 
applied to variables at these boundaries. In the θ-
direction, rotational periodical conditions are applied to 
the faces bounding the domain in this direction. At the 
liquid slag inlet, a radial velocity is set at a value 
equivalent to the slag tapping rate and a tangential 
velocity equal to the rotating velocity of the disc edge. 
In this work, the thickness of the liquid slag film at the 
disc edge (inlet) is set to 0.52 mm, which was predicted 
by the previously developed 2D CFD Model (Pan et al., 
2010) for a slag tapping rate of 5 kg/min and a disc 
spinning speed of 2000 RPM. These settings give 
overall inlet liquid Reynolds number and Weber number 
(all based on inlet film thickness) of  10 and 78, 
respectively. 
 

Material Properties 

 
Table 1 gives the thermophysical properties of liquid 
slag and air used in the present modelling work. 

Table 1: Material thermophysical properties. 

Property Unit Liquid slag Air 

Density kg.m-3 2590 a 1.185 c 
Dynamic viscosity Pa.s 0.7 b 1.831×10-5 c 
Surface tension coefficient N.m-1 0.478 a - 
a: Inaba et al. (2004), b: Purwanto et al. (2005), 
c: http://users.wpi.edu/~ierardi/FireTools/air_prop.html 
 

Solution Method 

 
The governing equations expressed by Eqs. (1) through 
(4) together with the initial and boundary conditions 
described in the preceding sections were solved 
numerically using the commercial CFD package 
ANSYS/CFX 12 (ANSYS Inc., 2009). A second order 
backward Euler method was used for integration on the 
transient terms with a typical time step of 0.001 to 0.005 
milliseconds. A scheme approaching second order was 
used for spatial discretisation of convective terms in the 
equations.  
 

RESULTS AND DISCUSSION 

Prediction of Droplet Formation and Size 
Distribution 

 
Figure 2 shows the CFD model predicted process of 
liquid slag film breakup, formation of ligaments and 
their breakup into droplets, for one type (geometry) of 
spinning disc (Type A). In this figure, the liquid 
domains (film, ligaments and droplets) are represented 
by iso-surfaces of liquid volume fraction at a value of 

0.37. This value was obtained by volume-averaging the 
integral of liquid volume fraction along the droplet’s 
radius. Strictly speaking, different iso-surface values of 
liquid volume fraction should be applied to map 
different shapes of liquid domains. In the present case, 
for instance, 0.5 can be used for liquid films presumably 
with flat surfaces, about 0.44 for ligaments with 
cylindrical surfaces and around 0.37 for droplets with 
spherical surfaces. However, for simplicity of 
processing the simulation results and that a primary 
interest of this step is to predict the size of droplets in 
the system, 0.37 was used for mapping all liquid 
domains in Figure 2. 
 
It can be seen from Figure 2 that, under the given 
operating conditions (i.e., slag tapping rate and disc 
spinning speed), the liquid slag film completely breaks 
up into droplets in less than 20 ms. During the first few 
milliseconds waves or ripples were formed on the 
surface of the liquid film. They propagate outwards 
towards the edge of the film forming a ring. After about 
6 ms the ring detaches from the bulk film and travels 
outward. The liquid slag film deforms into ligaments 
during 6 to 12 ms, and the ligaments break up into 
droplets in a further distance in the radial direction. 
During this initial period (i.e., 0 to 12 ms) two such 
liquid rings are formed. These rings are relatively thick 
and thus they eventually break up into large droplets but 
in a greater distance beyond the radial extent of the 
computational domain. Therefore, in this initial period 
the modes of rupture of a liquid slag film by a spinning 
disc can be regarded as two-fold: (1) ring formation and 
(2) ligament formation. The ring formation takes place 
first followed by the ligament formation which quickly 
becomes a dominant mode. (It should be mentioned here 
that, unlike the second ring formation, the first ring 
formation may also be associated with, to a certain 
extent, an initial assumption that a layer of liquid slag 
film already exists on top of the solid slag rim. In the 
future, this effect will be investigated by removing the 
initial slag film.) Roughly 18 ms later, the ligaments 
completely break up into droplets at about 10 mm away 
from the disc edge. After 20 to 30 ms the slag film 
breakup process essentially reaches a pseudo-steady 
state. 
 
With the developed CFD model one can predict the size 
distributions of the formed droplets under different 
operating conditions. Figure 3 illustrates an example of 
the approach used for evaluating the size distribution of 
slag droplets sampled from the simulation results 
between 20 to 30 ms and the results are given in Figure 
4. The droplet size (diameter) was manually measured 
from the plots like the sampling region shown in Figure 
3. From Figure 4 very fine droplets are produced under 
the operating condition given. More than 90 wt. % of 
the droplets are smaller than 0.5 mm in diameter, as 
indicated by the curve showing cumulative weight 
fraction (CWF). A maximum weight fraction (WF) of 
the droplets falls between 0.3 and 0.325 mm size range. 
The model has also been used to investigate influences 
of liquid slag surface tension on the droplet size 
distribution. 
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Figure 2: Predicted process of liquid slag film break-up and formation of rings, ligaments and droplets by a spinning disc.  
(Disc type: A, Liquid slag tapping rate: 5 kg.min-1, Disc spinning speed: 2000 RPM) 
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30 ms 

Spinning disc 
(2000 RPM) 

Slag tapping rate = 5 kg/min 

Sampling region for 
droplet size analysis 

 

Figure 3: Sample of droplets for size distribution analysis. (Disc type: A, Liquid slag tapping rate: 5 kg.min-1,  
Disc spinning speed: 2000 RPM, Time: 30 ms) 

 
 

Influence of Surface Tension on Droplet Size 
Distribution 

 
Figure 5 shows a comparison of the predicted size 
distributions of the droplets formed from liquid slag 
with different surface tension coefficients. It can be seen 
from this figure that, as shown by the WF data, a 
decrease in the liquid surface tension coefficient results 
in the formation of a greater number of smaller droplets. 
Table 2 gives a comparison of mean diameter (MD) and 
standard deviation (SD) of droplet size distributions 
predicted for different surface tension coefficients. A 
smaller liquid surface tension coefficient leads to a 
smaller MD but with a comparable SD. This 
phenomenon can be easily explained by referring to the 
Weber number, which represents the ratio of inertia 
force to surface tension force. For the same inertia force, 
i.e., the same disc spinning speed and tapping rate, 
liquid with a smaller surface tension coefficient will be 
stable as small droplets. 
 
 
 

Table 2: Comparison of MD and SD of droplet size 
distributions for different surface tension coefficients. 

Liquid slag surface 

tension coefficient 

Mean Diameter 

(MD) 

Standard Deviation 

(SD) 

0.478 N.m-1 0.292 mm 0.063 mm 
0.239 N.m-1 0.265 mm 0.082 mm 
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Figure 4: Predicted droplet size distributions. (Disc type: A, 
Liquid slag tapping rate: 5 kg.min-1, Disc spinning speed: 
2000 RPM, Time: 20 – 30 ms) 
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Figure 5: Influence of liquid slag surface tension coefficient 
on droplet size distribution. (Disc type: A, Liquid slag tapping 
rate: 5 kg.min-1, Disc spinning speed: 2000 RPM, Time: 20 – 
30 ms) 
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Model Validity 

 
In order to verify the validity of the developed CFD 
model, we also compared the model predictions with 
experimental observations and measurements. Figure 6 
illustrates a qualitative comparison between a video 
image obtained from an earlier liquid slag atomisation 
experiment using a different spinning disc (Type B) and 
that simulated by the CFD model for the same 
conditions. It can be seen from this figure that the CFD 
model qualitatively captures the key features of ligament 
formation and their breakup into droplets as observed in 
the experiment. Although it should be noted the length 
of the ligaments is shorter in the model than observed in 
experiments. This is because the CFD model has a 
limitation of resolving very thin ligaments, resulting in 
relatively premature breakup. 
 
 Slag tapping rate = 2 kg/min 

Slag tapping rate = 2 kg/min 

(a) Experimental observation 

(b) CFD simulation 
 

Figure 6: Qualitative comparison between experimental 
observation and CFD simulation on liquid slag breakup by a 
spinning disc and formation of ligaments and droplets. (Disc 
type: B, Liquid slag tapping rate: 2 kg.min-1, Disc spinning 
speed: 1780 RPM) 

 
Figure 7 shows a quantitative comparison between 
droplet size distributions measured from the laboratory 
experiments and predicted by CFD simulations. This 
figure demonstrates that the predicted droplet size 
distributions (WF and CWF) agree very well with the 
measurements except for the large size range (e.g., > 1.2 
mm). One reason that the CFD model can not capture 
very large droplets (e.g., diameter > 1.2 mm) is that such 
large droplets likely form through ring breakup in the 
early period and in a greater distance beyond the radial 
extent of the computation domain, which is restricted 
primarily by the limitation of computing resources in the 
present work. 
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Figure 7: Quantitative comparison between droplet size 
distributions measured from laboratory experiments and 
predicted by CFD simulations on liquid slag breakup by a 
spinning disc and formation of ligaments and droplets. (Disc 
type: B, Liquid slag tapping rate: 2 kg/min, Disc spinning 
speed: 1780 RPM) 

CONCLUSIONS 

 
A transient three-dimensional CFD model for simulating 
the flow of liquid slag from a spinning disc and its 
breakup into ligaments and droplets has been developed. 
Comparison of the predicted results shows a qualitative 
agreement with video images of the process. Predicted 
droplet size distributions are in a quantitative agreement 
with those measured from a laboratory experimental set-
up. The modelling results demonstrate that the process 
of liquid slag film breakup by a spinning disc into 
droplets takes place via two modes in time. One is the 
initial short-time (milliseconds) ring formation and 
breakup into droplets; the other the ligament formation 
and breakup into droplets which is the dominant mode 
afterwards. The CFD model was also used to assess the 
effect of liquid slag surface tension on the droplet size 
distribution showing that decreasing surface tension 
results in smaller mean droplet diameters with a similar 
standard deviation. 
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ABSTRACT
In this study, we apply an incremental pressure correction scheme
to a coupled Navier-Stokes-Darcy problem in order to model porous
and viscous flow in and around the human spinal cord. Simula-
tions show that the central canal, a narrow channel in the spinal
cord which is usually only partly present in most adults, has a pro-
found effect on pressure distributions within the spinal cord – an
effect that can be of importance in the study of cyst formation in
the cord. The numerical method was verified using the method of
manufactured solutions, showing that the simple operator splitting
scheme produces reliable results in this complex case.

Keywords: coupled porous and viscous flow, cerebrospinal fluid
flow, syringomyelia development .

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
σ Cauchy stress tensor, [Pa/(kg/m3)]
ν Kinematic viscosity, [m2/s]
µ Dynamic viscosity, [kg/m·s]
φ Porosity, [1]

Latin Symbols
n Normal vector, [1]
t Tangent vector, [1]
ê Unit vector, [1]
u Volume-averaged fluid velocity, [m/s]
f Volume forces, [N/(kg/m3)]
p Pressure, [Pa]
K Intrinsic permeability, [m2]

Sub/superscripts
v Viscous domain
p Porous domain
x x-direction
y y-direction

INTRODUCTION

In this study, we address the development of cysts in the
spinal cords of patients suffering from the Chiari Malforma-
tion (see Figure 1). The Chiari Malformation is a medical
condition characterized by the herniation of the cerebellar
tonsils into the spinal canal. Chiari is often accompanied by

syringomyelia: a condition where fluid-filled cysts form in
the spinal cord. Syringomyelia is a serious condition affect-
ing the central nervous system.
It is not fully understood why the cysts form, but prevail-
ing theories suggest that they are a result of abnormal flow
of cerebrospinal fluid (CSF) (Levine, 2004; Greitz, 2006).
CSF is the fluid surrounding the brain and spinal cord. It
flows in a periodic manner up and down the spinal canal,
driven by the expansion and contraction of the brain with
each heartbeat. A Chiari malformation disrupts the flow
between the spinal canal and cranium, resulting in abnor-
mal flow patterns. This has been demonstrated by magnetic
resonance imaging (MRI) (cf. e.g. Quigley et al. (2004);
Haughton et al. (2003)).
In recent years, computational fluid dynamics (CFD) has
been introduced as a tool in the study of flow-induced cyst
formation in Chiari patients. CSF flows both inside the spinal
cord and in the surrounding CSF space (see Figure 1). Exist-
ing models either describe the CSF space flow (Roldan et al.,
2009; Linge et al., 2010; Loth et al., 2001) or the flow within
the spinal cord (Støverud et al., 2011). However, to our
knowledge, none of these consider the coupling between
these two domains. In this study we take coupling into ac-
count, using a coupled viscous and porous model to simulate
CSF flow in the spinal canal. We assume rigid walls, thus
neglecting the viscoelasticity of the cord and the elasticity of
the channel walls.
The use of this model necessitates an efficient solver for the
coupled Navier-Stokes-Darcy system. As a result, we de-
velop and verify an incremental pressure correction scheme
applied to this problem.
Our simulations indicate that the spinal cord central canal af-
fects pressure distributions within the spinal canal. The cen-

Figure 1: Illustration of Chiari Malformation accompanied
by syringomyelia.
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tral canal is a narrow channel in the center of the spinal cord.
This is fully intact in infants, but occludes with age. Remain-
ing segments of the central canal will be present in an esti-
mate of 30-70% of adults in the ages 20 to 70 (Yasui et al.,
1999). If these segments alter pressure distributions in the
spinal canal, this could be important to take into account in
further studies of syringomyelia development.

MODEL DESCRIPTION

We model CSF flow in a segment of the spinal canal con-
taining an open central canal. The spinal cord is modeled as
a porous medium saturated in the fluid of the adjacent CSF
space and central canal. The central canal is occluded in both
ends, only letting in fluid through the spinal cord tissue. The
flow into the domain is oscillatory with a period of one heart-
beat.

Figure 2: Model domain. The lighter area is the viscous do-
main, Ωv, representing the CSF space and the central canal.
The darker area is the porous domain, Ωp, representing the
tissue of the spinal cord.

The model domain is a simplified, rectangular, 2D represen-
tation of the spinal canal (see Fig 2). In this problem a cylin-
drical description would be preferable, but, as we intend to
later apply the model to more complicated domains, we keep
cartesian coordinates.
The domain, Ω, is divided into a viscous and a porous do-
main, Ωv and Ωp, respectively. The CSF space and central
canal comprises the viscous domain, Ωv, and is governed by
the Navier-Stokes equations

∂u
∂ t

+u ·∇u = ∇ ·σ(u, p)+ f (1)

∇ ·u = 0. (2)

Here σ is the Cauchy stress tensor, σ(u) = 2νε(u)− 1
ρ pI,

ε(u) = 1
2 (∇u+∇uT ). The volume force, f, is set equal to

zero. We eliminate gravity by assuming that this is balanced
by the hydrostatic pressure. As a result, pressure describes
only the dynamic pressure. This simplification is, however,
not true during sudden movements such as standing up.
The cord tissue is referred to as the porous domain, Ωp, and
is governed by a non-stationary Darcy’s law

1
φ

∂u
∂ t

=− 1
ρ

∇p−νK−1u. (3)

∇ ·u = 0. (4)

The two domains are coupled at the interfaces (Γ = Ωv ∩
Ωd) by mass conservation, continuity of normal stress and
the Beavers-Joseph-Saffman condition (Beavers and Joseph,
1967; Saffman, 1973)

uv ·n = up ·n, (5)

2µn · ε(uv) ·n− pv =−pp, (6)

2n · ε(uv) · t = αK−1/2uv ·n. (7)

Here n is the unit normal vector pointing out of the porous
domain.
Flow into and out of the domain is through the top and bot-
tom boundaries. To simulate a central canal occluded at both
ends, boundary flow is allowed through the CSF space only.
This flow is given a parabolic profile and a flow rate vary-
ing sinusoidally in time with a period of one heartbeat. The
usual no-slip boundary conditions are applied for the channel
walls. The domain boundary, ∂Ω, is divided into a viscous
and a porous boundary, ∂Ωv = ∂Ω∪Ωv and ∂Ωp = ∂Ω∪Ωp,
respectively. The viscous boundary is further divided into
walls, ∂Ωwalls, and a flow boundary, ∂Ω f low. In this termi-
nology, the boundary conditions translate to

u = 0 on ∂Ωwalls, (8)

u = u0 f (x)sin(2πt)êy on ∂Ω f low, (9)

u ·n = 0 on ∂Ωp, (10)

where u0 is the flow amplitude, and f (x) the flow profile on
∂Ω f low. This is zero in the central canal, and parabolic in the
CSF spaces.

Model parameters

The dimensions of the spinal canal are patient specific,
highly irregular and vary along the length of the canal. In
Loth et al. (2001), data from the visual human project was
used to create an overview of the spinal canal dimensions.
Based on these investigations we choose to use a spinal canal
radius of 1.4 cm and cord radius of 1.0 cm in our simple
model. We use an estimated central canal radius of 0.05 cm.
The tissue of the spinal cord may be described as a porous
medium of low permeability. Its properties are similar
to brain tissue. Porosity and permeability of brain tissue
have been measured by in vitro infusion tests. In our sim-
ulations we use porosity φ = 0.2 (Nicholson and Philips,
1981) and permeability K = 1.4 · 10−15 m2, derived from
Smith and Humphrey (2007).
The properties of CSF are similar to water (Bloomfield et al.,
1998). In the model we use the viscosity and density of water
at 37◦C.
Flow velocities in the CSF space have been measured by cine
MRI. Based on data by Loth et al. (2001), we use an ampli-
tude u0 = 4.0cm/s and a period of 1 s.
The model parameters are summarized in Table 1.

METHODS

We use the finite element method (FEM) to solve the model
equations. The implementation is done using the FEniCS
toolkit (Logg and Wells, 2010).
Due to the fact that most Stokes elements are unstable for
Darcy flow and vice versa, numerical methods for Darcy-
Stokes type equations have been studied to a large extent in
recent years (cf. e.g. Karper et al. (2008); Xie et al. (2008);
Juntunen and Stenberg (2009)). In this work we take a rather
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Table 1: Model parameters.
Canal dimensions:
Spinal canal radius [cm] 1.40
Spinal cord radius [cm] 1.00
Central canal radius [cm] 0.05
Length of channel segment [cm] 10.00
Spinal cord properties:
Porosity 0.2
Permeability [m2] 1.4×10−15

CSF properties:
Mass density [kg/m3] 1.0×103

Dynamic viscosity [kg/(m·s)] 7.0×10−4

Flow properties:
Peak velocity, u0 [cm/s] 4.0
Period [s] 1.0

simple approach, where we use an incremental pressure cor-
rection scheme with continuous quadratic elements for the
velocity and continuous linear elements for the pressure. Ini-
tial tests suggest that this simple and efficient method is both
accurate and robust with respect to discretization parameters.
However, in order to obtain accurate results in our model
problem, we needed to use small time steps. In fact, larger
time steps introduced completely different flow characteris-
tics. This method will be compared with a fully coupled
solver in the near future.

Numerical scheme

In the incremental pressure correction scheme (IPCS), a ten-
tative velocity is computed using the pressure value from the
last time step. This is then projected onto the space of diver-
gence free vector fields.
The scheme is implemented in the following weak formula-
tion: for each time step, n, find un ∈V , pn ∈ Q by

1. Compute a tentative velocity u∗:

F(u∗,v) =
1
∆t

〈
u∗−un−1,v

〉
Ωv

+
1

φ∆t

〈
u∗−un−1,v

〉
Ωp

+
〈
∇u∗ ·un−1,v

〉
Ωv

− 1
ρ
〈

pn−1,ε(v)
〉

Ω

+2ν 〈ε(u∗),ε(v)〉Ωv
+

ν
K
〈u∗,v〉Ωp

+ανK−1/2 〈u∗v · t,vv · t〉Γ
=0

2. Compute the corrected pressure, pn

〈∇pn,∇q〉Ω =
〈
∇pn−1,∇q

〉
Ω − ρ

∆t
〈∇ ·u∗,q〉Ωv

− ρ
φ∆t

〈∇ ·u∗,q〉Ωp

3. Compute the corrected velocity, un

〈un,v〉Ω =〈u∗,v〉Ω − ∆t
ρ

〈
∇(pn − pn−1),v

〉
Ωv

− φ∆t
ρ

〈
∇(pn − pn−1),v

〉
Ωp

where V = {v ∈ H2(Ω)}, Q = {q ∈ H1(Ω)}. This weak for-
mulation assumes slip boundary conditions on the Darcy do-
main and Dirichlet velocity boundary conditions on the entire
boundary.

Scheme verification

The numerical scheme was verified using the method of
manufactured solutions. The equations were generalized by
adding a volume force and allowing the solution to be com-
pressible. The implemented scheme was then tested by in-
serting the following analytical solution into the equations

u = cos(kxx)êx + sin(kyy)êy,

p = cos(2πt).
(11)

This was done on a simpler domain. The channel length and
radius were the same as in the model problem, but instead
of a complex splitting of the domain into porous and viscous
regions, the domain was split in half with a porous region
on the left and a viscous region on the right. To match slip
boundary conditions in the Darcy domain, kx and ky was cho-
sen to give u ·n = 0 on the boundaries. This test case does
not match the Beavers-Joseph-Saffman condition. This was
taken into account by adding an interface term to the volume
force.
The L2-averaged error was computed for time steps in the
range ∆t = 1.0 · 10−1 s to ∆t = 2.5 · 10−2 s, combined with
mesh resolutions of ∆x = 1.0 ·10−2 cm to ∆x = 2.5 ·10−3 cm
and ∆y = 1.0 · 10−1 cm to ∆y = 2.5 · 10−2 cm. These values
were chosen to match the CFL condition. The computations
were done on a crossed mesh, meaning that each cell of di-
mension ∆x×∆y was divided into four triangles by taking
the diagonals over the cell corners. The errors in velocity
were of the order 10−6 cm/s to 10−5 cm/s for all the men-
tioned discretizations. The errors in the pressure was of the
order 10−3 Pa. We did, however, not get a clear convergent
behavior.

Discretization parameters and accuracy of model
problem

When solving the model problem, a time step, ∆t, of 5 ·10−4 s
was necessary to obtain reasonable stable results. The solu-
tion was more stable with respect to the spatial discretiza-
tion, where we used a crossed mesh with ∆x = 0.01cm and
∆y = 0.1cm.
Several key velocity and pressure values were sampled to
measure stability with respect to the discretization parame-
ters. The key velocities were the axial velocities in the cen-
ters of the CSF spaces and central canal. Two key pressure
values were sampled in the upper part of the domain, one in
the central canal and one in the CSF space. The difference in
key velocities and pressure when going from ∆t = 5 · 10−4 s
to ∆t = 1 ·10−4 s, was of the order of 0.01 cm/s for the veloc-
ity and 0.01 Pa for pressure. Further refinement of the mesh
did not give a significant change in the solution.
The accuracy in these discretization parameters was also
tested against the test problem described under scheme veri-
fication. This gave L2-averaged errors of order 10−5 cm/s in
velocity and 0.1Pa in pressure.

RESULTS

Our model indicates that an open segment of the central canal
increases pressure gradients across the spinal cord. In the
absence of the central canal, the pressure is constant with re-
spect to the radial direction (Figure 3). The introduction of
a central canal segment sets up pressure gradients between
the CSF spaces and the central canal (Figure 4). A slice in
the radial plane (Figure 5), displays constant pressure across
the CSF spaces and constant gradients over the cord tissue.
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These figures show the pressure when the gradients are max-
imal. This occurs at the same time as the CSF flow changes
direction.

Figure 3: Pressure plot over domain with no central canal.
This corresponds to the plot in Figure 4, without the central
canal.

Figure 4: Pressure plot over domain when velocity changes
direction from upwards to downwards.

The gradient over the cord is proportional to the axial dis-
tance from the channel center (Figure 6). This shows that the
gradients are largest near the occlusion of the central canal.
Furthermore, a longer central canal opening will result in
larger pressure gradients. Due to the choice of coordinates,
the gradients have opposite sign at each end. This will be
reversed when the flow changes to the opposite direction.

CONCLUSIONS

In this study, we have used a coupled porous and viscous
model to simulate CSF flow in and around the human spinal
cord to obtain greater insight into the problem of cyst forma-
tion in the spinal cords of Chiari patients. Our simulations
indicate that the presence of an open segment of the central
canal increase pressure gradients over the spinal cord.
Furthermore, tests of the numerical scheme show that the
simple incremental correction scheme applied to this coupled
Navier-Stokes-Darcy flow produces reliable results.
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ABSTRACT 
An implementation of the Sectional Quadrature Method of 
Moments (SQMOM) has been made in the CFD code 
FLUENT 12.0. The SQMOM method, which is a hybrid 
between the Method of Classes and the QMOM methods, 
consists of dividing the size distribution of the secondary 
phase into coarse sections and solve transport equations for 
the moments of each section. Two different quadrature rules 
based on previous literature were implemented.  
 

Keywords: CFD, fluid mechanics, hydrodynamics, two-
phase, multi-phase, droplets, films, quadrature, moments, 
population balance.  

 

NOMENCLATURE 

 
Greek Symbols 
α Volume fraction, [-] 
β Daugther distribution from breakup, [-] 
Γ Breakup kernel, [1/m3.s] 
χ Parameter in equation 11 
μ Normalized moment in equations, 11/12 
ψ Parameter in equation 11 
ρ Density, [kg/m3] 
σ Parameter in equation 11 
 
Latin Symbols 
ars Aggregation kernel, [1/m3.s] 
Bk Birth term, [mk/m3.s] 
d Droplet diameter, [m] 
Dk Death term, [mk/m3.s] 
frs Discrete aggregation kernel, [1/m3.s] 
Mk Moment of distribution,  [mk/m3] 
mk Moment per fluid mass,  [mk/kg] 

jim Mass exchange rate between sections, [kg/m3.s] 

n Droplet size distribution, [(droplets/m3)/m] 
S Source term 
t Time, [s] 
u Velocity, [m/s] 
w Quadrature weights, [droplets/m3] 
  

Sub/superscripts  
a  Aggregation 
br  Breakup 

( )   Overbar. Moment of quantity 

cont Continuity equation 
i  Section index 
j  Index for quadrature point in section 
k  Moment k 
 

INTRODUCTION 

In many multiphase applications the behaviour of the 
flow is critically dependent on the size of the dispersed 
phase. Frequently, the use of an average particle size is 
sufficient for fluid flow simulations. However, there are 
a number of applications where one should consider the 
complete particle size distribution. One such application 
is high pressure gas-liquid separation (scrubbers) where 
there is a small amount of low surface tension liquid in 
a gas flow. The motivation for the work in this paper 
stems from such applications. However, most of the 
methodology is directly applicable to general 
multiphase flows. 
 
There are a number of possible strategies for population 
balance simulations. One way is by treating the 
dispersed phase as Lagrangian particles and track them 
throughout the flow field. The Lagrangian approach is 
particularly applicable in breakup dominated flows, 
since breakup events are easy to handle in such 
frameworks. Also aggregation events are possible to 
handle by counting and computing particle statistics in 
the numerical mesh. Another approach is to apply a 
quadrature rule to the integrals occurring in the 
population balance and track information in an Eulerian 
fashion. Among such methods are the Method of 
Classes (Ramkrishna, (2000)); Galerkin methods; the 
method of Least Squares (Jiang (1998), Dorao and 
Jakobsen (2005)); Orthogonal Collocation techniques 
and moment methods (McGraw (1997)). This paper is 
about the implementation of a particular moment 
method, the Sectional Quadrature Method of Moments 
(SQMOM) in FLUENT. The paper is heavily inspired 
by the work of Attarakih et. al. (2009).  
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The SQMOM method is a hybrid between the Method 
of Classes and the Quadrature method of Moments 
(QMOM). In the Method of Classes the particle size 
distribution is divided into a number of particle classes, 
each of a narrow size range. Each class is then tracked 
in an Eulerian fashion. The Method of Classes is 
straightforward, but requires a large number of classes 
to be accurate. On the other hand, the QMOM method 
tracks moments of the complete distribution. Closure is 
obtained by constructing a quadrature rule from the 
moments and applying this to the integrals occurring in 
the population balance equation. The QMOM method is 
of high order, but tends to become very ill-conditioned 
when the number of moments is large. The idea behind 
the SQMOM method is thus to combine the advantages 
of both methods by dividing the size distributions into 
coarse classes, denoted "sections", and applying the 
QMOM method to each section using a low number of 
moments for each section (typically three to four 
moments per section).  
 
The paper is organized as follows: First the transport 
equations for the moments are developed, as well as the 
SQMOM quadrature rules and source term handling. 
Then, the implementation of the method as FLUENT 
User Defined Functions (UDF) is discussed. Finally, an 
example simulation is shown, followed by a 
summary/conclusion. We will in the following denote 
fluid particles as "droplets" although the general 
framework is also applicable to bubbles or solid 
particles. 
 
 

MODEL DESCRIPTION 

Droplet distribution 

The droplet size distribution at a given point in time and 
space, n(d), is illustrated in Figure 1. Thus, within an 
infinitesimal size range between droplet size d [m] and 
d+∂d [m], the concentration of droplets is n(d) ∂d 
[droplets/m3]. 
 

1 2 3

d1-1/2 d1+1/2 d2+1/2 d3+1/2

n(d)

d

 

Figure 1: Droplet size distribution.  

Three size sections for illustration. 

 
In the SQMOM method, the droplet size distribution is 
divided into size ranges – called sections – and 
moments are taken within each of these sections. In this 

sense, the SQMOM method is a hybrid between the 
method of classes and the quadrature method of 
moments (QMOM). If we use a single moment for each 
section and a large number of sections we have the 
method of classes. On the other hand, if we use a single 
section and a large number of moments for this section 
we have the QMOM method. 
 

Transport equations 

Using the FLUENT Eulerian model, we define each 
droplet size section as a separate (secondary) Eulerian 
phase. A transport equation may be written for the 
droplet size distribution within each section:  

 
i

i i in
u n S

t


  


      (1) 

where ni is the size distribution within droplet size 
section i, ui is the velocity of the section and Si is a 
source term resulting from the birth and death of 
droplets due to breakup and aggregation.  Note that the 
sections have individual velocity fields. 
 

Moments of the distribution 

Define moment k of droplet size section i as 

 
1/2

1/2

i k

k

i

i

d

d

M d n d d




       (2) 

Thus, for section i:  

 0

iM  is the number of droplets per m3,  

 the ratio 1 0/i iM M  is the arithmetic mean 

droplet size,  

 2

iM  is proportional to the droplet surface area 

per m3 and  

 3

iM  is proportional to the volume of droplets 

per m3 in the section. 
 
In order to fit the format of the FLUENT user-defined-
scalar (UDS) equation, it is also useful to define the 
moment per mass of section “i” (specific moment): 

i
i k
k ii

M
m

 
        (3) 

 
Note that the third specific moment is simply a constant, 
and we do not need to solve a transport equation for it 
(More correctly, the Eulerian mass balances for the 
secondary phases are the transport equations for the 
third moment). 

3

6i

i
m


         (4) 

Also note that the Sauter mean diameter is given as  

3
32

2

i
i

i

m
d

m
         (5) 

 
We also need to define the moment k of the source term 
in size section i: 
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1/2

1/2

i k i

k

i

i

d

d

S d S d




        (6) 

 

Moment transport equations 

Taking moment k of the transport equation 1 results in 

 
i

i i ik
k k

M
u M S

t


  


     (7) 

Introducing the moments per mass, we can write this in 
the standard form for a UDS transport equation:  

 
i i i

i i i i ik
k k

m
u m S

t

 
 


  


   (8) 

We may also introduce a diffusion term. In the present 
work, no diffusion has been included. 
 

The SQMOM quadrature rule 

In the SQMOM method, a quadrature rule is 
constructed from the moments. That is, an integral of 
any function, say f(d), over the droplet distribution in 
section i is approximated as a discrete sum: 

     
1

N
i i

j j
ji

d n d d d wf f


      (9) 

For each size section i we thus have discrete droplet 

sizes i
jd (j=1,2,3...), and corresponding weights i

jw . 

These are constructed by requiring that selected 

moments i

kM are preserved, i.e. that for selected k: 

   
1/2

1/2
1

i k i i

k j j

i

i

N

j

d
k

d

M d n d d d w


 

     (10) 

 
From a modeling/intuitive point of view it is useful to 

think of the quadrature rule ( i
jd , i

jw ) as a discrete 

droplet size distribution. That is, we think of the 
quadrature for size section i as consisting of droplet 

sizes i
jd  [m], j=1,2,... in concentrations 

i
jw [droplets/m3].  

 
In the current work, two different quadrature rules have 
been implemented: 

 Four-moments per size section. That is, we 

require that moments 0

iM , 1

iM , 2

iM  and 

3

iM are preserved. This is a special case of the 

general N-moment rule.  
 The three-moment equal-weight rule by 

Attarakih et. al. (2009). In this quadrature, 

moments 0

iM , 1

iM  and 3

iM are preserved. In this 

rule, the number of droplets, the arithmetic 
average droplet size and droplet mass are all 
conserved, but droplet surface area is not 
exactly conserved. 

 
The general N-moment quadrature rule may be 
computed by the algorithm of Wheeler (1974). 

However, in the four-moment and three-moment rules 
above, analytical closed-form expressions for the 
quadrature rules exist (Attarakih et. al. (2009)). The 
rules are listed in the following. 
 

Four-moment quadrature rule 

Analytical formulas for calculating the quadrature in the 
four-moment case are (From Attarakih et. al. (2009)): 
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Three-moment equal-weight rule 

Analytical formulas for the three-moment case are 
(From Attarakih et. al. (2009)): 

 2
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i

i i

d

w M


 


 




    (12) 

According to Attarakih et. al. (2009), the loss in 
accuracy of using this rule compared to the full four-
moment quadrature is minimal.  
 

Source terms 

The source term of the droplet transport equation (1) 
may be written as the sum of four terms, birth and death 
of droplets due to breakup and coalescence 
(aggregation)1: 

   
Death by Birth by Death by Birth by 
breakup breakup aggregation aggregation

br br a aS D B D B     (13) 

The first term is the death of droplets due to droplet 
breakup, which is assumed to be proportional to the 
droplet concentration, n, and a breakup frequency, Γ     
[s-1]. The breakup frequency is a function of the droplet 
diameter and possibly other quantities like the 
turbulence intensity.  

   brD d n d        (14) 

 
Taking the kth moment of this term and applying the 
quadrature rule we get 
 

                                                                 
1 In some applications growth terms should also be included 
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    (15) 

The second term is the birth by breakup. It is assumed 
that the daughter particles resulting from a breakup have 

a size distribution  | 'd d  where d’ [m] is the 

diameter of the parent droplet and d [m] is the diameter 
of a daughter particle. The birth by breakup term for 
diameter d is thus found by integrating over all larger 
particles d’. 

     ' | ' ' 'br

d

B d d d n d d


       (16) 

Taking the k’th moment and interchanging the order of 
the integrals: 
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(17) 

We thus define the moments of the daughter distribution 
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' | 'i k

k

i

i

d d

d

d d d d d 




  ,  (18) 

and apply the quadrature rule to get 
 

   
sec

,
1

tions
i q i q q

br k j k j j

N N

q i j

B d d w
 

 
 
 
 

    (19) 

 
When it comes to aggregation/coalescence of droplets, 
it is possible to write a closed form expression for these 
terms in terms of the quadrature points and weights, as 
described in Attarakih et. al. (2009). Alternatively, we 
may think of the quadrature rule as a discrete droplet 
size distribution and compute the aggregation terms by 
considering all pairs of droplet sizes in this distribution. 
The latter is closer to the way that the aggregation term 
is actually implemented, so this is what is described 
here: 

1. For each section, define vectors for the 
quadrature points and weights, where N is the 
number of quadrature points per section. 

 

1 2

1 2

[ , ,... ]

[ , ,... ]

i i i i
N

i i i i
N

d d d

w w w





d

w
    (20) 

 
2. Stack the quadrature points for all sections into 

global vectors 
 

1 2 Nsections

1 2 Nsections

' [ , ... ]

' [ , ... ]





d d d d

w w w w
   (21) 

 

3. Pick all pairs of droplets '
rd , '

sd  from these 

global vectors where s r . The rate of 
aggregation of these droplets are  

' '

' '

1

2 rs r sa
rs

rs r s

a w w s r
f

a w w s r

  
 

    (22) 

where rsa is the aggregation kernel for droplet 

pairs of sizes '
rd  and '

sd . 

 

4. For moment k: Subtract  ' k a
r rsd f  from the 

source term of the section that '
rd  belongs to, 

subtract  ' k a
s rsd f  from the section that 

'
sd belongs to, and add  ' k a

r s rsd f  to the 

section that the combined particle 

 1/3' '3 '3
r s r sd d d    belongs to. 

   

The section mass balance (continuity) 

The mass balance for section i may be written as  

   
1

cont

N

j

i i
i i i i

ji iju m m S
t

 
 




     


    (23) 

 
This equation and the interaction with the momentum 
equation are handled automatically by the Eulerian 
model in FLUENT. However, we need to provide 
functions for the mass exchange terms, m ij, from phase 
i to phase j. The mass exchange is related to the third 
moment as: 

  3

1 6

N

j

i i
ji ijm m S

 


          (24) 

Thus, contributions to the mass exchange terms are 
easily calculated together with the computation of the 
moment source terms as long as one is careful to keep 
track of the direction of the mass exchange. 
 

IMPLEMENTATION DETAILS 

There are a number of FLUENT User Defined 
Functions (UDF) involved, which are described in the 
following: 

 One secondary phase is defined for each size 
section. 

 For each size section, one User Defined Scalar 
equation (UDS) is defined for each moment 
that is tracked, except for the third moment 
which is handled by the mass balance 
(continuity). For example, for the four-moment 
quadrature we thus need three UDS equations 
per section. 

 The system is solved by time stepping 
(transient). 

 A DEFINE_ADJUST calculates the 
quadratures, the mass exchange terms and the 
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source terms once at the start of each time step. 
Apart from efficiency, we are thus sure that we 
compute the quadrature based on 
consistent/converged moments. The results are 
written into User Defined Memory (UDM) in 
linear form as coefficients Sc and Sp where the 
source terms are defined as S(M)=Sc+Sp.M. 
However, by default we simply use Sp=0, 
which has proved to work satisfactorily. 

 A DEFINE_MASS_TRANSFER routine for 
the mass balance returns the appropriate mij by 
fetching the value from User Defined Memory.   

 A common DEFINE_SOURCE routine for all 
the moment equations. The equation number is 
used for identifying which is the current 
equation and the appropriate value is fetched 
from User Memory. 

 The breakup and aggregation kernels Γ(d) and 
a(d) and the daughter distribution β(d|d’) are 
made as separate routines considered to be user 
input for the particular system to be modeled. 
That is, it is up to the user to code the 
appropriate kernels. 

 

EXAMPLE CALCULATION 
 
As an example, we simulate the flow in a simple 
backward-facing step geometry, as shown in Figure 2. 
The purpose is just to demonstrate the methodology; the 
geometry is not taken from any particular application.  
 

1
m

1
m

1m 9m

V=1m/s

 

Figure 2: Backward facing step geometry for example (Not in 
scale). 

 

Assumptions: 
 Two droplet size sections, “section 1”=[0-

0.5mm] and “section 2”=[0.5-1.0mm] 
 Breakup kernel Γ(d)=k.d3 with k=1 [mm-3s-1] 

and aggregation kernel a=0 (no aggregation). 
 The daughter distribution from breakup is taken 

from the example by Attarakih et. al. (2009).  

 
2

3

6
| '

'

d
d d

d
      (25) 

 Input volume fractions 1% of “section 1” and 
1% of “section 2”. 

 Flat inlet droplet size distributions within each 
section, i.e.  inlet n(d)=c1 within “section 1” 
and n(d)=c2 within “section 2”. The constants 
are determined by requiring the 1% inlet 
volume fractions above. The moments from 
this distribution was used both as inlet 
boundary conditions and for initializing the 
flow domain. 

 Inlet flow velocity 1 m/s, turbulence intensity 
10% and using the mixture k-ε model. 

 No gravity. In a real application, one would 
normally turn gravity on. 

 
Using the three-moment quadrature, the system was 
simulated for 200 seconds which corresponds to about 
10 times the residence time. 
 
Some results are presented in the following. The plots 
are chosen for the purpose of demonstration, and the 
plots show more or less the moments themselves: 

 Number of droplets per m3 for a section. This is 
the zeroth moment M0. 

 The arithmetic average particle diameter is 
simply the ratio of the first and zeroth 
moments, M1/M0. 

 The volume fraction of a section is proportional 
to the third moment. 

The plots are in terms of the physical interpretations. 
 
Figure 3 shows the calculated flow field at t=200 sec. 
The flow looks as expected, with a recirculation zone 
behind the step. 
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Figure 3: Mixture velocity field [m/s]. 

 

 
Figure 4 shows the volume fraction of droplets in 
“section 1”, which is the [0-0.5mm] droplet range. 
There is an accumulation of the size range behind the 
step.  
 

 

Figure 4: Volume fraction of section 1 (0-0.5mm size range). 

Figure 5 shows the number of droplets of “section 1” 
([0-0.5mm]) per m3. This shows the same trend, there is 
an accumulation of this size range behind the step. 
 

 

Figure 5: Number of section 1 (0-0.5mm) droplets per mm3. 

Figure 6 shows the arithmetic mean droplet size of 
“section 1” ([0-0.5mm]). At the inlet, the arithmetic 
mean size is 0.25 mm as expected due to assumption of 
flat n(d)-distribution within the size range. Due to 
droplet breakup, the arithmetic mean size is lower 
behind the step.  
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Figure 6: Arithmetic mean droplet size [mm] for section 1 . 

Figure 7 shows the volume fraction of “section 2”, 
which is the [0.5-1.0mm] droplet range. The volume 
fraction of the size range is decreasing along the flow 
due to breakup (mass transfer to “section 1”).  
 

 

Figure 7: Volume fraction of section 2 (0.5-1.0mm range). 

Figure 8 shows the number of droplets of “section 2” 
([0.5-1.0mm]) per m3. It is interesting that the number 
of droplets in this size range is actually increasing along 
the flow right after the inlet. With hindsight, this is 
understandable, since many of the initial droplet 
breakups in the size range ends up as smaller droplets in 
the same size range. We will get an increase as long as 
the birth rate of daughter particles in “section 2” is 
larger than the death rate of their parents, i.e. as long as  

       2

0

1.0 1.0

0.5 0.5

Birth rate of daughter particles Death rate of particles in 
in "section 2" due to breakup "section 2" due to breakup

mm mm

mm mm

d d d dn d n d     
 

 (26) 

It is a simple exercise to show that this is indeed the 
case for the inlet size distribution in this example. 
 

 

Figure 8: Number of section 2 (0.5-1.0mm) droplets per mm3. 

Figure 9 shows the arithmetic mean droplet size of 
“section 2” ([0.5-1.0mm]). At the inlet, the arithmetic 
mean size is 0.75 mm as expected due to assumption of 
flat n(d)-distribution within the size range. Due to 
droplet breakup, the arithmetic mean size of the size 
range is decreasing along the flow. 
  

 

Figure 9: Arithmetic mean droplet size [mm] for section 2 . 

Finally, Figure 10 shows the mass transfer from 
“section 2” ([0.5-1.0mm] size range) to “section 1” ([0-
0.5mm] size range). It is interesting to note that the 
mass transfer rate does actually have a maximum inside 
the domain. Initially, a substantial part of droplet 
breakup in “section 2” ends up as smaller droplets in the 
same size range and thus is not transferred to “section 
1”. Further breakup eventually ends up in “section 1”. 



John C. Morud  

8 

 

Figure 10: Mass transfer rate [kg/m3.s] from section 2 to 
section 1. 

 

DISCUSSION 
 
The FLUENT 12.0 default solver appears to solve the 
SQMOM equations without difficulties when using a 
time stepping scheme. However, there are some 
important details/observations: 

 The three-moment quadrature appears to be 
much more robust/stable than the four-moment 
quadrature for the example case. 

 It is essential to compute the quadrature based 
on consistent/converged moments. The only 
possibility is thus to compute at the beginning 
of each time step. If the moments are not 
converged, it is likely that the code will take 
the square root of a negative number when 
computing quadratures. The source terms may 
be linearized for improved stability, but 
constant values worked satisfactorily for the 
example case. 

 By looking at the expression for the three-
moment quadrature of Attarakih et. al. (2009), 
it is clear that the quadrature points for a 
section may fall outside the size range of a 
section even for a valid size distribution. This 
is not necessarily a problem for smooth 
kernels, but one should guard against negative 
values for the first section (Negative diameters 
were never observed in the test runs, but it is 
easy to construct examples where this could 
happen).  

 It is wise to scale the moment equations for 
better numerical properties. In the current case, 
we have used mm-units for the droplet size 
distribution and m-units for the flow. That is, 
we use d [mm], w [droplets/mm3] and n 
[(droplets/m3)/mm]. 

 
 

CONCLUSION 

An implementation of the Sequential Method of 
Moments (SQMOM) has been made in FLUENT 12.0. 
Two different quadrature rules based on the article by 
Attarakih et. al. (2009) were implemented, one 
conserving the first four  moments M0, M1, M2 and M3 
and the other conserving the three moments M0, M1 and 
M3. Thus, both quadratures conserve mass. 
 
The three-moment quadrature appears to be much more 
robust than the four-moment quadrature. 
 
The implementation appears to work properly as long as 
one ensures that the moments are properly converged at 
one time step before proceeding to the next. Attempts to 
compute the quadrature based on poorly converged 
moments are not recommended.  
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ABSTRACT 
The V-blender is an industrial batch mixing device which is 
used to blend granular mixtures in the food, household 
products and pharmaceuticals industries. The mixing 
characteristics of this device have been previously studied 
experimentally and numerically using the Discrete Element 
Method (DEM). When emptying the device de-mixing of this 
granular mixture occurs due to segregation produced by the 
flow. This reverses some fraction of the mixing produced by 
the blender. In this study we consider the de-mixing that 
occurs when the particles flow out of the device. We begin 
with close to a perfectly mixed state and measure the change 
in particle homogeneity during discharge. In this initial study 
we consider only the simplest case of a binary mixture with 
components only differing by size. The extent of de-mixing is 
evaluated as a function of the size ratio of the mixture 
components. Different unloading scenarios are considered. 

Keywords: DEM, segregation, de-mixing, unloading.  

INTRODUCTION 
Mixing and segregation in granular media is not only of 
fundamental scientific interest in itself but also has a 
myriad of industrial applications that range from 
pharmaceuticals, food processing, plastics and 
household products. In some applications mixing is 
required and the quality of the final product depends on 
the degree of mixing of the constituent materials. In 
other cases, separation of granular materials according 
to some material property is desirable.  
 
Computer modelling of granular media can be 
advantageous in understanding the flow within a 
processing device and hence optimizing its efficiency. 
The discrete element method (DEM) technique is now 
established as a useful simulation tool that can provide 
detailed information not easily measured in experiments.  
 
The V-blender is a batch mixing device where each arm 
has a cylindrical cross-section (Cleary and Sinnott, 
2008). There is typically an access port at the bottom of 
the V-blender for filling and discharge of the 
particulates. The V-blender normally rotates about a 
horizontal axis passing through the middle of the device 
and mixing of particles occurs in the ensuing shearing 
bulk flow. A snap-shot of a typical V-blender geometry 
is show in Fig. 1. Figure 1a is in the y-z plane, with the 
gravity vector pointing in the negative y direction. 
Figure 1b rotates the V-blender so that we are looking 
down one of the arm’s axis.  

 
Discrete Element Method (DEM) studies of the mixing 
flow in the V-blender have previously been considered 
in some detail (Kuo et al., 2002, Cleary and Sinnott, 
2008). Kuo et al. (2002) validated their DEM models 
against positron emission particle tracking (PEPT) 
measurements and observed the flow exhibited two 
phases: a separation phase as material splits into two 
streams and flows along the arms of the V-blender and a 
re-combination phase where the streams come together 
at the bottom of the blender. They showed that mass 
transfer from one arm to the other occurs during 
separation of the streams. Cleary and Sinnott (2008) 
considered the critical issue of scale up from the 
laboratory scale (1.864 litre blender) to the process scale 
(210 litre blender). They found mixing time increased as 
the V-blender size increased (by a factor of 3.78 from 
lab scale to process scale). 
 

  

Figure 1: Snap-shots of V-blender. a) Front on and b) down 
an axis of one of the cylindrical arms. 

After the mixing process is complete, the V-blender is 
emptied through the bottom exit port by removing the 
cover. In this emptying process, de-mixing can occur 
due to either the shear during flow within the V-blender 
and/or due to flow into the collection device. In this 
paper, we explore the degree of de-mixing that occurs in 
both parts of the discharge process. Initially, we 
consider the case of de-mixing just due to discharge 
from the V-blender and subsequently we consider the 
de-mixing due to two different collection procedures. 
The first collection procedure is collection in a 
cylindrical container placed directly under the exit port 
while the second collection procedure is via a flat, 
sloping chute into a cylindrical container. These two 
procedures are (probably) the most common one can 
implement and we should be able to infer important 
characteristics of de-mixing from them. Another 

a) b) 
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important aspect of the de-mixing process is how the 
degree of de-mixing varies with particle size. To 
understand this we focus only on binary sized particles 
and vary the size ratio between simulations. 

MODEL DESCRIPTION 
We use the Discrete Element Method (DEM) to model 
the flow of particles out of the V-blender and into the 
collection and transfer devices. DEM models particulate 
systems whose motions are dominated by collisions. It 
follows the motion of every particle or object in the flow 
and models each collision between the particles and 
between the particles and their environment (such as the 
blender). This study is performed using the DEM code 
described in Cleary (2004, 2009). 

 Simulation Parameters 

We are interested here in coarse mm scale particles, 
which are representative of some foods, grains, 
household products and some plastic feed stocks. It is 
well known that particles segregate based on differences 
in size, density or shape (Rosato et al., 1988, Ottino and 
Khakhar, 2000). Here we will concentrate on particles 
which differ in size. Furthermore, although in general 
there will be a continuous distribution of particle sizes, 
we will explore a simple system considering only a 
binary mixture of particle sizes (with equal volumes of 
each type of particle). The particles are spherical in 
shape, have a mean size of 2.75 mm and the ratio of 
sizes of each constituent varies from 1.75 up to 4 (see 
Table 1 for number of particles and size ratios). The 
particle density is 1500 kg/m3 and the blender is initially 
filled to 50% of its volume. We simulate a laboratory 
scale V-blender which has an arm length of 0.23 m and 
an internal volume of 1.864 litres with a vertex angle of 
75 degrees. This means the mass of particles in the 
mixer is around 0.78 kg. The coefficients of restitution 
are 0.7 for particle-particle collisions and 0.85 for 
particle-wall (steel) collisions. The friction coefficient 
was 0.5 for particle-particle contacts and 0.4 for 
particle-wall contacts. The spring stiffness used was 
1000 N/m. In each of the simulation cases discussed in 
the following sections we initially have to fill the V-
blender. This is done by rapid filling (from a virtual 
inflow) and takes an initial 0.8 seconds. All our 
quantitative measures begin from the start of the filling 
period and we can check, with our mixing measures, that 
the mixture is comparatively homogenous at the 
beginning of the outflow from the V-blender.   

Simulation Measures 

We use a variety of measures to quantify the degree of 
segregation during the outflow of granular particles from 
the V-blender. Specifically: 
Qualitative pictures: The DEM technique constantly 
updates all the particles’ positions and velocities. By 
colouring particles according to their radius we can 
obtain a qualitative picture of the amount of de-mixing 
during the flow out of the V-blender. 
Sample Planes: We can place sample planes at various 
positions to monitor the types, velocities and numbers of 
particles flowing through these locations. 

Centroids: We measure the centre of mass (or centroid) 
of each type of particle throughout each simulation. 
Each component (x, y, z) of the centre-of-mass can be 
independently evaluated and the degree of separation of 
these components, for each particle type, yields 
information on the amount of segregation. 
Homogeneity mixing measure: This quantitative 
measure of segregation involves looking at the 
distribution of local averages of the particle radius. This 
is done using a small characteristic volume at an array of 
locations throughout the domain. If the binary mixture is 
perfectly mixed then the distribution is a uni-modal 
Gaussian peaked at the mass weighted average of the 
particles. If the particles are completely de-mixed, then 
the distribution is bi-modal with peaks centered on the 
radius of each particle type.  The segregation state that is 
computed falls between these two limits. The theory 
behind this measure can be found in Cleary (1998). It 
differs from the earlier measures in that it does not 
depend on any spatial direction just measuring the local 
homogeneity of the particle mixture.  

CASE 1: FLOW OUT OF V-BLENDER 
We first consider the flow out of the V-blender without 
any collection apparatus. This allows us to quantify 
segregation purely arising from the flow within the V-
blender and when discharging through the exit port. For 
this case we have considered four different size ratios.  
 
Figure 2 displays the particle distributions for a size 
ratio of 1.75. In this case the particles sizes are 2 mm 
and 3.5 mm. According to our homogeneous mixing 
measure, at the beginning of the outflow the mixture is 
perfectly mixed. After the first 0.7 seconds (Fig. 2a) of 
discharge the mixture appears to have not de-mixed to 
any significant extent. There appears to be a small 
excess of larger (red) particles on the top (free) surface. 
After a further 1.8 seconds (and close to the end of the 
outflow, Fig. 2b) the remaining mixture appears to be 
only marginally de-mixed, with larger particles 
predominantly in the centre of the outflow stream.  
 
Fig. 3a shows the y-component of the centroid location 
for the two sizes of particles. It decreases continuously 
with time as the particles discharge and the remaining 
particles are progressively lower in the domain.  There 
is a small but observable difference in centroid position 
between the two particle types, with the smaller particles 
(black curve) slightly below the one for the larger 
particles (green curve), except at the very end. This 
indicates that the finer particles are on average lower in 
the system and that there is a small amount of de-mixing 
of the different particle types during outflow. The mass 
flow rate data for the upper sample plane (just under the 
V-blender exit) is shown in Fig. 3b. It indicates that the 
smaller particles discharge at a faster rate than the larger 
particles for much of the emptying process. Towards the 
end when the supply of remaining finer particles is 
dwindling, the mass flow rate of coarser particles then 
dominates. This is in keeping with Fig. 2, which shows 
larger particles had collected at the top of the particle 
bed during emptying. The sample planes data for the 
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second sample plane, which is 6 cm below the first 
sample plane, shows similar characteristics. The average 
outflow rate for this ratio is 0.32 kg/s and is the smallest 
of all the size ratios (see Table 1). 
 

 

 

Figure 2: Discharge from the V-blender for a size ratio of 
1.75. Smaller particles are coloured blue while larger particles 
are coloured red. After (a) 0.7 s of outflow, and (b) 2.5 s of 
outflow. 

Next we consider outflow for largest of the particle size 
ratios. Figure 4 shows snapshots of the particle 
distribution at two times during the outflow. Here light 
blue represents the smaller particles while red represents 
the larger particles. After the first 0.5 seconds of outflow 
(Fig. 4a), we observe that a layer of larger particles has 

accumulated at the top surface. During the remainder of 
the outflow this process continues and by approximately 
1.5 seconds of outflow (Fig. 4b) the larger particles form 
a distinct layer at the top and in the centre of the outflow 
stream. 
 

 

 

Figure 3: a) Y-component of centroid position of large (green) 
and small (black) particles as a function of time, and b) mass 
flow rate through the upper sample plane as a function of time. 

The segregation process occurring here is related to 
particle size and commonly occurs in granular media 
with differing particle sizes. For example see Pereira et 
al. (2011) where segregation due to percolation was 
observed in the shearing avalanching layer of a binary 
granular mixture placed in a slowly rotating drum. This 
percolation mechanism occurs generally when small 
particles slip through the voids created by the larger 
particles. As a result, a layering of particles occurs with 
smaller particles found, in larger concentration, lower in 
the bed and larger particles found higher in the bed. As 
the emptying proceeds the top surface becomes inclined 
towards the discharge port. As particles roll down this 
sloped surface, the smaller (blue) particles can easily 
percolate down through the gaps (interstitial voids) 
between the larger particles. As a result, larger particles 
segregate to the top of the mixture while smaller 
particles become more concentrated underneath. This 
mechanism becomes stronger and faster as the particle 
size-ratio increases which explains what we have 
observed in these two cases. This leads to a high 
concentration of large particles on the free surface 
directly above the exit hole. Hence the larger particles 
are funnelled through the middle of the outflow stream, 
as observed in Fig. 4b. 

 a) 

 b) 

 

 b) 
b) 

a) 
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Figure 4: Discharge from the V-blender for size ratio of 4. 
Smaller particles are coloured light blue while larger particles 
are coloured red. After (a) 0.5 s of outflow, and (b) 1.5 s of 
outflow. 

The mass flow rates for this case are shown in Fig. 5. 
The smaller particles (grey curve) again pass through the 
sample planes faster in the early stages of the outflow. 
The larger particle flow rate (blue curve) is again only 
highest once the fine particles are substantially removed 
from the blender and the large particle rich region of 
particles at the top of the bed reach the discharge port 
and flow out. This agrees with the percolation 
mechanism for de-mixing, since the smaller particles are 
found lower in the particle bed and hence closer to the 

exit. The flow rate difference between the two particle 
sizes has increased from (on average) 0.32 kg/s, for the 
simulation with a particle size ratio of 1.75 to 0.45 kg/s 
for the simulation for a particle size ratio of 4. The 
discharge time is shorter at 2.1 s for the size ratio of 4 
than for the size ratio of 1.75 which was 2.7 s. Table 1 
shows that there is a gradual decrease in the discharge 
time (and correspondingly an increase in flow rate) as 
the particle size ratio increases. This is likely to be due 
to the ability of particles to rearrange within the entrance 
the outflow stream and flow out of the exit. For very 
small particles this is much easier than for large 
particles. In general, the discharge process for large size 
ratio leads to greater de-mixing. 
 

 

 

 

 

Figure 5: a) Mass flow rate through the upper sample plane as 
a function of time. b) Same as a) but for lower sample plane (6 
cm below upper plane). 

The homogenous measure quantifies the degree of de-
mixing for all the particles in the simulation domain. As 
emptying progresses, the number of particles present 
decreases until the end when there are no particles 
remaining. The homogenous measure for the four 
particles size ratios are given in Table 2. This data is 
taken near the end of the simulation, where there are not 
many particles left, so there is a large statistical 
fluctuation, but to be consistent with other cases, we 
have decided this is the best time to compare this 
measure. There is an increase in the segregation 
percentage with increasing size ratio (from 1.75 to 4), 
although the decrease from 3 to 4 is probably not a 
systematic trend but more due to the small number of 
particles sampled. However, as will become apparent 
later, these segregation percentages are quite low. 

 a) 

 b) 

 a) 

 b) 

b) 

a) 
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Table 1: Number of particles, outflow time and outflow rate 
for the various particle size ratios simulated. 

Size ratio 1.75 2 3 4 
# particles 4108×  4103.9 ×  

5101.2 ×  5103.4 ×  

Outflow 
time (s) 

2.8 2.6 2.2 2.1 

Flow rate 
(kg/s) 

0.32 0.33 0.38 0.45 

 
In this case, where only the flow within the blender is 
considered, de-mixing is due to percolation of small 
particles through the shear flow that occurs along the 
sloping upper surfaces of the bed. This effect increases 
with increasing particle size ratio. 

Table 2: Homogenous segregation measure, as a percentage 
where 0% corresponds to well mixed and 100% corresponds 
to completely segregated, for all the cases simulated. 

Particle size 
ratio 

No collector Cylindrical 
collector 

Chute into 
cylinder 

1.75 .5 14 17 

2 1 22 50 

3 45 76 99 

4 26 86 97 

CASE 2: FLOW INTO CYLINDRICAL VESSEL 
We next consider flow from the V-blender into a 
cylindrical container directly under the exit. The radius 
of cylindrical container is 15 cm and its bottom is 11 cm 
below the exit of the V-blender. Four particle size ratios 
from 1.75 to 4 were again considered. Fig. 6 shows the 
particle distributions at different times for the size ratio 
of 2. During the first 0.9 seconds of outflow (Fig. 6a) a 
small heap of particles forms below the V-blender exit. 
While the heap is small it does not show a significant 
amount of de-mixing. In contrast to the de-mixing due to 
percolation within the blender, which is due to 
percolation in the shearing layer, the initial formation of 
the heap occurs with a large amount of energy being 
dissipated which randomly re-arranges the particle 
distribution. Hence, the particles in the heap remain 
relatively well mixed. 
 
Once a large heap has been established (Fig. 6b), 
particles no longer collide and rebound from the 
cylinder base, but rather fall into the heap, where they 
collide with other particles, dissipate their incoming 
kinetic energy and push other particles down the free 
surface slope. Small particles in this avalanching flow 
will also percolate through the avalanche layer, 
concentrating larger particles (red) along or near the 
upper surface. As discharge progresses and the heap 
becomes larger, the avalanching region that produces 
segregation increases in length leading to increasing 
segregation. Hence, during the later stages of the 
discharge process de-mixing in the collection container 
increases. When the blender is empty (Fig. 6c) the final 
heap shows that a reasonable amount of de-mixing has 
occurred, with more large particles on the upper surface. 

 

 

 

Figure 6: Flow out of V-blender into a cylindrical container 
for a particle size ratio of 2 at three different stages during the 
emptying process. Smaller particles are coloured blue while 
larger particles are coloured red. After outflow of  (a) 0.9 s, 
(b) 1.8 s, and (c) 3.5 s . 

 a) 

 b) 

 c) 
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Figure 7a shows the relative y-component of the 
centroid for both particle sizes over time. The overall y-
component of centre-of-mass of all particles was 
subtracted from the centroids of each set of particles to 
give a relative displacement. The relative centroids both 
start at zero and have a zero difference since the 
material is initially well mixed. Once the outflow begins, 
(after 0.8 s) the difference between the relative centroids 
increases. This is due to the percolation mechanism 
occurring in the flow within the V-blender. Once the 
particles have formed a heap in the cylindrical container, 
further de-mixing occurs also due to percolation of 
particles flowing down the heap surface. The maximum 
amount of separation between the two curves is only 
about 11 mm or about 4 average particle diameters.  
 
Figure 7b shows the homogeneity measure as a function 
of time. It correlates quite well with the centroid 
measure with an increase in degree of segregation (de-
mixing) once the outflow begins. The amount of 
segregation becomes constant once the flow out of the 
V-blender has ceased. The amount of segregation once 
all flow has ceased is 21%. 
 

 

 

Figure 7 a) Relative Y-centroid position for the outflow into a 
container for a particle size ratio of 2. Larger particles are 
shown by the green curve and black corresponds to the smaller 
particles. b) Homogeneity measure for size ratio of 2. The first 
0.8 s is for filling the V-blender. Outflow begins at 0.8 s. 

Figure 8 shows the particle distribution at three different 
times during the outflow for a size ratio of 4. The initial 
distribution of particles is partially de-mixed. In fact 
from our homogenous mixing measure (see Fig. 9) it is 
around 15% at 0.8 s (at the beginning of outflow). This 

comes about from the fact that there is large size ratio 
between the particles and almost any flow process 
involving these granular particles will result in some de-
mixing.   
 

 

 

 

Figure 8: Flow out of V-blender into a cylindrical container 
for a particle size ratio of 4 at three different times during 
outflow. Smaller particles are coloured light blue while larger 
particles are coloured red, after outflow for: (a) 0.95 s, (b) 
1.95 s, and (c) 2.95 s.  

 a) 

b) 

 b) 

 c) 

 a) 
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The general characteristics of the outflow from the V-
blender are again similar to the previously described 
cases. Due to a large difference in particle sizes, 
percolation of the small particles through the surface 
shear layer results in a layer of large particles forming 
on the top surface (Fig. 8a).  Particles that empty into 
the cylindrical container initially rebound of the bottom 
surface and splatter and form a layer on the cylindrical 
container’s bottom. Once a heap has begun to form in 
the cylinder, particles roll along the sloped surface of  
the heap and again percolation of the smaller particles 
results in a layer of larger particles on the upper surface 
of the heap (Fig. 8b). The larger particles are more 
concentrated in the middle of the outflow stream. This is 
because the surface layer of larger particles flows 
radially inwards to the vertical centre-line of the blender 
and then flows vertically downwards towards the 
discharge port. By the time the flow has ended (Fig. 8c) 
there is a reasonable amount of de-mixing of the heap 
visible, with larger particles forming a thick surface 
layer and smaller particles concentrated in the middle of 
the bed. 
 
The centroid data shows that particles de-mix as outflow 
proceeds with a shape similar to Fig. 7b. In comparison 
to the case with size ratio 2 (Fig. 7b), the difference 
between the two curves is larger by roughly 50%. The 
difference rises to nearly 19 mm (about 7 average 
particle diameters) compared to 11 mm (4 average 
particles) for size ratio 2. This indicates the degree of 
segregation increases (approximately linearly) with the 
increase in size ratio. The homogenous mixing measure 
(Fig. 9) for this case corroborates this finding, with the 
segregation rising to 85% by the completion of the 
outflow. 
 

 

 

Figure 9: Homogeneity measure for size ratio of 4. The first 
0.8 s is for filling the V-blender. Outflow begins at 0.8 s 

These results show that when particles flowing out from 
a V-blender are collected in a container directly below 
the exit, the amount of de-mixing is enhanced, primarily 
due to percolation of smaller particles within surface 
shearing layers of the heap that forms in the collection 
device. Table 2, shows the homogeneity measure 
increases from 14% (for particle size ratio of 1.75) up to 
86% segregated (for particle size ratio 4), which yields 
an almost six-fold increase in segregation with an 
approximate doubling of the size ratio. Table 3 gives the 

maximum difference in the y-component of the particle 
centroids for each size ratio simulated. Here we see a 
linear increase in this value (with particle size ratio).  
Both these measures indicate, for this case, the extent of 
de-mixing is enhanced significantly for larger 
differences between the particles which make up the 
granular mixture. 

Table 3: Maximum difference (mm) between y-component of 
particle centroids for Case 2 and Case 3. 

Particle size 
ratio 

Cylindrical 
collector 
Max diff 

(mm) 

Chute into 
cylinder 
Max diff 

(mm) 

1.75 10 15 

2 11 17 

3 17 26 

4 19 28 

CASE 3: FLOW VIA A CHUTE  
We now consider the case where the particles flow down 
a chute from the V-blender into a cylindrical container. 
The end of the chute is slightly offset from the centre of 
the container which is the same as in the previous case. 
The chute angle is 45 degrees and aligned with the z-
axis. The particles travel along the chute for about 15 
cm before dropping a short distance vertically into the 
container. This arrangement significantly reduces the 
vertical free fall heights and therefore the kinetic energy 
available for driving percolation in avalanching surface 
layers of the heap. It however also introduces a third 
opportunity for shear induced percolation in the flow 
along the chute. So the question is which is the more 
important effect? 
 
Figure 10 displays snapshots of the particle distribution 
for this case with a particle size ratio of 2. The flow in 
and from the V-blender is similar to the previous cases. 
Once out of the V-blender, the particles now flow along 
the flat chute surface. They accelerate and there is shear 
induced by the frictional resistance of the chute. The 
larger (red) particles strongly segregate to the top of the 
flowing layer and come to rest closer to the walls of the 
cylinder (Fig. 10a).  Due to the horizontal component of 
the velocity generated by the chute, the heap that forms 
in the receiving container is asymmetrical in shape (Fig. 
10b). The avalanching flow to the left is much stronger 
leading to strong percolation of finer particles down into 
the heap. By the completion of the discharge, the heap 
that forms is significantly de-mixed, with many more of 
the larger, red particles on the upper surface and on the 
left side of the heap (Fig. 10c). This is in contrast to the 
previous case (flow into a cylinder without a chute) 
where the heap forms quite a symmetrical particle 
distribution (about the centre of the cylinder). 
 

b) 
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Figure 10: Flow out of V-blender via chute into a cylindrical 
container for a particle size ratio of 2 at different times. 
Smaller particles are coloured blue while larger particles are 
coloured red. (a) After 1.0 s of outflow, (c) after 2.0 s and (d) 
after 3.5 s of outflow. 

The shape of the y-centroid curves are similar to Case 2, 
with larger particles segregating to higher positions in 
the particle beds while the smaller particles tend to flow 
earlier and are located lower in the system. The 
maximum relative separation of the centroids is about 17 
mm (about 6 average particle diameters). This is higher 
than for Case 2 (and for that matter also Case 1). This is 
an interesting observation, since one could argue that 
much of the segregation induced by the chute should be 
along the direction of the chute (so both horizontal and 
vertical segregation occurs). In contrast, when particles 
drop vertically into the cylinder (Case 2) vertical 
segregation only occurs. A complete understanding of 
this observation requires further explanation and 
investigation. The final separation of the y-centroids is 
around 5 mm (2 particle diameters). Table 4 gives the 
separation between the z-component of the centroid 
(between the two particle types) for all particle ratios. 
(Recall, the chute is aligned with the z-axis). For the 
cylindrical case, these differences are negligible for all 
particles size ratios. But for this case it is large – around 
19 mm or 6-7 particle diameters. Note, the x-centroid 
shows no significant variation between particle types. 
 

 

Figure 11: Homogeneity measure for size ratio of 2. The first 
0.8 secs is for filling the V-blender. Outflow begins at 0.8 s. 

The homogenous measure (Fig. 11) has a different shape 
compared to Fig. 7b. For the flow directly into the 
cylinder the increase in segregation was quite gradual, 
whereas for the chute case the segregation measure 
increases dramatically once particles begin flowing 
along the chute (at 1 s). The peak degree of segregation 
is around 70% occurring at 2.5 s. This indicates that 
segregation due to flow along the chute surface is 
significant and rapid. Later the degree of segregation 
decreases back to around 50% when flow is complete 
suggesting that the avalanche flow in the heap is actually 
helping to partially re-mix the particles. This final 
degree of segregations compares to about 20% for Case 
2 where particles just fall directly into the container. The 
inclusion of any chute in the system is very deleterious 
to preserving the mixed state of the particles. 
 
Figure 12 shows the particle distribution for size ratio of 
4. The behaviour is quite similar to that described for 
the lower size ratio shown in Fig. 10. However, now 
there seems to much more rebound of particles off the 
cylinder base, when flowing into the cylinder (Fig. 12a).  

b) 

 a) 

 b) 

 c) 
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Figure 12: Flow out of V-blender via chute into a cylindrical 
container for a particle size ratio of 4 at different times during 
the outflow. Smaller particles are coloured blue while larger 
particles are coloured red. (a) After 0.5 s of outflow, (c) after 
1.35s and (d) after 2.75 s of outflow. 

In this process the larger particles come to rest closer to 
the container wall (Fig. 12b). When the particles come 
to rest the heap again has an asymmetrical shape with 
significant concentrations of larger (red) particle in the 
surface layer of the heap and more on the left side of the 
picture (Fig. 12c). The smaller particles (blue) are not 
only underneath the larger particles, but also have re-
bounded further from the far wall of the cylindrical 
container and now appear in higher concentration on the 
right side of the cylinder (underneath the chute). This 
asymmetry in the distribution of particles in the heap is 
shown up quantitatively in the z-component of the 
centroids (Fig. 13a). 
 
Table 4 gives the maximum difference in the z-
component of the centroid, between the two particle 
types, for both Case 2 and Case 3. Flow without a chute 
shows negligible differences but with a chute the 
difference is large varying between 6 particle diameters 
(size ratio of 1.75) up to 9 particle diameters (size ratio 
of 3). One other interesting aspect of the z-centroid 
curves (Fig. 13a) is that the positions of the particles 
change during the simulation. Initially more small 
particles are located near the far wall of the cylinder, but 
they then are shifted, due to more large particles 
entering the cylinder and displacing the smaller particles 
which were adjacent to the far cylinder wall. 
 

 

 

Figure 13: a) Relative z-centroid position for the outflow into 
a container for a particle size ratio of 4. Larger particles are 
shown by the green curve and black corresponds to the small 
particles. b) Homogeneity measure for size ratio of 4. The first 
0.8 s is for filling the V-blender. Outflow begins at 0.8 s. 

The y-centroid data has a similar form to those already 
discussed. The peak centroid separation increases to 28 

 a) 

 c) 
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mm or around 10 average particle diameters which is 
significantly higher than for the size ratio of 2. Table 3 
shows the maximum difference in the y-component of 
the centroid for all the particle size ratios simulated. For 
this Case, as with Case 2, we see a gradual increase 
(again roughly linear) in this value with increasing 
particle size ratio. This suggests the segregation that 
occurs must be due to percolation. 

Table 4: Maximum difference (mm) between z-component of 
particle centroids for Case 2 and Case 3. 

Particle size 
ratio 

Cylindrical 
collector 
Max diff 

(mm) 

Chute into 
cylinder 
Max diff 

(mm) 

1.75 0.01 19 

2 0.4 21 

3 1 27 

4 0.6 25 

 
The homogenous measure for this case (Fig. 13b) starts 
at about 15% segregated at the beginning of the outflow 
(at 0.8 s). Once particles roll along the chute (after 1 s) 
the segregation increases rapidly up to around 90% by 
2.6 s. After this, it asymptotes to about 97%. Table 2 
gives the final value of the homogeneity measure for all 
the particle size ratios simulated. In general, for this 
Case as with Case 2, we see a gradual increase of this 
measure with increasing particle size ratio. Comparing 
this measure between Case 2 and Case 3, for the same 
particle size ratio, we see Case 3 generally yields higher 
values (and thus more de-mixing). However, while de-
mixing via a chute can yield more segregation of 
particles, it also produces a highly energetic outflow, 
which ultimately can tend to re-mix particles (as 
observed in the later stages of the flow shown in Figs. 
12 and 13). Table 3 also shows that segregation between 
the two particle types increases with size ratio. Table 4 
shows that the chute introduces additional segregation 
(in the z-direction). In summary, the flow of particles 
into a cylinder via a chute leads to significantly higher 
amounts of de-mixing than for flow in any configuration 
that is without a chute. As with the other cases the extent 
of de-mixing increases with the size ratio of particles. 

CONCLUSION 
In this study we have considered the de-mixing due to 
outflow from a V-blender, using the DEM method. We 
have considered three different cases, so as to clearly 
understand which parts of the outflow contribute to de-
mixing and to what extent. The V-blender, itself, is 
made up of sloping walls which lead to the exit port (see 
Fig. 1). The outflow that results from this geometry is 
predominantly shear flow. The top (free) surface of the 
particle bed becomes inwardly sloped towards a point 
vertically above the exit port. Shearing flow then leads 
to smaller particles percolating through the voids created 
by the larger particles. As a result, smaller particles 
concentrate lower in the particle bed and hence tend to 
exit the V-blender earlier than the larger particles. This 
percolation driven de-mixing has been seen many times 

before in a variety of granular devices (e.g., see Pereira 
et al., 2011).  

Once the granular mixture has exited the V-blender, it 
needs to be collected in a suitable container. We 
investigated two collection procedures, firstly by simply 
dropping into a cylindrical container and secondly by 
being transferred via a sloping chute into a cylindrical 
container. In each case, both flows introduce additional 
de-mixing of the granular mixture. When falling directly 
into a cylindrical container, de-mixing occurs due to 
percolation along the sloped surfaces of the collecting 
heap. When an additional chute is introduced into the 
transfer process, quite a violent flow may result, with 
particles being sheared along the flat surface of the 
chute as well as in the gradually forming heap. 

In general, all our segregation measures point to an 
increase in segregation with particle size ratio. This 
agrees with our hypothesis that the mechanism behind 
the de-mixing is percolation. It is clear any transfer 
schemes which introduce a shearing flow into the system 
will increase de-mixing. In the light of this observation, 
it appears the best transfer strategy is to allow the 
mixture to directly flow into the collection device. In 
addition, it is clear the presence of the sloped heap 
surface produces more de-mixing. One possible strategy 
to investigate in future work, to inhibit de-mixing, is to 
flatten out the heap, via a gentle shaking of the 
cylindrical container. 
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ABSTRACT 
Understanding how the permeability of a porous media 
changes as a function of solid fraction or pore geometry is 
vital in many significant areas such as oil recovery, 
groundwater flow or flow in biological materials. Here we 
construct sample porous media using particle packings 
generated using the Discrete Element Method (DEM). We use 
a number of different arrangements of solid particles with 
different shapes to make up the porous media. They are (i) 
spherical and mono-disperse, (ii) spherical and poly-disperse 
and (iii) non-spherical blocky particles (cuboidal). We then 
simulate the flow of a viscous liquid through the solid packing 
using the Smoothed Particle Hydrodynamics (SPH) and 
Lattice Boltzmann (LB) methods. Comparisons of flow and 
permeability predictions as well as computational time of both 
methods are then made.  

Keywords: DEM, SPH, LB, porous media, permeability.  

 

NOMENCLATURE 
A complete list of symbols used, with dimensions, is 
required. 
 
Greek Symbols 
 • Porosity or liquid (void) fraction, [m3/m3]. 
 
Latin Symbols 
 k Permeability, [m2]. 
 d Grain diameter, [m]. 
 

INTRODUCTION 
 
For creeping fluid flow through a porous medium, the 
flow rate is given by the driving force, its viscosity and a 
parameter related to the topology of the solid matrix, 
known as the permeability, k. Different mathematical 
techniques have been adopted for this calculation. 
However, as the Reynolds number for a pore increases, 
the validity of the Darcy model becomes invalid. For the 
general solution of such porous media fluid flow 
(independent of the Reynolds regime) different 
computational fluid dynamic approaches have been 
proposed. This, in turn, yields an estimate of the 
medium’s permeability.  
 
Examples of numerical techniques used to determine 
permeability of porous media include the random walk 

method (Schwartz et al, 1994), finite difference methods 
(Zhan et al, 2011), finite element methods (Arns et al, 
2002), pore network models (Blunt et al, 2002) with 
realistic connectivity of the pore space and Lattice 
Boltzmann methods (Ahrenholz et al, 2008, Chai et al, 
2010, Lin et al, 2005, Pan et al, 2006). Although there 
have been numerous other numerical works to evaluate 
the permeability of porous media, the main aims of this 
paper is to compare the performance of two techniques, 
namely the Lattice Boltzmann (LB) method and 
Smoothed Particle Hydrodynamics (SPH) method for 
predicting the fluid flow in computationally generated 
media. We use computationally generated media since it 
is more realistic than simple geometries previously 
studied (Pereira et al, 2010), but still controllable (e.g. 
to obtain a particular porosity). To our knowledge, there 
have been limited studies using the SPH technique to 
model permeability of realistic porous media, while the 
LB method is (probably) now recognized as the most 
efficient method for this specific problem. We present a 
qualitative comparison of the fluid velocity field and a 
quantitative comparison of the permeability, between the 
LB and SPH methods. 
 
Beyond determining the nature of the fluid flow and 
estimation of the permeability, such modelling can be 
used to study mixing processes, chemical reactions and 
multiphase behaviour in pores, chaos, and enhanced 
effective diffusivity. The methods used in this study are 
described in the next section, followed by a discussion 
of the flows for four different solid particle packings. 
We then evaluate the permeability for each of the 
packings and compare the LB and SPH predictions. 
Finally, we discuss the relative merits of the methods, 
the limitations of the present study and also directions 
for future investigation. 

MODEL DESCRIPTION 
We use the DEM method, to generate the initial granular 
packing. This is then used as the basis for our porous 
medium and flow through the system is simulated using 
the SPH and LB techniques, separately. Here we briefly 
describe each method in sequence. 
 

Packing generation using DEM 
To generate the granular packings for use in the flow 
simulations, we utilise DEM and a dynamic particle 
expansion technique. This kind of technique has been 
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widely employed in the study of granular packings 
(Lubachevsky & Stillinger, 1990) and full details of this 
approach are given in Delaney & Cleary (2010). Here 
we will briefly outline the technique.  
 
We initially seed our DEM particle generation with 
particles in a unit periodic box at random positions and 
with random orientations. The particles are initially a 
fraction of their final sizes, with a packing fraction less 
than 20%. The particles are frictionless and have unit 
density.  
 
The packing process proceeds by uniformly increasing 
the size of the particles at a constant volumetric growth 
rate, while imposing a condition of constant kinetic 
energy. Interactions between particles are modeled using 
a fully dynamic linear spring Discrete Element Method 
(DEM) (Cundall & Strack, 1979). At each iteration we 
obtain the contact locations and linear overlaps between 
particles and hence solve for the forces and torques on 
each particle. Further details of our DEM technique are 
given in Cleary (2004, 2009). Particle growth continues 
until a final jammed configuration of the particles is 
reached. Packings with different final densities and 
degrees of ordering can be achieved by adjusting the 
growth rate used.  
 

 
 
Figure 1: Images of the four packings used in the flow 
simulations. The packings consist of (a) 20 mono-disperse 
spheres with a porosity of 0.31, (b) 50 mono-disperse spheres 
with a porosity of 0.38, (c) 25 poly-disperse spheres with a 
porosity of 0.37, and (d) 20 cubic particles with a porosity of 
0.46.  
 
Here we consider four packings that cover a range of 
possible densities and structural characteristics that can 
be found in real granular systems. Images of the 
packings are shown in Figure 1: 
 Packing (a) contains 20 mono-disperse spheres at a 

high packing fraction of 0.69 (• = 0.31). This is the 
most ordered packing we consider, with a packing 
fraction above the random close packing limit and 
with some degree of crystalline ordering. Packings 
around this density level and with similar degrees 
of ordering are commonly found where a system 

has undergone certain types of shearing or 
vibration over a long period of time.  

 Packing (b) is a random packing of 50 mono-
disperse spheres with a packing fraction of 0.62 (• 
= 0.38). Random packings around this density are 
commonly found where spherical grains are 
quickly poured into a container.  

 Packing (c) is a random packing of 25 poly-
disperse spheres with a packing fraction of 0.63 (• 
= 0.37). The spheres diameters are uniformly 
random with a diameter ratio between the smallest 
and largest of 2:1. As most systems in nature do 
not consist of purely mono-disperse grains, it is 
important to consider the effect of polydispersity 
on permeability.  

 Packing (d) is a random packing of 20 cubic 
particles at a packing fraction of 0.54 (• = 0.46). 
Particle shape is a key determining factor in 
defining the shape of the pores within a granular 
system and thus can strongly affect the 
permeability. In generating this packing the 
orientations of the particles were fixed in random 
directions so as to avoid the generation of a 
perfectly ordered system with near unit density. 
The particles were represented in the simulation 
using super-elliposids defined by the equation:  

, (1) 

where a=b=c and m=10. This produces a particle 
shape very close to an exact cube. For simplicity in 
discretising the surface for use in the flow 
simulations, the shape of the particles was assumed 
to be a cube. See Cleary (2004, 2009) for more 
details and examples of these particle shapes. 

 

SPH Method 
The SPH method is reviewed in detail by Monaghan 
(2005). We give here only details which are required for 
this particular application. The SPH continuity equation, 
taken from Monaghan (1994) is: 

( )∑ ∇•−=
b

abbab
a Wm

dt

d
vv

ρ

 
(2) 

where mb is the mass of particle b, ρa is the density of 
particle a with velocity va. Here W(r,h) is a C2 spline 
based interpolation or smoothing kernel with radius 2h 
that approximates the shape of a Gaussian function. We 
denote the position vector from particle b to particle a 
by baab rrr −=  and let ( )hWW abab ,r=  be the 

interpolation kernel with smoothing length h evaluated 
at distance abr . This form of the continuity equation is 

Galilean invariant (since the positions and velocities 
appear only as differences), has good numerical 
conservation properties and is not affected by free 
surfaces or density discontinuities.  
 
The SPH method used here is quasi-compressible and an 
equation of state is used to specify the relationship 
between particle density and fluid pressure. A form 
suitable for incompressible fluids is: 
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where P0 is the magnitude of the pressure and 0ρ  is the 
reference density (Monaghan, 1994). For water and 
similar fluids γ =7. 
 
The momentum equation for each particle a is:  
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where Pa and µa are pressure and viscosity of particle a 
and baab vvv −= . Here ξ  is a calibration factor for the 

viscosity (Cleary, 1998), η is a small parameter used to 
smooth out the singularity at rab = 0 and g is body force. 
 
The pressure scale factor P0 is given by: 
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(5) 

where V is the characteristic or maximum fluid velocity 
and c is the speed of sound. This means that the sound 
speed is ten times the characteristic speed. This ensures 
that the density variation is less than 1% and that the 
flow is close to incompressible. The speed of sound is 
much less than the actual (physical) speed of sound so as 
to increase the numerical time-step. 
 
As two particles approach each other, their relative 
velocity is negative (as is the gradient of the kernel) so 
that there is a positive contribution to dtd a /ρ . If this 

rate of change is positive then the density of particle a 
rises. This leads to a positive pressure that pushes the 
particles apart again. If two particles move apart, then 
their densities decrease creating a negative pressure that 
pulls the particles back towards each other. This 
interplay of velocity and density/pressure ensures that 
the particle remains “on average” equally spaced and 
that the density is close to uniform, so that the fluid is 
close to incompressible. 
 
To simulate confined or partially confined fluid flow, 
such as is typically found in industrial and geophysical 
fluid flows, the modelling of physical boundaries is 
important. Boundaries in SPH can be modelled in a 
range of ways, but here we use approximately evenly 
spaced SPH particles at which a Lennard-Jones style 
penalty force (a very steep polynomial potential relating 
the force with the displacement into the boundary) is 
applied in the normal direction. In the tangential 
direction, the boundary particles are included in the 
summation for the shear stress using equation (4) (with 
the pressure gradient term set to zero) to give non-slip 
boundary conditions on the walls. 
 

LB Method 
The Lattice Boltzmann (LB) method is a numerical 
method widely applied to fluid flow problems including, 
but not limited to, simulations of fluid flowing through 
porous media (Ahrenholz et al. 2008, Chai et al. 2010, 

Lin et al. 2005, Pan et al. 2006). However, LB methods 
for fluid flow simulations are not based on a 
discretization of the mass and momentum conservation 
equations as in the SPH and other CFD methods, but 
instead use a discretisation of the Boltzmann transport 
equation. A multiscale expansion, usually referred to as 
the Chapman-Enskog expansion, provides the 
mathematical grounds for extending results from the 
Boltzmann equation to the macroscopic variables of 
density, pressure and velocity. Two characteristics 
present in most of the Lattice Boltzmann schemes are 
the discretization of the domain into a fixed lattice of 
nodes and the discretization of the internal coordinate, 
i.e., the velocity vector into q discrete velocities 
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The terms on the right hand side are the collision 
operator and external forcing terms, see (Succi, 2001 
and d’Humières et al. 2001). 
 
Different implementations, forcing terms and sets of 
discrete velocities were tested. For the results reported 
for comparison with the SPH model results and 
convergence test a set of 13 discrete velocities 
introduced by d’Humières et al. (2001) were used. A 
cubic voxel has 6 faces, 12 edges and 8 vertices defining 
the three first layers of its neighbourhood. The widely 
used D3Q19 model uses the first two layers of 
neighbours; the D3Q13 model uses only the second 
layer. The space of 13 discrete velocity vectors is 
generated by having one null and 12 vectors pointing 
towards each voxel edge. Note that all the 12 non-trivial 
discrete velocities have the same length. 
 
The collision operator (• ) is defined by imposing some 
constraints on how given moments of the population 
distribution will change during collisions. The following 
13 moments are considered by d’Humières et al. (2001). 
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The first four moments are defined as the fluid density 
and three components of the fluid momentum. In 
addition, 13 definitions are given for the moments of an 
equilibrium distribution such that the Chapman-Enskog 
expansion ensures that the Navier-Stokes set of 
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equations is solved (see d’Humières et al., 2001). The 
equilibrium distribution and therefore its moments 
depend only on the fluid density, three components of 
the fluid momentum and speed of sound. The collision 
operator is built such that each distribution moment will 
relax towards the equilibrium distribution moments. 
Note that the four first moments will remain unchanged 
because they are the same. 
 
Some of the main advantages of the Lattice Boltzmann 
methods are that the scheme provides compact stencils 
making computations more local and therefore efficient 
and that the equations to solve are linear (making a 
notable difference to the Navier-Stokes equations which 
are non-linear) and no pressure updating step is 
required.  
 
A proper Chapman-Enskog expansion will show that for 
low Mach number the solution method is second order 
in the number of lattice nodes meaning that duplicating 
the nodes used to discretize a channel will reduce the 
error by a factor of four. However, the Chapman-Enskog 
expansion of the main equations ensures the second 
order convergence if boundary conditions are not 
considered, i.e. depending on the boundary conditions 
the method can be either first or second order. 
 
As for SPH, the (in)compressibility constraint is 
obtained by the density, but with the difference that in 
the (weakly) compressible Lattice Boltzmann schemes 
the equation of state is an ideal gas with fixed sound 
speed. For this reason there are two possible ways of 
obtaining permeability independent of compressible gas 
effects: one approach suggests using very low pressure 
gradients such that the variations in density are very 
small, e.g. below 1% percent as in the previous method. 
Another approach is using an incompressible Lattice 
Boltzmann model where the inertial-density is treated as 
a constant everywhere, but the sum of the particle 
population is redefined to be linked with the pressure 
instead (He and Luo, 1997). 
 
Boundary conditions need to be implemented in this 
porous media application. For a vertical wall located 
between two nodes a half-way bounce back will give the 
correct, second order convergence in all cases. A full 
bounce back, while easier to implement, will give a 
second order convergence for steady state flows, but 
degraded results during a transient simulation. Lastly, if 
the wall is not located half-way between the nodes, or is 
not aligned with the lattice, the difference between the 
correct solution considering the actual angle and sub-
grid location of the wall and the solution of one of the 
methods mentioned before will degrade the solution 
method. However, if the topological model of the 
domain is unknown at a level comparable with the 
lattice space, there is no possible way of describing the 
position and shape of the wall below the voxelization 
limit, usually constrained by the resolution of imaging 
methods or tomography scans. This makes the full 
bounce-back approach an attractive alternative for 
studying permeability of real porous media where no 
transient results are of interest. Its implementation 

requires inverting the direction of all distributions in the 
boundaries nodes. 
 
The LB simulations were performed using in-house code 
based on either of the following libraries: Palabos, 
parallel lattice Boltzmann library 
(http://www.lbmethod.org/palabos/); and Sailfish, 
optimized for modern multi-core systems, especially 
GPUs (Graphics Processing Units) 
(http://code.google.com/p/sailfish-cfd/).  

FLUID FLOW IN POROUS MEDIA 
In each case the porous media was filled to saturation 
with fluid (we modelled a fluid with density 1000 

kg/m 3 and viscosity of 1 Pa.s) and the flow was 
simulated using a driving body force of 4.9 N/kg in the 
negative z direction. In principal we would like to 
simulate an infinitely large porous media. Clearly, 
computationally this is not possible and the next best 
option, to mitigate any domain boundary effects, is to 
use periodic boundary conditions on a cubic domain. 
The flow was allowed to reach steady state by 
monitoring the kinetic energy as a function of time. Only 
when this quantity has stabilised sufficiently can we be 
considered to be in the steady state regime. The steady 
state flow patterns and the steady state average flow 
velocity are reported and compared. They are also used 
in the prediction of the porous media permeability. An 
important question we must address is the particle size 
(or lattice spacing size) for both fluid flow methods. 
Previously (Pereira, 2011) we had determined suitable 
particle size resolutions for SPH simulations when we 
considered flow around an ordered array of spheres. As 
always, there is a trade off between computational time 
and accuracy. Using our previous study as an indication, 
in this study, we use an SPH fluid particle size of 
0.1mm. (The cubic domain has side length 1cm.) Thus 
we have 100 particles across a side and in total of the 
order of half a million fluid particles in the SPH 
simulation. For the LB simulations, Fig. 2 indicates 
convergence is achieved above 200 lattice sites per side. 
For this study we quote results for this value (i.e., 200 
lattices sites per side). In future, we intend to make a 
more detailed resolution study and comparison between 
the two methods. This is a computationally time 
consuming task. 
 

Validity of LB for permeability calculation 

 
The first step in our study is to validate independently 
the permeability results calculated from both techniques. 
Previously (Pereira et al, 2011) considered the 
permeability of a simple cubic packing of spheres using 
the SPH technique for a variety of porosities. They 
compared their SPH derived permeabilities with the 
theoretical results of Hasimoto (1959) and Zick and 
Homsy (1982) and found excellent agreement.  

http://code.google.com/p/sailfish-cfd/�
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Figure 2:  LB permeability convergence for a simple cubic 
packing of spheres at a porosity of 0.46.  
 
We now do the same for LB concentrating on a porosity 
of 0.47. Figure 2 shows the convergence of the LB 
prediction of the permeability for increasing resolution 
of the lattice nodes. The permeability for a resolution of 
160 is 1.55x10-7 m2. This compares with the SPH value 
of 27103.1 m−× and theoretical value of 1.2x10-7 m2. 
The LB is reasonably different to the other two values 
which are quite close. However, we note that the true 
value is not known and all three are estimates. Thus it is 
not possible to say which one is more right. We can only 
assume that clustered values are more likely to be 
correct when pairs or more of the methods agree closely. 
The closeness of the predictions gives us confidence in 
the implementation of LB for evaluating permeabilities 
of porous media. 
 
The low Mach number Lattice Boltzmann simulations 
are dimensionless, and the simulations were run using a 
D3Q13 distribution with multiple relaxation time giving 
a kinematic viscosity of 0.01 in a domain of 200 nodes 
per side. A constant acceleration field of 10-6 was used 
with a naive implementation of the forcing term. For 
comparison with the SPH simulations we matched the 
domain size (to 1 cm) and kinematic viscosity (to 0.001 
m2/s), leading to a Reynolds number of Re≈ 1. The 
corresponding SPH simulations were run for a Reynolds 
number range of Re = 13 1010 −− −  (Pereira et al, 2011). 
All these Reynolds numbers are in the laminar regime, 
so they should converge to the same steady-state 
solutions. 

Fluid flow for 20 mono-disperse spheres 

The first DEM generated porous media case to be 
considered is a random mono-disperse distribution of 
spherical particles (packing a). This geometrical domain 
contains 20 spheres. The domain length is one 
centimetre and the porosity is 0.31. 
  

 

 

Figure 3:  Fluid flow for packing a with 20 mono-disperse 
spheres per unit volume from (a) Lattice Boltzmann and (b) 
SPH simulations. Both plots are for an x-z slice of 0.1 mm 
thickness, at y=0. The colour scale, which represents the fluid 
speed, runs from blue (0.0 mm/s) to red (1.24 mm/s). 

Figure 3 shows the flow in one vertical slice at y=0. The 
body force vector points in the negative z direction. A 
large circle results when the slicing plane intersects a 
sphere close to the prime meridian, while smaller circles 
occur when the sectioning plane is well off the centre of 
the sphere. The colour map shows the fluid speed with 
red being the highest value of the speed within the cubic 
domain (not just within the slice). Note that in the LB 
plot (Fig. 3a) the blue colour represent all lattice points 
with zero velocity (including solid particles) while for 
the SPH plot (Fig. 3b) the internal solid particles are 
represented as black (while boundary solid particles are 
blue, since they are stationary). The packing in this case 
is relatively ordered and, as a result, the fluid velocity 
plots appear quite ordered, with alternating regions of 
high and low flow. 
 
The snapshots given in Fig. 3 are for steady state flow 
conditions, which we can determine by monitoring the 

  0       20      40                80                                   160 
Nodes per side 

a) 

b) 
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stabilisation of the kinetic energy as a function of time. 
By conservation of mass, through any horizontal cross-
section (x-y plane) the mass flow rate must be a 
constant. Hence fluid must speed up in narrow pores and 
slow down in wider regions. This can be clearly seen in 
Fig. 3, where, for example, the high velocity streams 
adjacent to the top two pores slows down as the pore 
space widens. Qualitatively, there appears to be 
excellent agreement between the LB and SPH results – 
regions of high velocity (most notably in between solid 
particles) correlate well between plots. 

Fluid flow for 50 mono-disperse spheres 
The absolute velocity for an x-z slice at y=0 is shown in 
Figure 4 for the 50 mono-size sphere packing b. This 
structure is more disordered than the previous case and 
also has a larger porosity of 0.38.  Most of the velocities 
plotted here are much lower than the maximum 
velocities for the whole cubic domain. Hence the 
velocities displayed are generally of a bluish hue. 
Possibly this domain presents a channelling effect due to 
the interconnection of large spaces. Overall there seems 
to be good qualitative agreement between LB and SPH 
velocity plots. Both have an absence of maximum 
velocity regions in this slice and mostly bluish coloured 
regions. 
 

Fluid flow for 25 poly-disperse spheres 
Packing c has 25 poly-disperse spheres and a porosity of 
0.37. The flow through the y=0 slice of this porous 
media is shown in Figure 5. Here different circle sizes 
might mean different sphere sizes.  
 
The LB simulation (Fig. 5a) again shows the effect of 
channelling where the highest velocities are not seen in 
the slicing plane. However, the SPH simulation (Fig. 5b) 
does display the largest velocity (red colour) within the 
domain. Hence this represents a difference between the 
LB and SPH simulations. 
 
We believe the reason for this difference between SPH 
and LB is that the SPH and LB are using different 
discretizations for this particular simulation. The LB 
result displayed in Fig. 5a is for 200 lattice points along 
each edge. However, the SPH discretization is for 100 
lattice points along each edge. This difference means 
that around each spherical particle there is a small error 
created (due to using a cube to approximate a smooth 
curve) in the fluid volume fraction (porosity), which can 
amount to a few percent overall.  
 
To ensure the porosities of the LB and SPH simulations 
are similar, we reduced the solid particle radii slightly, 
by half to one SPH particle spacing. This means that 
whereas in the LB simulations particles will be in 
contact, in the SPH simulations there will be a gap. For 
example, see the large sphere in the bottom left hand 
corner of the LB simulation (Fig. 5a). This sphere is in 
contact with the larger sphere above it at an angle of 
approximately 45 degrees. In contrast in the SPH case 
(Fig. 5b) these two spheres are clearly not in contact. As 
a consequence, this allows easier movement of fluid 

throughout the domain and hence higher fluid velocities 
for the SPH simulation.  
 

 

 

Figure 4: Fluid flow for packing b with 50 mono-disperse 
spheres per unit volume from (a) Lattice Boltzmann and (b) 
SPH simulations. Both plots are for an x-z slice of 0.1 mm 
thickness, at y=0. The colour scale, which represents the fluid 
velocity, runs from blue (0.0 mm/s) to red (1.77 mm/s). 

Since there are small spheres in the geometrical domain, 
they can occupy interstitial voids left by the large 
spheres. This notably reduces the possibility of finding 
large pores and can contribute to reducing the degree of 
ordering of the structure compared to the 20 sphere case. 
This, together with the presence of large bodies, can 
increase the average flow velocities compared with the 
previous cases.  
 

a) 

b) 
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Figure 5: Fluid flow for packing c with 25 poly-disperse 
spheres per unit volume from (a) Lattice Boltzmann and (b) 
SPH simulations. Both plots are for an x-z slice of 0.1 mm 
thickness, at y=0. The colour scale, which represents the fluid 
velocity, runs from blue (0.0 mm/s) to red (1.66 mm/s). 

Fluid flow for 20 mono-disperse cubes 
Packing d has 20 mono-disperse cubes.  Figure 6 shows 
the fluid flow in the y=0 slice. The intersection of the 
slice with the particles produces a pattern of randomly 
oriented polygons. For both LB and SPH high velocity 
regions are observed within this slice and overall both 
techniques agree relatively well in this case. We see a 
channel of high fluid velocity running down the right-
hand side of the domain. This location of this region 
matches quite well between the two techniques.  
 
As the pore geometry for this case allows for channel 
flow we would expect higher average flow velocities, in 
comparison to the previous cases simulated. This 
channelling effect is due to the anisotropy of the pack. 
 

 

 

Figure 6: Fluid flow for packing d with 20 randomly oriented 
cubes per unit volume from (a) Lattice Boltzmann and (b) 
SPH simulations. Both plots are for an x-z slice of 0.1 mm 
thickness, at y=0. The colour scale, which represents fluid 
velocity, runs from blue (0.0 mm/s) to red (1.5 mm/s). 

PERMEABILITY OF SAMPLE POROUS MEDIA 
In the previous section we have presented the flow 
diagrams for four different computationally generated 
porous media from the two simulation techniques 
implemented (LB and SPH) in this study. In general, the 
comparisons were encouraging but were of a qualitative 
nature. Now we move to a more quantitative 
comparison. Obtaining the permeability of a porous 
medium is not only a good quantitative comparison, but 
also is of significant importance in real world 
applications such as ground-water flow, oil recovery or 
flow in biological materials..  
 
Since we are in the laminar regime, we assume that the 
flow can be approximated as a Darcy flow. Hence we 
estimate the permeability by 

a) 

b) 

a) 

b) 
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=  (8) 

where k is the permeability, Fb is the body force per unit 
mass applied and the quantity in the angular brackets 
represents the average z-component of the superficial 
velocity at steady state conditions. The superficial 
velocity is obtained from the z-component of the steady 

state velocity via zz uU ε= , where zu is the steady 

state fluid velocity. The predicted permeabilities for 
each packing and using each method are given in Table 
1. A correlation used by Sheikhzadeh et al. (2005), is 
also given for the spherical cases. For the polydisperse 
case, we use d10 as an equivalent diameter obtained 
when 10% of solid material is smaller than d10. In most 
cases this will be smaller than the mean diameter and 
has been used before for correlating the permeability 
(Sheikhzadeh et al., 2005). 

Table 1: Permeabilities calculated by the SPH and LB 
methods and an empirical correlation by Sheikhzadeh et al. 
(2005). 

Case • 

Porosity 

LB k 

(m2) 

SPH k 

(m2) 

k 

d2 •3 (1-•)-2 
180 

20 
mono 

spheres 
0.31 0.7 × 10-8 3.4 × 10-8 0.5 × 10-8 

50 
mono 

spheres 
0.38 0.6 × 10-8 1.1 × 10-8 0.6 × 10-8 

25 poly  
spheres 

0.37 1.1 × 10-8 4.1 × 10-8 0.4 × 10-8 

20 
mono 
cubes 

0.46 1.1 × 10-8 3.5 × 10-8 - 

 
We generally find that the SPH permeability results are 
larger than the LB permeability results by a factor of 2 
to 5. The lowest permeability for both the LB and SPH 
techniques is the 50 mono-disperse spheres while the 
largest permeability is the 20 mono-disperse cubes (for 
the LB simulation) and the 25 poly-disperse spheres 
(SPH simulation). The 50 mono-disperse sphere case 
represents the most number of solid grains. As a 
consequence the solid grains, themselves, are small 
which in turn means the gap between grains is very 
small. Thus fluid will find it difficult to flow through 
these narrow gaps and hence the permeability will be 
small. The 25 mono-disperse cube case was the case we 
noticed a channel of fluid flowing down the right side 
(see Fig. 6). The presence of this channel provides an 
easy pathway for fluid flow and hence a larger 
permeability. The 25 poly-disperse sphere case is an 
interesting one. In this case, the combination of smaller 
and larger grains tends to reduce the number of large 
gaps, since the smaller spheres tend to fill these gaps. 
Hence we would expect the fluid would find it more 
difficult to flow through this medium and hence a 

smaller permeability results. In this case the SPH 
simulation gives a larger permeability and the reason, 
we believe, for this is the slightly smaller grain size 
used. In future work we intend to refine our SPH setup 
to properly simulate this case. In general, the LB 
permeability values correspond quite well to 
Sheikhzadeh estimates, except possibly for the 25 
polydisperse spheres, where it is 2-3 times larger. 
However, we must note there is not a large variation in 
the Sheikzadeh estimate (between the three values) and 
hence we can only regard these, at best, as correct in 
their order of magnitude. 

COMPUTATIONAL COSTS 
All the Lattice Boltzmann cases were run using a 
200x200x200 lattice domain. Successive test 
simulations run up to 500 nodes per side showed a 
general increase in the permeability. However, after 200 
nodes per side this increase was small and asymptoted to 
the limiting value.  The permeability value for all the 
tested cases does not produce an increase larger than 
5%.  A current limitation of Sailfish is that there is no 
support for multi cores. However 200 nodes per side 
with a D3Q13 distribution fitted perfectly into the 
device memory (Tesla S2050). Under these optimum 
conditions, convergence of the results was achieved 
within 15 minutes. For the larger test problems (400 
nodes per side), the code written using Palabos was used 
and single CPU simulation using more than 10GB of 
RAM required about 24 hrs to reach steady state. All the 
SPH simulations were run for a 100x100x100 lattice 
domain. This corresponds to roughly half-a-million 
particles and takes of the order of 3-4 weeks to reach 
steady state on a single cpu core (Xeon 5450). 
 
The agreement in permeability values between the SPH 
and LB simulations is slightly disappointing. In general 
the permeability values obtained from the SPH 
simulations are larger than the permeability values 
obtained from the LB simulations (and the Sheikzadeh 
estimates). There are a number of reasons for this:  

1) Although the SPH simulations have run for a long 
time, they had not reached steady state conditions. 
This means our current estimates for the average 
fluid velocity are somewhat over-estimated and 
consequently the permeability values from the SPH 
simulations will be overestimated. 

2) The LB simulations are generally observed to 
underestimate the actual permeability for lower 
resolutions. The results for the permeability are for 
the lowest resolution attempted (200x200x200) 
and consequently we would generally expect to be 
lower than the actual permeability value. 
Preliminary calculations allow us to estimate that 
the discrepancy in the permeability when choosing 
200 nodes per site and twice this value is of the 
order of 5%. 

 
For this specific type of problem, the LB technique is 
much computationally faster than the SPH technique. 
The finest resolution attempted for SPH (100x100x100) 
takes of the order of months to run to achieve steady 
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state conditions on a single core machine. In contrast, 
the LB achieves steady state conditions after a few 
hundred thousand iterations achieved in less than half an 
hour (wall-time) when the problem fits entirely in the 
GPU device memory (i.e. for a resolution of 
200x200x200). While the LB method is much faster for 
this problem, it might be the case that for variants (such 
as if the solid grains begins to change with time as in 
heap-leaching or bio-leaching due to digestion, 
crystallisation or chemical reaction) the SPH method 
may be more suitable. This is a result of not needing to 
pre-define the domain for the duration of a simulation, 
i.e. its domain can easily change as a function of time 
and the addition of multiple coupled reaction-diffusion 
equations in SPH is straight forward. 

CONCLUSION 
The present study compares the predictions by the SPH 
and LB methods for flow through computationally 
generated porous media consisting of grains with 
selected size and shape distributions. To do this we use 
the DEM method to generate the initial packing of the 
solid grains. An advantage of both fluid dynamics 
methods is that they do not rely on a direct spatial 
discretization of the Navier-Stokes equations to a fixed 
grid. The LB method in fact does not solve the Navier-
Stokes directly and SPH uses a smoothing kernel 
function to evaluate spatial derivatives in the Navier-
Stokes equation. This is advantageous in dealing with 
complicated boundary problems, as we have in the case 
of a porous medium. 
 
Generally the fluid flow comparisons between LB and 
SPH are good but the permeability comparisons show 
reasonable differences for some cases. It is therefore 
important to be aware of the assumptions and behaviour 
of the solution methods, which were addressed in detail 
in the previous section. In all cases, it is of interest to 
see how both methods agree without constraints in time. 
This will be explored in future work. This, however, is 
the first time (to our knowledge) that such a comparison 
has been made between the two techniques for a suitably 
realistic porous medium. 
 
Beyond the present comparison in terms of fluid flow 
and estimation of the permeability, future work can also 
be directed towards the study of the mixing process in 
pores, chaos, and enhanced effective diffusivity. An 
SPH particle history can be used directly for obtaining 
this information, while the LB approach will require 
solving a convective-diffusion equation on top of the 
fluid flow simulation. This information cannot be 
obtained by experimental techniques. Additionally, SPH 
has shown a larger success for the simulation of free 
surface flow, while lattice Boltzmann will generally 
require the adoption of a multiphase or free surface 
model. 
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ABSTRACT 
We investigate binary droplet collisions as a prototype 
elementary sub-process inside sprays and focus on shear-
thinning liquids. The aim of these investigations is to develop 
semi-analytical descriptions for the outcome of droplet 
collisions. Such collision models can then be employed as 
closure terms for scale-reduced simulations. 

Keywords: head on collision; lamella stabilization; free 
surface flow; VOF-Method.  

 

NOMENCLATURE 
 
Greek Symbols 
•  Delta distribution, [-]. 
ρ  Mass density, [kg/m3]. 

µ  Dynamic viscosity, [kg/m.s]. 

•  Curvature, [1/m2]. 
 
 
Latin Symbols 
D Droplet diameter, [m]. 
f Phase indicator function, [-]. 
g Gravity, [m/s2]. 
t Time, [s]. 
p Pressure, [Pa]. 
v  Velocity, [m/s]. 
 
 
Sub/superscripts 
•  Interface. 
0 Initial value. 
c Continuous phase. 
d Disperse phase. 
t Time. 
 
 
 

INTRODUCTION 
To understand the influence of non-Newtonian shear-
thinning fluid rheology on the flow inside the colliding 

drops, we employ direct numerical simulations (DNS) 
based on an extended Volume of Fluid method. The 
simulations are then analyzed according to the role of 
viscosity and its influence on the shape and temporal 
evolution of the collision complex. Detailed energy 
balances are used to distinguish different collision 
phases. This allows identifying the dominant flow 
phenomena which lead to viscous dissipation during the 
droplet interaction. In order to compare collisions of 
shear-thinning fluid with shear independent viscosity we 
find, that in all considered cases of head-on collisions an 
effective constant viscosity can be found, which leads to 
the same collision dynamics. This effective viscosity is 
neither the mean nor the minimum viscosity, but can be 
estimated on the basis of the DNS results. The aim is to 
derive laws for a prediction of this effective viscosity. 

MODEL DESCRIPTION 
The numerical method employed here is based on the 
Volume-of-Fluid (VOF) method by Hirt and Nichols, 
(1981). The VOF method solves the Navier-Stokes 
equations for an incompressible transient two-phase 
flow. The fundamental idea of this method is to capture 
the interface position implicitly by means of a phase 
indicator function, i.e. a scalar function f = f (t, x) with, 
say, f = 1 in the dispersed phase and f = 0 in the 
continuous phase. Due to the absence of phase change, 
the transport of f is governed by the advection equation 

( ) 0=⋅∇+∂ vfft . (1) 
Therefore, the VOF-method inherently conserves phase 
volume. This an important issue especially if the long 
term behavior of solutions is to be studied, where other 
methods like Level Set or Front tracking could lose too 
much of the droplet volume. In the Finite Volume (FV) 
discretization scheme employed here, the cell centered 
value of f corresponds to the phase fraction inside a 
computational cell. Based on these values, an 
approximation of the interface normal can be computed 
as 

f

f

∇
∇

=n . (2) 
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Combination of the fractional volume of the dispersed 
phase with the interface normal then allows an interface 
reconstruction with the so-called PLIC method (Rider 
and Kothe, 1998). This reconstruction of the phase 
geometry inside the computational cells creates 
important subgrid-scale information. The reconstructed 
interface is employed for an accurate convective 
transport of the phase indicator. 

Once the phase distribution is known, a one-field 
formulation of the Navier-Stokes system is possible in 
which the interfacial momentum jump condition acts as 
a source term in the momentum equations. It reads as 

( ) •t •••g•µp•• nvvvv ++=∇+∇⋅+∂ •  (3) 
where the material properties •  and µ refer to the phase 
dependent values. The local values of the density are 
determined by 

( ) cd •f•f• −+= 1 . (4) 
The computation of cell viscosities at the interface is 
different for different parts of the stress. For the viscous 
normal stress which corresponds to elongational flow, 
the viscosities are calculated by arithmetic means. The 
off-diagonal part of the stress, corresponding to shear 
flow, involves also harmonic means. More precisely, the 
shear stress is computed at the cell vertices and done as 
follows. First, a mean cell viscosity is computed using 
the respective phase fractions as weights. Then, face 
viscosities are calculated as the arithmetic mean of 
adjacent cell values. Next, two harmonic mean, each 
from two neighboring face values, are determined and, 
finally, the minimum of these is chosen as the corner 
viscosity. The surface tension is incorporated using the 
conservative CSS model (Lafaurie et al., 1994), whereas 
the normals are computed using eq. 2.   

Lamella Stabilization 
The results show that during collisions an extremely thin 
fluid lamella appears in case of large Weber numbers. 
This lamella has to be accounted for in any physically 
sound simulation and we apply a stabilizing algorithm to 
be able to keep the lamella from rupturing. A rupture of 
a collision lamella cannot be observed in binary droplet 
collisions (Tanguy and Berlemont, 2005, Qian and Law, 
1997, Ashgriz and Poo, 1990). The simulations give a 
quantitative prediction of the resulting diameter of the 
droplet collision complex. The stabilizing algorithm 
enables us to compute collision results for reflexive 
separations with large Weber numbers. The surface 
tension is incorporated using the continuum surface 
stress (CSS) model. The algorithm of CSS smoothes the 
f-field using a 27 cell stencil. Subsequently a capillary 
pressure tensor is computed on the smoothed field again 
using a 27 cell stencil so that the surface tension in one 
cell is influenced by 125 cells. The stabilization 
algorithm corrects the capillary pressure tensor 
computation by avoiding artificial interactions of the 
two sides of the lamella. For the computation of the 
surface tension of one lamella side a modified f-field is 
used which contains only the one side of the lamella, as 
illustrated in Figure 1. 

 

Figure 1: schematic of lamella stabilization, left: original f-
field of rim and lamella, right: f-field used for surface tension 
computation of the left lamella side. 

The surface tension of the opposite lamella side is 
computed in the same manner. In the rim area the 
original f-field is used. The surface tension forces are 
computed for the different fields and afterwards merged 
in an appropriate way. In order to distinguish both 
lamella sides and to allow for a correct f-transport, a 
minimum lamella thickness of two cells must be kept by 
filling the lamella with artificial liquid. Special care has 
to be taken for the amount of additional liquid to avoid 
considerable effects on the collision dynamics. In case 
of a head on collision of two drops, only the correction 
of the surface tension computation is needed. In case of 
an off-center collision or different drop diameter, a 
modest addition of artificial liquid is necessary. 
The lamella stabilization is validated by comparison 
with experiments of Qian and Law (1997). The 
resolution of the simulation is 64 x 64 x 32 cells. Table 
1 shows the maximum enlargement of the collision 
complex of Qian and Law (1997). The predicted 
collision complex size by FS3D shows a good 
agreement with the experimental data. The simulation 
shows, that the thin collision lamella appears at 
t •  0.45 ms and disappears at t •  0.7 ms. 

Table 1: Maximum enlargement of the collision complex.  

t 
[ms] 

experiment 
Dmax/D0 [-] 

deflection to 
experiment 
FS3D 

deflection to 
experiment in 
Nikolopoulos et al. 
(2009) 

0.10 3.08 2.9% 1.6% 
0.50 4.55 8.1% 8.6% 
0.73 4.86 1.2% 0.0% 
0.95 4.54 3.5% 7.0% 

 
The experiments by Qian and Law (1997) are also used 
as validation data by Nikolopoulos et al. (2009). Despite 
the fact that an adaptive local grid refinement is used, 
the collision lamella ruptures in the simulations. Table 1 
shows that the ruptured lamella in Nikolopoulos et al. 
(2009) leads to a deflection of 7.0% at t = 0.95 ms. The 
prediction of the shape of the collision complex by 
FS3D shows good agreement with the experimental data 
as can be seen in Figure 2. 
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Figure 2: Off-center collision of water droplets. Upper row: 
experiment, below: FS3D with lamella stabilization. 

 
With a resolution of 64 x 64 x 32 cells, 6.01 %  artificial 
mass is added, with a resolution of 128 x 128 x 64 cells, 
0.50 % mass is added. We assume that higher 
resolutions (512 x 512 x 256 cells are possible) will 
further reduce the mass added. Applying the lamella 
stabilization, the VOF-code is able to predict the correct 
outcome of such collisions.   

 

Validation for non-Newtonian Fluid Dynamics 
In order to test the tangential movement of the interface 
in shear thinning fluids, a pressure driven two-phase 
steady laminar flow of a power-law fluid in contact with 
a Newtonian fluid between two stationary parallel planes 
of infinite extent was chosen. The predicted velocity 
profile in the gap was compared to the analytical 
solution of the governing equations by Chhabra and 
Richardson (1999). The numerical solution agrees very 
well with the analytical one, the error of the maximum 
velocity being below 1%. 
In order to test the normal movement of the interface, 
the 2D Bretherton problem with a shear thinning 
continuus phase provides an appropriate test case. The 
Bretherton problem describes the displacement of a 
viscous Newtonian liquid by an inviscid gas bubble in a 
gap (Bretherton, 1961). For shear thinning rheology, the 
film thickness is described by Gutfinger and Talmadge, 
(1965) and Halpern and Gaver, (1994). 
The simulation is performed with 512 x 64 cells in order 
to resolve the film with at least 4 cells. According to the 
analytical equation the film thickness for a Capillary 
number of Ca = 0.05 is 5.63.10-5 m. FS3D predicts a 
film thickness of 5.70.10-5 m. With only 1.3 % deviation 
the prediction of the film thickness is sufficiently 
accurate. For details of these validation cases see Focke 
and Bothe (2011). 
For the validation of our numerical simulations, 
experimental results on binary droplet collisions from 
(Motzigemba et al., 2002) are used. The shear thinning 
liquid is an aqueous solution 2.8 weight% CMC sodium 
salt. 

RESULTS 
The simulations were performed on 16 Intel XEON 
Linux-Cluster cores with 4 GB main memory per core 
using Cartesian grids having about 8.4 million cells. 
Based on the symmetry of a binary droplet collision of 
two equal sized droplets, 3 symmetry planes were used 
in the simulations to reduce the computational effort. 

The domain size is 1.4 x 1.4 x 7 cm3, the resolution is 
256 x 256 x 128 cells. The predicted temporal evolution 
of the droplet collision complex diameter is shown in 
Figure 3. 
The comparison of the time evolution between the DNS 
and the experimental results from (Motzigemba et al., 
2002) show that the numerical simulation nearly 
captures the maximum collision complex diameter 
which is also attained at the correct time, but shows 
deviations in the contraction phase where the retraction 
of the collision complex seems to be faster than in the 
experiments. On the other hand, the range of 
uncertainties in the experimental measurements given in 
(Motzigemba et al., 2002) is +/- 10 % for the initial 
diameter D0. Therefore, to investigate the sensitivity of 
the evolution of the collision complex w.r. t. errors in 
the initial diameter measurement, we performed 
simulations with a change in the initial diameter D0 by 
+/- 10 %. This variation of the initial diameter leads to 
changes in the maximum complex diameter from 3.36 to 
4.71 d/D0, hence the maximum diameter of the 
experimental data is in range of the simulations. 
 

 

Figure 3: Dimensionless diameter of collision complex vs. 
dimensionless time t*=t/(D/U) for CMC-solution (2.8 wt%): 
Experiment versus simulation. 

Comparison of Newtonian and non-Newtonian 
droplet collisions 
In this section we study the question whether a non-
Newtonian droplet collision can be modeled with a 
Newtonian effective viscosity. For this purpose a 
constant viscosity is to be found which results especially 
in the same collision complex diameter as for the shear-
thinning fluid. Such an effective viscosity can be found 
by simulating the collisions with different Newtonian 
viscosities and then using interpolation. Table 2 shows 
the maximum collision complex diameter for different 
Newtonian viscosities. 
 

Table 2: Resulting collision complex diameter for different 
constant viscosities. 

µ [mPa s] dmax / D0   [-] 
45 4.51 
54 4.14 
60 3.93 
75 3.47 
102 2.88 
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Here the effective viscosity turns out to be 54 mPa.s. 
The comparison of the evolution of the collision 
complex with the Newtonian liquids of the effective 
viscosity compared to the shear-thinning droplet 
collision shows that the full time evolution appears to be 
almost identical. Also, only minor differences can be 
found in the shapes of the collision complex as can be 
seen in Figure 4. 
 

 

Figure 4: Shapes of the collision complex at different stages 
with shear-thinning fluid (NN) and a Newtonian fluid with 
adjusted viscosity (N) at 0.1, 0.2, 0.3, 0.4 ms 

 
A difference can be found in the minimum thickness of 
the lamella. In the Newtonian case the thickness of the 
lamella is 4.8 µm, while in the non-Newtonian case the 
thickness of the lamella is 5.6 µm. A comparison of the 
velocity fields shows almost no difference. 
The explanation lies in the fact that relatively small 
regions of high shear rate and reduced viscosity at the 
beginning of the collision are more important than the 
mean viscosity during the collision. The reason for this 
phenomenon can be seen in Figure 5 and is explained 
below.  

 

Figure 5: Time evolution of different energy components 
during a binary collision. 

 
Figure 5 shows the evolution of different components of 
the energy during the droplet collision. The influence of 
the viscosity on the collision is visible in the dissipated 
energy. Figure 5 reveals that most of the viscous 
dissipation takes place at the beginning of the collision. 
Further analyses show that during the initial collision, 
the viscous friction leads to dissipation due to shear. 
Subsequently, the dissipation due to elongation rises, 
while the shear part decreases. In later stages of the 
collision only surface- and inertia forces dominate the 

collision dynamics. For further details see Focke and 
Bothe (2011). 
 

CONCLUSION 
Given that no rupture of the collision lamella occurs in 
the experiments, the numerical stabilization introduced 
above is an appropriate means to capture the collision 
dynamics with significantly reduced numerical effort. 
The stabilization on a symmetry plane gives reliable 
results for a lamella thickness even below 1 µm. 
Thereby, the lamella is resolved with 1/3 grid cell 
without observing any limitations at this size. In the case 
of an off-center collision of droplets with different 
diameter, the lamella stabilization has to be extended 
and validated for non-symmetric situations which is one 
of our present activities.  
The droplet collisions with shear thinning liquid are 
compared to collisions of droplets with Newtonian 
rheology. A constant effective viscosity was found that 
produces the same collision complex diameter as the 
shear thinning liquid. The simulations show that even 
the temporal evolution and the shapes are almost the 
same. The temporal evolution of the viscous energy 
dissipation shows that viscous friction forces only 
influence the collision dynamics during the initial stage.  
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ABSTRACT 

CFD simulations were completed to map out the operating 
window of a lab-scale, pseudo-2D, bubbling fluidized bed 
reactor that will be constructed for CFD validation purposes. 
Simulations were carried out within the framework of the 
kinetic theory of granular flows (KTGF) using a two fluid 
model (TFM) approach. A central composite design was used 
to structure the simulation experiments, quantify the 
significance of factors and construct a model of reactor 
performance within a given parameter space. The parameter 
space was defined by four factors: gas feed rate, reactor 
operating temperature, bed height and solids fed rate. Of these 
four factors, the gas feed rate was found to be the most 
influential on reactor performance (degree of feed gas 
conversion achieved). A decrease in gas feed rate caused an 
increase in gas residence time and thereby facilitated better 
gas conversion. The bed height was the next most influential 
factor. Reactor performance was improved in taller beds also 
as a result of an increased gas residence time, but the 
beneficial effect of bed height was only about half of that 
caused by the gas feed rate. This could be explained by the 
substantial bubble growth observed in taller beds as opposed 
to the progressively smaller bubbles created by lower gas feed 
rates. Larger bubbles significantly decrease the quality of gas-
solids contact and reduce the overall rate of reaction. The 
effects of reactor operating temperature and solids feed rate 
were also highly significant, but smaller than those of gas feed 
rate and bed height. Once the effects of these factors were 
quantified, a quadratic model of the response of reactor 
performance to changes in the four factors was constructed to 
serve as an operational map for the reactor. This map will be 
used as an initial operational guideline for operating the real 
reactor.  

Keywords: CFD, kinetic theory of granular flows, two fluid 
model, bubbling fluidized bed, reactor, central composite 
design, designed experiments.  

NOMENCLATURE 

Main Symbol definitions: 
 
Greek symbols: 
α  Volume fraction 

gsφ  Interphase energy transfer (kg/m.s3) 

γ  Dissipation rate (kg/m.s3) 

λ  Bulk viscosity (kg/(m.s)) 

µ  Viscosity (kg/(m.s)) 

sΘ  Granular temperature (m2/s2) 

ρ  Density (kg/m2) 

τ  Stress tensor (kg/(m.s2)) 

υ  Velocity vector (m/s) 

∇  Gradient/Divergence (1/m) 
 
Regular symbols: 

d  Diameter (m) 

g  Gravity vector (m/s2) 

H  Bed height (m) 

I  Identity tensor 

J


 Diffusive flux (kg/(m2.s)) 

sgK  Interphase momentum exchange coefficient (kg/(m3.s)) 

k  Diffusion coefficient (kg/m.s) 

k  Reaction rate constant (mol1-nm3n-2/s) 

M  Molar weight (kg/kmol) 

N  Number of moles (mol) 

p  Pressure (Pa) 

R  Universal gas constant (8.314 J/(K.mol)) 
HR  Heterogeneous reaction rate (mol/m3s) 

S  Source term 

V  Volume (m3) 

Y  Species mass fraction 
x  Mass fraction 

 
Sub- and superscript definitions: 
 
Greek symbols: 

sΘ  Granular temperature  

υ  Momentum 
 
Regular symbols: 
eq  Equivalent 

g  Gas 

gs  Gas-solids 

i  Species i 
n  Reaction order 

s  Solids 

INTRODUCTION 

A fluidised bed reactor presents a highly coupled, non-linear 
system that is notoriously difficult to model. Difficulties begin 
with the complex hydrodynamic structures exhibited by these 
reactors. These flows are characterised by the formation of 
meso-scale structures which have a major influence on all the 
transport phenomena inside the reactor. The nature of these 
structures vary greatly depending on the fluidisation regime in 
which the reactor is operated. Secondly, the heat transfer and 
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resulting temperature distribution inside the reactor needs to 
be understood, especially in larger units. Local temperature 
will depend greatly on the local heat of reaction, the boundary 
conditions and the generally good mixing caused by the 
hydrodynamic behaviour of the bed. Finally, the reaction 
kinetics occurring inside these beds depends both on the 
surface reaction rate occurring on each individual particle 
(mostly an exponential function of temperature) and the 
quality of gas-solid contact (greatly influenced by the nature 
of the meso-scale structures characterising the reactor 
hydrodynamics). The three areas of hydrodynamics, heat 
transfer and reaction kinetics therefore interact and can give 
rise to numerous non-linear effects that are impossible to 
predict with standard engineering models. 
For this reason, the framework of computational fluid 
dynamics (CFD) is selected as the modelling tool for studying 
these systems. The fundamental basis of the conservation of 
mass, species, momentum and energy through space and time 
on which CFD is based allows such non-linear interactions to 
be simulated directly. CFD also has the distinct advantage 
over physical experimentation that it is not subject to any 
physical limitations. This implies that any combination of 
design and operational variables can readily be simulated 
without any practical difficulties, making CFD the ideal tool 
for optimization and prototyping. The ease with which flow 
information can be extracted from a CFD simulation will also 
aid greatly in the proper understanding and appropriate 
utilisation of fluidized bed reactor systems. 
In order to exploit these advantages, the current project was 
defined to improve CFD modelling of bubbling fluidized bed 
reactors. A lab-scale reactor will be constructed during this 
project for the purpose of CFD validation. The aim of the 
work presented in this paper is to use the CFD models 
available today to map the initial operating window of this 
reactor and ensure that the required reactor performance can 
indeed be achieved using the proposed design. The feasibility 
of using designed experiments in combination with CFD for 
this purpose will also be evaluated.  

MODEL DESCRIPTION 

Equation system  

The CFD model was based on the standard Eulerian-Granular 
two fluid model (TFM) with closure laws from the kinetic 
theory of granular flows (KTGF).  

Conservation equations 
The conservation of mass, 
 

( ) ( )g g g g g g gS
t
α ρ α ρ υ α∂

+∇ ⋅ =
∂


 (1) 

( ) ( )s s s s s s sS
t
α ρ α ρ υ α∂

+∇ ⋅ =
∂


 (2) 

 
momentum, 
 

( ) ( )
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and species 
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were solved for both the gas and the solids phases. The source 
terms on the right hand side of these equations originate from 
heterogeneous reactions. No conservation of energy was 
included on the assumption that temperature variations are 
negligible in the small, well mixed reactor simulated here.  

Closures 
Only a partial description of the closure equations will be 
given here in a reference based format. For a full description 
of the equation set, refer to (Cloete, et al.,2011). 

The solids stresses in equation (4) are modelled according to 
the kinetic theory of granular flows. Here, the motions of the 
particles are likened to motions of molecules in a gas. Just as 
uncorrelated molecular motions, quantified as the temperature, 
give rise to gas viscosity and pressure, uncorrelated particle 
motions, quantified as the granular temperature, are modelled 
to give rise to a granular viscosity and pressure. The granular 
temperature is written in conservation form as follows: 
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Equation (7) was solved in its algebraic form by neglecting 
the convection and diffusion terms. This is a good assumption 
in slow moving, dense beds where the local generation and 
dissipation of granular temperature would far outweigh the 
contributions from convective and diffusive transport. The 
solids pressure and collisional dissipation of fluctuating 
energy were modelled according to (Lun, et al.,1984), while 
the inter-phase drag induced damping was modelled according 
to (Gidaspow, et al.,1992). 
The solids stress tensor, responsible for the generation of 

granular temperature in equation (7) and for viscous 

momentum diffusion in equation (4) is written as follows: 
  

( ) 2

3
T

s s s s s s s s s Iτ α µ υ υ α λ µ υ = ∇ +∇ + − ∇ ⋅ 
 

  
 (8) 

 
Here, the shear viscosity was modelled to consist of three 
parts: kinetic and collisional (Gidaspow, et al.,1992) as well as 
frictional (Schaeffer,1987). The bulk viscosity was modelled 
according to (Lun, et al.,1984). 
No turbulence modelling was included due to the fine mesh 
used and the relatively slow moving bubbling fluidized bed 
simulated. 
The inter-phase momentum exchange coefficient in equations 
(3) and (4) was modelled according to (Syamlal, et al.,1993).  
A heterogeneous reaction describing the reduction of 
Iron(III)oxide by methane was simulated: 
 

4 2 3 2 24 8 2CH Fe O FeO CO H O+ → + +  

 
This is the primary reaction occurring in the reduction of the 
naturally occurring oxygen carrier material, Ilmenite.  Kinetics 
of this reaction was experimentally determined by (Abad, et 
al.,2011) as being a first order reaction with the following 
Arrhenius type rate constant. 
 

135200
9.8expk

RT
− =  

 
 (9) 

 
The rate constant was subsequently used to calculate the 
reaction rate per unit volume occurring in each cell based on 
the shrinking unreacted core model (Levenspiel,1999).   
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The expression in equation (10) shows that the reaction rate 
depends on the following parameters: 

• The surface area of solids available for reaction 
which is a function of the size of the grains on which 
the reaction takes place and the local solids volume 
fraction in the cell. The grain diameter in this study 
was 2.5 µm (Abad, et al.,2011). 

• The degree of conversion of Fe2O3 which models 
the reduction of the surface area exposed by the 
shrinking unreacted core as the reaction progresses. 

• The reaction rate constant which is a function of the 
type of reaction taking place and the temperature. 

• The local reacting gas species concentration to some 
power (order of reaction). This reaction was found 
to be first order (Abad, et al.,2011). 

Reactor performance will primarily depend on optimization of 
these parameters so as to result in the highest reaction rate 
economically achievable.   
The calculated heterogeneous reaction rate is subsequently 
used to calculate mass, species and momentum source terms to 
be added to the conservation equations (equations (1) through 

(6)) as detailed in (Cloete, et al.,2011). 

Simulation domain, boundary conditions and materials 
The simulation domain consisted of a simple 2D planar 
geometry, 0.15 m in width and 1.8 m in height. The geometry 
is depicted in Figure 1. 
Gas was injected through a velocity inlet modelled at the 
bottom face of the geometry. The velocity magnitude and the 
temperature with which the gas was injected were changed 
according to the experimental run in question. The gas always 
consisted of 100% methane. Gas density and viscosity were 
implemented as a function of temperature and chemical 
composition. 
Solids were injected through a 2 cm velocity inlet with the 
velocity adjusted according to each experimental run. The 
solids were injected at a volume fraction of 0.6 and a chemical 
composition of 33% Fe2O3 and the balance inerts (calculated 
from (Abad, et al.,2011)). The solids had a density of 4250 
kg/m3 and a mean particle diameter of 250 µm.  
Five possible solids outlets were considered (see Figure 1). 
The solids outlets were 2 cm in height and designated either as 
a wall or an atmospheric pressure outlet depending on the 
simulation run in question. For any given experiment, four of 
these outlets were walls and the remaining one a pressure 
outlet at atmospheric pressure.  
The gas outlet was also modelled as an atmospheric pressure 
outlet. 
Partial slip walls were included in the simulation according to 
the formulation of (Johnson and Jackson,1987). The 
specularity coefficient, representing the roughness of the wall, 
was set to 0.5. The regular walls and the four potential 
pressure outlets not utilized in any particular experimental run 
were given identical boundary conditions.  
The geometry was meshed with square, structured 
computational cells, 20 particle diameters in width. A single 
level of hanging node adaptive grid refinement was then added 
up to the level of the solids outlet in order to better resolve the 
bubble structures in the bed. The resulting cell size of 10 
particle diameters was previously found to easily achieve 
hydrodynamic grid independence but not complete reaction 
kinetic grid independence (Hommel, et al.,2011). The reaction 
kinetic grid independence observed on this particular grid size 
was not great, however, and should lead to correct quantitative 
predictions of reactor performance. 
 

 

Figure 1: Simulated reactor geometry and mesh for a 
simulation with a 1 m bed height. 

Solver settings 
The commercial CFD package, FLUENT 12.1 was used as the 
flow solver to carry out the simulations. The phase-coupled 
SIMPLE algorithm (Patankar,1980) was selected for pressure-
velocity coupling, while the QUICK scheme (Leonard and 
Mokhtari,1990) was employed for discretization of all 
remaining equations. 1st order implicit temporal discretization 
was used.  
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Operation and data extraction 
Each of the 26 simulation runs were initialised with a fixed 
bed patched in at a volume fraction of 0.5 up to the location of 
the solids outlet. Simulations were then run on a non-refined 
grid until the average Fe2O3 mass fraction inside the bed 
levelled out. This was a slow process and typically required 
about 150 seconds of simulation time. Once this directive was 
achieved, the bed was refined up to the level of the solids inlet 
and the simulation was run for at least 10 seconds more, 
allowing for at least one clear pass of fresh reacting gas 
through the reactor. 
From this point on, the mass flow rate of methane was 
collected on a horizontal line located at the bottom of the 
solids outlet (at the top of the bed). This fluctuating signal was 
collected for a minimum of 20 seconds and subsequently time-
averaged in order to find the mean rate at which methane exits 
the reactor unreacted. This value was then normalised by the 
mass rate at which methane enters the reactor to facilitate easy 
comparison between experimental runs. 
The unreacted methane performance measure hinders easy 
data interpretation, however, because of its exponential nature. 
If this performance measure can be linearised, data 
interpretation would be much easier. Additionally, the 
statistical methods employed in this study require linear 
performance measures in order to reliably quantify system 
performance.  
Therefore, the exponential unreacted methane performance 
measure was linearised according to the height of the bed 
required to achieve that specific degree of conversion. This 
was accomplished by completing five simulations at different 
bed heights and establishing a relation between the bed height 
and the amount of unreacted methane. This relation is shown 
in Figure 2. 
 

 

Figure 2: Relation between fraction unreacted methane 
and bed height. 

It is shown that a very good fit is achieved. Using this fit, the 
fraction of unreacted methane performance measure extracted 
from any simulation can easily be converted to an equivalent 
bed height which is a linear and easily visualised performance 
measure. The relation between these two performance 
measures shown in Figure 2 is mathematically expressed as: 
 

( )
4

ln - 4.315E-4 0.2005

-3.560

CH
eq

x
H

+
=  (11) 

 
The experimental points in Figure 2 were calculated at a gas 
mass flow rate of 0.0024 kg/s, a temperature of 800°C and a 
solids mass flow rate of 0.5 kg/s. The equivalent bed height 

given in equation (11) should therefore be interpreted as the 
bed height required to achieve a specific degree of methane 
conversion when operated under the aforementioned operating 
conditions.  

RESULTS AND DISCUSSION 

The simulation experiments were organised in the form of a 
central composite design (Montgomery,2001). This form of 
experimental design evaluates a number of independent 
variables, henceforth called ‘factors’, at five different values, 
henceforth called ‘levels’. The response of a number of 
dependent variables to changes in these factors can then be 
quantified statistically and easily visualised. Design and 
analysis of the central composite design was carried out by 
means of the commercial software package STATISTICA 10. 
Four factors were considered in the design: 

• The mass flow rate of methane entering the reactor 
• The operating temperature of the reactor 
• The height of the reactor bed 
• The mass flow rate of solids to the reactor 

The influence of variations in the four factors on the 
dependent variable of equivalent bed height will be 
determined and elaborated upon in the section. 

Experimental results 

A four factor central composite design requires 26 
experiments to be performed. The specifications of these 26 
experiments and the equivalent bed height returned by each 
run is summarised in Table 1. 
 

Table 1: Results from the four factor central composite 
design.  

Run gm  

(kg/s) 

T  
(°C) 

H  
(m) 

sm  

(kg/s) 
4CHx  eqH  

(m) 
1 0.0016 750 0.50 0.3 0.0618 0.728 
2 0.0016 750 0.50 0.7 0.0354 0.885 
3 0.0016 750 1.00 0.3 0.0046 1.480 
4 0.0016 750 1.00 0.7 0.0020 1.764 
5 0.0016 850 0.50 0.3 0.0149 1.134 
6 0.0016 850 0.50 0.7 0.0079 1.319 
7 0.0016 850 1.00 0.3 0.0014 1.901 
8 0.0016 850 1.00 0.7 0.0010 2.067 
9 0.0032 750 0.50 0.3 0.5152 0.130 
10 0.0032 750 0.50 0.7 0.3587 0.232 
11 0.0032 750 1.00 0.3 0.1433 0.490 
12 0.0032 750 1.00 0.7 0.0644 0.716 
13 0.0032 850 0.50 0.3 0.3498 0.239 
14 0.0032 850 0.50 0.7 0.1421 0.493 
15 0.0032 850 1.00 0.3 0.0807 0.652 
16 0.0032 850 1.00 0.7 0.0241 0.995 
17 0.0008 800 0.75 0.5 0.0011 2.014 
18 0.0040 800 0.75 0.5 0.2282 0.359 
19 0.0024 700 0.75 0.5 0.1427 0.491 
20 0.0024 900 0.75 0.5 0.0110 1.221 
21 0.0024 800 0.25 0.5 0.3359 0.251 
22 0.0024 800 1.25 0.5 0.0115 1.209 
23 0.0024 800 0.75 0.1 0.7164 0.038 
24 0.0024 800 0.75 0.9 0.0337 0.899 
25 0.0024 800 0.75 0.5 0.0472 0.804 
26 0.0024 800 0.75 0.5 0.0520 0.777 
 
 

ANOVA 

The first and foremost result given by a central composite 
design comes in the form of the analysis of variance 
(ANOVA). The ANOVA quantifies the significance of each 
factor on the chosen dependent variable. Both a linear and a 
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quadratic effect can be calculated for each factor as well as 
first order interaction effects between all factors. The 
percentage of the total variance in the design explained by 
each of these effects can be calculated from the ANOVA. 
Additionally, the significance of each effect can be quantified 
as a p-value. The p-value is calculated from the F-test which 
weighs the amount of explained variance (variance resulting 
from changing the level of the factor) against the amount of 
unexplained variance (variance resulting from human errors, 
round-off errors, averaging errors, data not well described by 
the chosen mathematical function or the presence of 
significant higher order interaction effects). The amount of 
unexplained variance is an indication of the amount of 
uncertainty in the design. A large amount of uncertainty 
reduces the confidence with which a specific effect can be 
classified as significant. Thus, if the ratio of explained to 
unexplained variance becomes small due to a large amount of 
unexplained variance, the significance of the effect reduces. 
This significance is measured by the p-value. Typically, a p-
value of 0.05 or lower is regarded as significant. A p-value of 
0.05 can be interpreted as follows: if this experiment was 
repeated 100 times with the same degree of error, the opposite 
of the currently predicted effect would occur 5 times. Thus, 
the predicted effect would occur 95 out of a 100 times.  
ANOVA results are displayed in Table 2. 
 

Table 2: Percentage of variance and significance of each 
effect in the design. ‘L’ denotes a linear effect, ‘Q’ a 
quadratic effect and ‘by’ an interaction effect. The 
significant effects are denoted in bold type. 

Effect 
Percentage of 

variance 
p-value 

gm - L 30.26 9.77E-09 

gm - Q 7.14 4.23E-03 

T  - L 10.90 1.91E-04 

T  - Q  2.33 2.66E-01 

H  - L 19.40 9.41E-07 

H  - Q 0.49 8.10E-01 

sm  - L 9.78 4.56E-04 

sm  - Q 3.31 1.24E-01 

gm  by T  2.62 2.14E-01 

gm  by H  4.83 3.34E-02 

gm  by sm  0.46 8.23E-01 

T  by H  0.15 9.40E-01 

T  by sm  0.62 7.61E-01 

H  by sm  1.12 5.85E-01 

Error 6.59  

 
It is clear from Table 2 the linear effects caused by all four 
factors are highly significant. Only the gas mass flow rate has 
a significant quadratic effect, however, while some degree of 
quadratic behaviour can also be seen for the temperature and 
the solids mass flow rate. Only one significant interaction 
effect can be observed, that between the gas mass flow rate 
and the bed height. These significant effects will be the 
primary focus of further discussions.  

Response surfaces 

The central composite design creates a quadratic model which 
describes the variation of the equivalent bed height dependent 
variable inside the four factor parameter space considered in 
this design. This quadratic model can be used to construct 
response surfaces for easy visualization of the variation of the 

dependent variable with two chosen factors anywhere within 
this parameter space. Four such response services are given in 
Figure 3 to Figure 6. 
 

 

Figure 3: Response of the equivalent bed height to changes 
in gas mass flow rate and reactor operating temperature. 
The bed height and solids mass flow rate were kept 
constant at 0.75 m and 0.5 kg/s respectively. 

 

Figure 4: Response of the equivalent bed height to changes 
in reactor operating temperature and bed height. The 
solids mass flow rate and gas mass flow rate were kept 
constant at 0.5 kg/s and 0.0024 kg/s respectively. 
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Figure 5: Response of the equivalent bed height to changes 
in bed height and solids mass flow rate. The gas mass flow 
rate and temperature were kept constant at 0.0024 kg/s 
and 800°C respectively. 

 

Figure 6: Response of the equivalent bed height to changes 
in solids mass flow rate and gas mass flow rate. The 
temperature and bed height were kept constant at 800°C 
and 0.75 m respectively.  

 
With the aid of the visual representations in Figure 3 to Figure 
6, the significant effects identified in Table 2 can now be 
further discussed.  

Detailed discussion of significant factors 

The first and most significant factor in the design is the gas 
flow rate. Table 2 shows that this factor accounts for almost 
40% of the variance inside of the design. When looking at 
Figure 3 and Figure 6, it is clear that lower levels of this factor 
result in better reactor performance. This is primarily due to 
the longer gas residence times granted by lower gas feed rates. 
The gas residence time is inversely proportional to the gas 
feed rate, meaning that the residence time and resulting reactor 
performance will rapidly increase to infinity as the gas feed 
rate approaches zero. This is the main cause of the quadratic 

response in Table 2. Figure 3 and Figure 6 also confirm that 
reactor performance increases more and more rapidly towards 
lower levels of the gas feed rate factor.  
An additional influence on the steep increase in reactor 
performance towards lower levels of gas feed rate is the 
quality of gas-solids contact. Figure 7 illustrates this concept. 
 

 

Figure 7: Snapshots of instantaneous solids volume 
fraction and methane mole fraction for a gas feed rate of 
0.0008 (left), 0.0024 (middle) and 0.004 (right) kg/s. The 
colourmap on the left shows solids fraction and the one on 
the right shows methane mole fraction. 

 
The increase in the quality of gas-solids contact with a 
decrease in the gas feed rate is evident from Figure 7. It is 
clear that the number and size of the bubbles decreases with 
the gas feed rate, thereby decreasing reactant slip and ensuring 
that more of the methane is converted. 
 
The next factor is that of reactor temperature. The effect of 
this factor is actually surprisingly small and surprisingly linear 
(Table 2). The Arrhenius type reaction rate description used 
(equation (9)) ensures an exponential increase in reaction rate 
with an increase in temperature. In fact, the reaction rate 
constant increases with a factor of 17.3 from the lowest 
temperature (700°C) to the highest temperature (900°C) 
investigated. This ratio is much greater than that of the gas 
feed rate which increases only with a factor of five from the 
lowest to the highest level investigated. One would therefore 
expect that the degree of methane conversion would increase 
greatly and in an exponential fashion as the temperature is 
increased. However, when looking at Figure 3, it is clear to 
see that the effect of temperature is much smaller than that of 
gas feed rate. 
The surprisingly low effect of temperature can be explained by 
the very important mass transfer limitation inside fluidised 
beds. Even if the reaction rate is very fast, the reactant must 
still be transported out of the bubble towards the dense 
emulsion phase. As the reaction rate becomes higher, this 
limitation becomes more and more dominant. This is 
illustrated in Figure 8, where it is clear to see that the reactant 
is slipping past the emulsion phase by means of some large 
bubbles at the high temperature. At the low temperature, 
however, the reacting gas can penetrate into the emulsion 
phase, thereby involving a much larger portion of the solids 
phase available for reaction. It can therefore be concluded that 
the lowest temperature investigated is limited by reaction 
kinetics, while the high temperature is limited more by mass 
transfer. 
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Another factor that plays a role reducing the improvement in 
reactor performance caused by higher temperatures is the 
reduction in fluidizing gas density. Gas density decreases with 
an increase in temperature, meaning that the volume flow rate 
will increase at a constant gas mass flow rate. Gas injected at a 
higher temperature will therefore have a lower residence time.  
 

 

Figure 8: Snapshots of instantaneous solids volume 
fraction and methane mole fraction for a reactor 
temperature of 700 (left), 800 (middle) and 900 (right) 
degrees Celsius. The colourmap on the left shows solids 
fraction and the one on the right shows methane mole 
fraction. 

Another observation from Figure 8 is the clear two-way 
coupling between the reaction kinetics and the 
hydrodynamics. Especially at high temperatures, the influence 
of hydrodynamics on reaction kinetics is clearly visible. The 
effect of reaction kinetics on hydrodynamics can also be seen 
from Figure 8. The particular reaction simulated produces 3 
moles of gas for every mole of gas consumed. Faster reaction 
therefore produces more fluidising gas, creating larger bubbles 
are more reactant slippage. This effect contributes to reducing 
the ability of an increase in temperature to improve reactor 
performance. 
 
The third significant effect is that of bed height. It is to be 
expected that the relation between actual bed height and the 
equivalent bed height performance measure should be linear. 
Figure 4 and Figure 5 confirm this to be the case. 
The effect of bed height is somewhat more than half the size 
of the effect from reactant feed rate. Both of these 
performance measures were changed with a factor of five from 
the lowest to the highest levels. This implies that a reactor 
scaling strategy based on an increase in reactor width at a 
constant gas feed rate (thereby decreasing the velocity at 
which the gas is injected) will be more efficient than a strategy 
of increasing the reactor height. Figure 9 illustrates the reason 
for this. Where a reactor width increase and the corresponding 
decrease in gas velocity will decrease the size of the bubbles 
and thereby increase the gas-solid contact (Figure 7), an 
increase in bed height will do just the opposite as illustrated in 
Figure 9. It is clear that there exists significant bubble growth 
along the height of the reactor. Therefore, the quality of gas 
solid contact decreases significantly towards the upper regions 
of the reactor. Naturally, a taller reactor would be more 
influenced by this effect than a shorter one, thereby reducing 
the effectiveness of reactor scaling by height. 
 

   

Figure 9: Snapshots of instantaneous solids volume 
fraction and methane mole fraction for a bed height of 0.25 
(left), 0.75 (middle) and 1.25 (right) m. The colourmap on 
the left shows solids fraction and the one on the right 
shows methane mole fraction. 

It is also interesting to observe the moderately significant 
interaction effect between bed height and gas feed rate shown 
in Table 2. This effect can be visualised with the aid of Figure 
10. Here it is clear that the effect of bed height is significantly 
smaller at high gas feed rates than it is at low gas feed rates. 
This characteristic can once again be explained with reference 
to the bubble structures formed in fluidised beds. At higher 
gas feed rates, the bubbles are large from the beginning and 
grow very rapidly along the height of the bed (Figure 7), 
thereby decreasing the effect of an increase in bed height. At 
lower gas feed rates, however, the bubbles are much smaller at 
the beginning and might even require some time to nucleate. 
The growth of these bubbles is therefore much slower along 
the height of the reactor and an increase in bed height is 
therefore more efficient. 
 

 

Figure 10: Response of the equivalent bed height to gas 
mass flow rate and bed height. 

The final significant effect discussed is that of solids feed rate. 
It is clear from Figure 5 and Figure 6 than an increase in solids 
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feed rate causes an increase in reactor performance. This is to 
be expected since an increase in solids feed rate will decrease 
the residence time of solids in the reactor and thereby decrease 
the degree of solids conversion. A lower degree of solids 
conversion will expose the larger surface area of the shrinking 
unreacted core to the reaction and thereby increase the 
reaction rate. This increasing reaction rate with the solids mass 
flow rate is illustrated in Figure 11. 
 

   

Figure 11: Snapshots of instantaneous solids volume 
fraction and methane mole fraction for a solids feed rate of 
0.1 (left), 0.75 (middle) and 0.9 (right) kg/s. The colourmap 
on the left shows solids fraction and the one on the right 
shows methane mole fraction. 

Even though the quadratic effect of solids feed rate is shown 
to be insignificant in Table 2, it is still visible in Figure 5 and 
Figure 6. Both figures show that virtually no reactor 
performance is lost as the solids feed rate is decreased from 
0.9 to 0.5 kg/s. This can also be observed in Figure 11. The 
solids residence time and the degree of solids conversion will 

increase with a factor of 0.9 0.5 1.8= in this case which will 

cause a decrease in reaction rate by a factor of only
2 31.8 1.43= according to equation (10). A further decrease in 

solids feed rate from 0.5 to 0.1 kg/s will cause a further factor 
of 5 increase in solids residence time and conversion. 
However, the degree of solids conversion achieved by the 
solids feed rate of 0.5 kg/s is already around 50%. Another 
five times increase in conversion is therefore not possible. 
Under these circumstances, the reactor experiences a strong 
decrease in reaction rate as the solids are reacted to 
completion, hence the dip in reactor performance shown at the 
lowest level of solids feed rate in Figure 5, Figure 6 and 
Figure 11. 
 

Mapping of reactor operating window 

The model constructed by the central composite design within 
the four factor parameter space can be used to give operational 
guidelines for achieving a pre-specified level of reactor 
performance. In this case, the required reactor performance 
will be set to that of an equivalent bed height of 0.75 m, 
equating to 5.7% unconverted methane (94.3% conversion). 
The area inside the parameter space where this level of reactor 
performance can be achieved can now be easily visualized for 
three factors at a time as shown in Figure 12 and Figure 13. 
 

 

Figure 12: Reactor operating window described by the 
factors of gas mass flow rate, reactor temperature and bed 
height for achieving 94.3% conversion. The remaining 
factor, solids flow rate, is kept constant at a value of 0.5 
kg/s. 

 

Figure 13: Reactor operating window described by the 
factors of gas mass flow rate, bed height and solids flow 
rate for achieving 94.3% conversion. The remaining 
factor, reactor temperature, is kept constant at a value of 
800°C. 

The model predicts that the desired reactor performance 
(94.3% conversion) can be achieved at any point on the 
surfaces in Figure 12 and Figure 13. Both figures again 
emphasize that gas feed rate and bed height are the dominant 
factors in this design, overshadowing the factors of reactor 
temperature and solids feed rate. This is a favourable 
conclusion for the current project, because the factors of 
reactor temperature and solids feed rate will practically be the 
most challenging to facilitate in the experimental reactor.  
High temperature reactor operation is very challenging and it 
is therefore desired that the reactor be operated under as low 
temperatures as at all possible. Figure 12 shows that a 
decrease in reactor temperature can easily be compensated for 
by a slight decrease in gas feed rate or a slight increase in bed 
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height. The reactor can therefore safely be operated at 700°C 
or even lower. From a modelling perspective this should be 
done with caution, however, since the kinetic data was only 
determined for temperatures of 800°C and above. 
It would also be beneficial for the experimental reactor 
operation if the solids feed rate could be kept to a minimum. 
Maintaining a high feed rate of solids will be practically 
difficult, because a sufficiently large stockpile of fresh solids 
has to be maintained to last for the duration of the experiment. 
These fresh solids also have to be heated up inside the reactor 
which would require very high heat fluxes for higher solids 
feed rates. Figure 13 shows, however, that the negative 
influence of a reduction in solids feed rate is practically 
negligible down to a solids feed rate of around 0.4 kg/s. Even 
beyond this number the loss in reactor performance can once 
again easily be compensated for by a slight decrease in gas 
feed rate or a slight increase in bed height, meaning that even 
solids feed rates as low as 0.1 kg/s can be accommodated.  
Naturally, if this was an industrial case, the information in 
Figure 12 and Figure 13 could be used to formulate an 
informative cost curve for reactor operation. If a certain cost 
description could be linked to each operating variable, the 
point on the curve leading to the lowest operating costs can 
easily be identified. Seeing the wide range of variance 
available within each factor, such a cost optimization study 
can lead to some substantial financial benefits.      

CONCLUSIONS 

A modelling study was carried out to map out the operating 
window of a small scale, pseudo-2D reactor that will be 
constructed for the purpose of CFD validation. The reactor 
was simulated in 2D using the TFM KTGF approach.  
Simulation experiments were carried out in the form of a four 
factor central composite design, quantifying the response of 
reactor performance to changes in gas feed rate, reactor 
temperature, bed height and solids feed rate. The central 
composite design was used to quantify the significance of the 
different factors and to construct a model of reactor 
performance within the parameter space investigated in this 
study.  
The gas feed rate was identified as the most significant factor. 
Lower gas fed rates both increased the gas residence time in 
the reactor and increased the quality of gas-solids contact by 
creating smaller bubbles. Bed height was the next most 
significant factor in the design. An increase in bed height also 
increased the gas residence time, but the potential 
improvements were somewhat nullified by the significant 
bubble growth allowed by taller beds. These large bubbles 
reduced the quality of gas-solids contact, meaning that reactor 
improvement by increasing bed height was about half as 
effective as that resulting from reducing the gas feed rate.  
An increase in operating temperature had a surprisingly small 
impact on reactor performance. Over the range of operating 
conditions investigated, the increase in temperature made the 
particles 17.3 times more reactive, but the resulting gain in 
overall reactor performance was about half that which could 
be achieved by a five times increase in bed height. This could 
be attributed to a significant bubble to emulsion mass transfer 
limitation that begins to dominate the overall conversion rate 
at higher temperatures.  
Reactor performance could also be improved by increasing the 
solids feed rate, resulting in a lower degree of conversion and 
higher level of reactivity of the solid particles. It was shown, 
however, that this increase in performance quickly flattens out 
after a given value and any further increases in solids feed rate 
would not lead to significant increases in reactor performance. 
For the purposes of the current project, the conclusion that the 
effects of operating temperature and solids feed rate were 
substantially smaller than that of gas feed rate and bed height 
was very encouraging. Practically speaking, an increase in 
operating temperature and solids feed rate will be much more 

challenging to facilitate than a decrease in gas feed rate or an 
increase bed height. The reactor can therefore be safely 
operated at very low levels of operating temperature and solids 
feed rate, compensated for by small changes in the more 
significant factors of gas feed rate and bed height.  
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ABSTRACT
Boiling two-phase flow is found in many industrial applications
such as boiling water reactors, two-phase flow heat exchangers and
refrigeration systems. The physics of two-phase gas-liquid flow
may lead to undesirable system instabilities, and in the literature
density wave oscillations (DWO) are reported to be the most com-
monly two-phase instability phenomenon. In this work, the fun-
damental mechanisms of DWO and the influence of subcooling is
investigated further by performing a numerical analysis using a one
dimensional homogenous equilibrium flow model. The degree of
subcooling is represented by the non-dimensional subcooling num-
ber Nsub. The literature presents two different points of view re-
garding the fundamental mechanism of DWO. The relative weight
of either mechanism, mixture density or mixture velocity, is differ-
ent depending on the level of subcooling. The results show that the
change from mixture density to mixture velocity as the fundamental
mechanism is a smooth transition for increased Nsub. The oscilla-
tion period of the modeled DWO grows continuously for increased
subcooling number, and the period increases in a strong non-linear
fashion at high values of Nsub. It is postulated that it is the tran-
sition towards a more mixture velocity dominated system pressure
drop at higher subcooling numbers that causes the oscillation period
to evolve as it does.

Keywords: two-phase flow, instabilities, density wave oscilla-
tions, transient simulation, numerical analysis.

INTRODUCTION

Boiling two-phase flow is found in many industrial applica-
tions such as boiling water reactors, two-phase flow heat ex-
changers and refrigeration systems. Unfortunately, boiling
two-phase flow systems are accompanied by the possibility
of thermally induced instabilities leading to oscillations in
system flow rate and pressure. The consequences are me-
chanical vibrations and problems with system control. In ex-
treme cases the heat transfer characteristics are disturbed so
that the heat transfer surface may burn-out (dry-out, boiling
crisis, critical heat-flux) (Boure et al., 1973; Kakac and Bon,
2008).
Two-phase flow instabilities are divided into two main cate-
gories, namely static and dynamic instabilities. Static insta-
bility can be found when the steady state operating point of
a system is of the unstable kind. Hence, when the system is
subjected to a perturbation the flow will move asymptotically
towards a new operating point not located in the vicinity of

the original. The new operating point is a stable equilibrium
operating point. Dynamic instability is related to the continu-
ous interaction and delayed feedback that occurs between the
inertia of the flow and the compressibility of the two-phase
mixture (Boure et al., 1973; Kakac and Bon, 2008).

Density wave oscillations (DWO) are classified as a dynamic
instability, and result from multiple regenerative feedbacks
between the flow rate, vapor generation and pressure. In
other words, a temporary reduction of the inlet flow in a boil-
ing system will increase the rate of enthalpy rise, thereby
lowering the mixture density. This disturbance will propa-
gate downstream and affect the channel pressure drop which
will immediately be transmitted back to the inlet, causing
additional changes to the inlet flow rate. For certain sys-
tem conditions the resulting oscillations may become self-
sustained with a constant period and amplitude (Boure et al.,
1973). DWO is in the literature reported as the most com-
mon type of two-phase flow instabilities (Boure et al., 1973;
Belblidia and Bratianu, 1979; Ding et al., 1995; Kakac and
Bon, 2008). However, in the literature we also find two op-
posing views on what is considered the fundamental mech-
anism of DWO. In what is often referred to as the classical
description of DWO it is said that it is the variation in down-
stream mixture density that acts as the fundamental mecha-
nism of the DWO phenomenon, and that the observed oscil-
lations have a period that is about one to two times the boil-
ing channel residence time (Boure et al., 1973; Kakac and
Bon, 2008). Rizwan-Uddin (1994) raised criticism towards
this classical description. This last work shows that for the
parameter space considered the emphasis should be on varia-
tions in mixture velocity rather than mixture density. Further,
it is found that the modeled oscillations have a period closer
to four times the channel residence time. In Ambrosini et al.
(2000) it is possible to find an additional discussion related to
the fundamental mechanisms of DWO. This work states evi-
dence that support both the classical description of DWO and
the contradicting view of Rizwan-Uddin (1994). The oppos-
ing views are according to Ambrosini et al. (2000) a result of
the difference in the applied level of subcooling. The classi-
cal description is based on a low level of system subcooling,
while the view of Rizwan-Uddin (1994) is considering high
subcooling.

The operating conditions of a boiling channel system can be
represented by what is defined as the phase-change number
Npch and the subcooling number Nsub. Npch scales the rate of
phase-change due to heat addition, while Nsub scales the level
of subcooling (Saha et al., 1976). Ishii and Zuber (1970) pro-
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posed what is now a well known two-dimensional stability
map for boiling systems where Npch and Nsub are used as the
x- and y-axis, respectively. For certain combinations of Npch
and Nsub the boiling system will experience self-sustained pe-
riodic oscillations. The operating points yielding such an os-
cillatory behavior comprise what is known as the stability
threshold of the boiling channel system at hand.
The research presented in this paper is a contribution to the
fundamental understanding of DWO and the influence of
subcooling. The degree of subcooling is here given by the
subcooling number Nsub, and its influence on DWO is inves-
tigated by comparing modeled self-sustained periodic oscil-
lations found in different regions of parameter space.

MODEL DESCRIPTION

Modeled System

The modeled boiling channel system is shown in figure 1.
The channel is a circular horizontal pipe heated with a con-
stant uniform power q. The system is exposed to a constant
externally imposed pressure drop given by the inlet- and exit
reservoir pressure pI and pE , respectively. TI represents the
constant fluid inlet temperature. Two flow restrictions are
placed at the channel inlet and exit, and represent sources of
pressure drop located upstream and downstream of the boil-
ing channel, respectively. The pressure drop across the inlet
and exit restriction is proportional to the local dynamic pres-
sure, where Ki and Ke are the respective proportionality con-
stants. The parametric effect of inlet and exit restrictions has
been investigated by numerous investigators (see Belblidia
and Bratianu (1979)). An increase of the inlet restriction co-
efficient will add to the single-phase pressure drop, and hence
increases the damping effect and stabilizes the system. The
opposite is experienced when increasing the exit restriction
coefficient. The exit restriction adds to the two-phase pres-
sure drop, and a higher Ke will consequently have a destabi-
lizing effect on the system.

Figure 1: Schematic of the modeled boiling channel system.

Mathematical Model

Following Lahey and Podoski (1989), the following assump-
tions are made concerning the mathematical description of
the system flow:

• One dimensional

• Horizontal

• Homogenous flow

• Thermodynamic equilibrium between phases

• Constant externally imposed pressure drop

• Constant inlet temperature

• Constant uniform heating

The model solves the conservation equation for mass, mo-
mentum and energy as given by:

∂ρm

∂ t
+

∂G
∂ z

= 0 (1)

∂G
∂ t

+
∂

∂ z

(
G2

ρm

)
=−∂ p

∂ z
−

[
f
D
+

N

∑
j

K jδ (z− z j)

]
G2

2ρm

(2)
∂hm

∂ t
+

G
ρm

∂hm

∂ z
=

1
Aρm

q
L

(3)

For single-phase flow, the friction factor f is obtained by
applying the Colebrook pressure drop correlation. For the
two-phase flow region, the friction factor is found using the
Muller-Steinhagen and Heck (1986) pressure drop correla-
tion. The sum of localized pressure drops is included to take
into account the effect of the flow restrictions in the momen-
tum equation. N represent the total number of valves and z j
their positions. In the energy equation, the friction dissipa-
tion and flow work terms are neglected, since they are, for the
cases analyzed in this research, at least four orders below that
of the heating source terms. In contrast to previous models,
this work updates the mixture density according to the local
mixture enthalpy assuming thermodynamic equilibrium. The
influence of latter assumption over the results is discussed in
Ruspini et al. (2011).

Numerical solver

The introduction of a significant diffusion by low-order
methods can affect the numerical solution, describing in-
accurately the modeled problem. High-order discretization
reduces the numerical diffusion. The necessity of solving
thermal-hydraulic problems with high accuracy is analyzed
in Ambrosini and Ferreri (1998); Ruspini et al. (2009). Here,
the system of equations is solved by applying the Space-
Time Least-Square Spectral Element Method (ST-LQSEM),
following Ruspini et al. (2009) and Ruspini et al. (2010).
A detailed description of this numerical methods is given in
de Maerschalck (2003); Deville et al. (2002).

Modeling Procedure

Steady state initial conditions are imposed by first solving
the governing equations ignoring the time-dependent terms.
A constant mass flux G and exit reservoir pressure pE act as
the system’s boundary conditions. The steady state solution
results in the necessary inlet reservoir pressure pI , and the
transient modeling is initiated using pI and pE as boundary
conditions. Consequently, the system is exposed to an con-
stant externally imposed pressure drop ∆pext = pI − pE , and
the transient response of the system from steady state can be
investigated.
The modeled self-sustained periodic oscillations which are
compared in this research are all found by using the same
steady state mass flux and exit reservoir pressure. After
choosing a desired subcooling number Nsub set by the fluid
inlet temperature TI , the phase-change number Npch is varied
by changing the applied power q until self-sustained periodic
oscillations are observed. Npch and Nsub are defined as in
equation 4 and 5, respectively (Ishii and Zuber, 1970):
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Npch =
q

GiA

1
ρl
− 1

ρg

1
ρl
(hl −hg)

(4)

Nsub = (hl −hm,i)

1
ρl
− 1

ρg

1
ρl
(hl −hg)

(5)

RESULTS

The modeled results presented in this paper yield for the con-
stant system conditions given in table 1, and are found fol-
lowing the modeling procedure described earlier.

Working fluid: Water
Boiling channel length: L = 1 m
Boiling channel diameter: D = 0.005 m
Inlet restriction coefficient: Ki = 12
Exit restriction coefficient: Ke = 4
Exit reservoir pressure: pE = 120 kPa
Steady state mass flux: G = 400 kg/m2s

Table 1: Constant system conditions from which the modeled
results are obtained.

The operating points for the modeled system are represented
by their respective combination of the phase-change num-
ber Npch and the subcooling number Nsub. Figure 2 shows
the modeled Npch −Nsub stability map, where the red dots
represent operating points that produced self-sustained peri-
odic oscillations. Hence, the operating points are located on
the stability threshold of the modeled system. In the single-
phase liquid region of the stability map, the operating condi-
tions are so that the boiling channel exit quality will be less
than zero (xe < 0). Hence, only single-phase liquid flow is
present in the system. Operating points in the stable region
located between the solid blue line (xe = 0) and the stability
threshold (red dots), yield a modeled system able to damp
out the effect of a perturbation and return to its initial state.
If one operates the modeled system in the unstable region,
the system would, when subjected to a perturbation, produce
diverging oscillations which in time will grow out of propor-
tions.
The influence of subcooling on DWO will be investigated by
comparing modeled self-sustained periodic oscillations for
different values of Nsub. The operating points to be compared
are given by the red dots in figure 2, and are therefore labeled
with numbers signifying their relative degree of subcooling.
These labels will in future be used to refer to the individual
results and allow for an easier comparison.

Mixture Density vs. Mixture Velocity

Each of the operating points labeled in figure 2 showed a sig-
nificant difference in the role played by the variation in mix-
ture density and mixture velocity with respect to the mod-
eled system pressure drop. This difference will be presented
by showing how oscillations in the exit mixture density ρm,e
and in exit mixture velocity um,e affect the exit restriction
pressure drop ∆pe. Figure 3, 4 and 5 show the variations in
∆pe, ρm,e and um,e with respect to the their mean value for
operating points 1, 5, and 11, respectively.
For operating point 1 where Nsub < 1, figure 3 shows that
∆pe varies almost completely in-phase with ρm,e. For operat-
ing point 5 where Nsub ≈ 3, figure 4 shows that the variation
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Figure 2: The modeled stability map. Red dots: operating
points located on the stability threshold, and which produced
modeled self-sustained periodic oscillations.

in ∆pe is still more in-phase with the variation in ρm,e. The
above results are in accordance to the classical description
DWO which states that mixture density should be regarded
as the fundamental mechanism. Figure 5 shows modeled os-
cillations as found for operating point 11 where Nsub ≈ 10.
In this case, compared to the previous two, the exit restric-
tion pressure drop is more in-phase with the variation in exit
mixture velocity. Hence, mixture velocity is the fundamen-
tal mechanism of DWO for high subcooling numbers, as also
stated by Rizwan-Uddin (1994) and Ambrosini et al. (2000).
In order to determine why mixture velocity acts as the fun-
damental mechanism for high subcooling numbers, we look
at the relation governing the exit restriction pressure drop:

∆pe =
1
2

Keρm,eu2
m,e (6)

Hence, ∆pe is proportional to the exit mixture density as well
as to the square of the exit mixture velocity. This relation
states that the exit restriction pressure drop is more sensi-
tive to a change in um,e than in ρm,e. As shown by figure 6
and 7, the oscillation amplitude of both ρm,e and um,e grows
continuously with Nsub. However, because of the squared
relationship between ∆pe and um,e, the variation in mixture
velocity becomes dominating for high Nsub because of the
relatively large amplitude. For low values of Nsub it is the
variation in ρm,e that causes the oscillation in ∆pe. This shift
from a mixture density dominated exit restriction towards a
more mixture velocity dominated exit restriction was shown
earlier in figure 3, 4 and 5. In figure 3 we observe that um,e
barely changes, and it is therefore the presence of a varia-
tion in ρm,e that causes the oscillation in ∆pe. In figure 4, the
oscillation in um,e grows noticeably stronger compared to fig-
ure 3, but the oscillation in um,e is still not strong enough to
fully control the exit restriction pressure drop which is still
more in-phase with ρm,e. In figure 5 where Nsub ≈ 10, the
variation in um,e is dominating the pressure drop even though
the oscillation in ρm,e also grows stronger compared to lower
subcooling number cases. The latter is due to the squared
relationship between ∆pe and um,e, and it seems as though
there is a smooth change towards a more velocity dominated
exit restriction as the subcooling number Nsub is increased.
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Figure 3: Operating point 1 (Nsub < 1): one periodic oscilla-
tion in exit restriction pressure drop ∆pe, exit mixture density
ρm,e and exit mixture velocity um,e with respect to mean val-
ues.

Oscillation Period and Residence Time

Another aspect of the influence of subcooling on DWO
which was addressed in Rizwan-Uddin (1994) and also con-
firmed by Ambrosini et al. (2000), is the fact that the ratio be-
tween the oscillation period tp and the mean boiling channel
residence time t̄r grows as the subcooling number increases.
In the classical description of DWO yielding for low Nsub, tp
is believed to be approximately two times t̄r. Rizwan-Uddin
(1994) found at high Nsub this ratio to be closer to four times.
The labeled operating points shown in figure 2, show a sig-
nificant difference in the observed oscillation period. Figure
8 shows how the oscillation period tp evolves as the sub-
cooling number increases. The oscillation period increases
almost linearly up to Nsub ≈ 5. From this point on, the tp
increases non-linearly. Hence, self-sustained periodic oscil-
lations found for subcooling numbers sufficiently exceeding
Nsub = 10 will have an oscillation period that grows out of
proportions.
In contrast to the non-linear increase found in tp for Nsub < 5,
the positive slope of t̄r decreases, as shown in figure 9. To the
author it seems as though the mean boiling channel residence
time move towards some unknown upper limit, however fur-
ther modeling is needed to confirm this postulate. Figure 10
shows the change in the ratio of tp and t̄r as Nsub is increased.
The non-linear growth in the latter figure is a natural conse-
quence of the observed evolution in tp and t̄r. However, it
does not explain the observed ratio evolution.
In the literature it is explained that DWO is the result of a
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Figure 4: Operating point 5 (Nsub ≈ 3): one periodic oscilla-
tion in exit restriction pressure drop ∆pe, exit mixture density
ρm,e and exit mixture velocity um,e with respect to mean val-
ues.

time delayed pressure drop caused by an earlier time flow
perturbation. This change in system pressure drop produces
regenerative feedback to the boiling channel inlet, and de-
pending on system operating conditions, various oscillatory
behaviors can be observed. In this work we have studied this
change in downstream pressure drop by investigating the be-
havior of the exit restriction. The exit restriction is the most
time delayed pressure drop source and will consequently
have the biggest destabilizing effect on the modeled system.
The dynamic behavior of the system, here represented by the
oscillation period, is therefore assumed to be a result of how
the exit restriction responds to changes in mixture density
and mixture velocity. In figure 7 we showed that the ampli-
tude of oscillations in exit mixture velocity increases expo-
nentially beyond Nsub ≈ 5, and consequently causes the exit
restriction pressure drop to be controlled more by the varia-
tions in mixture velocity. If we combine this result with the
fact that the positive slope of tp shown in figure 8 changes
from linear to non-linear at approximately the same limit of
Nsub, we conclude that it is most likely the change towards a
mixture velocity dominated system pressure drop that causes
the oscillation period to increase as it does.

CONCLUSION

The influence of subcooling on density wave oscillations
(DWO) in a heated pipe was investigated by comparing mod-
eled self-sustained periodic oscillations for different subcool-
ing numbers Nsub. The results show that:

1. For Nsub < 1 the exit restriction pressure drop oscil-
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Figure 5: Operating point 11 (Nsub ≈ 10): one periodic os-
cillation in exit restriction pressure drop ∆pe, exit mixture
density ρm,e and exit mixture velocity um,e with respect to
mean values.
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Figure 6: Amplitude of modeled self-sustained periodic os-
cillations in exit mixture density ρm,e at different subcooling
numbers Nsub.

lates close to in-phase with the variation in exit mixture
density, and it is concluded that in this region of Nsub
mixture density should be considered the fundamental
mechanisms of DWO. At Nsub ≈ 10 the variation in exit
restriction pressure drop is strongly controlled by the
variation in exit mixture velocity. Hence, for Nsub > 10
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Figure 7: Amplitude of modeled self-sustained periodic os-
cillations in exit mixture velocity um,e at different subcooling
numbers Nsub.
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Figure 8: Evolution of oscillation period tp for modeled self-
sustained periodic oscillations at different subcooling num-
bers Nsub.
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Figure 10: Evolution of the ratio between the oscillation pe-
riod tp and mean boiling channel residence time t̄r for self-
sustained periodic oscillations at different subcooling num-
bers Nsub.

mixture velocity can be considered as the fundamental
mechanism of DWO.

2. With increasing Nsub, the oscillation amplitudes of both
exit mixture density and exit mixture velocity grow con-
tinuously. Further, an increase of the subcooling num-
ber beyond Nsub ≈ 5 results in an exponential growth
in the same amplitudes. Because of the squared rela-
tionship that exists between the exit restriction pressure
drop and the exit mixture velocity, the role of mixture
velocity as the fundamental mechanism of DWO in-
creases with a growing subcooling number. Based on
the modeled results there seems to be a smooth change
towards a more velocity dominated pressure drop with
increasing Nsub.

3. The period of the modeled oscillations grows contin-
uously with Nsub. For Nsub > 5 the oscillation period
evolves non-linearly. This is believed to be due to the
transition to exponential growth seen for the oscillation
amplitude of exit mixture velocity in approximately the
same level of Nsub. For Nsub < 3 the oscillation period
is found to be about one or two times the mean boil-
ing channel residence time, which is the same as that
stated by the so-called classical description of DWO.
At Nsub ≈ 10 the oscillation period is found to be about
five times the mean boiling channel residence time. The
latter ratio is even higher than what is found in Rizwan-
Uddin (1994).
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ABSTRACT 
In long horizontal oil wells, the volume fraction of oil often 
varies along the wellbore. This is caused either by uneven 
fluid inflow, leading to so called coning (of gas) or cresting 
(of water), or by heterogeneities in the reservoir. To account 
for this, Statoil has developed an inflow valve that is mounted 
in the production tubing, which has a self adjusting geometry 
that chokes back the flow of less viscous fluids and also 
promotes a more constant fluid flow rate. This valve has been 
modelled by using Fluent’s 2D axisymmetric CFD solver. The 
challenge is to find the position of the free floating disc inside 
the valve that adjusts to the fluid flowing around it. This is 
done by simulating a number of disc positions, calculating the 
fluid forces acting on the disc and finding the position where 
the forces sum up to zero. The simulations have been 
compared to valve characteristics obtained by in-house 
experiments and it is found that the simulations capture the 
main features of the valve behaviour, and that for low viscous 
fluids the quantitative match is quite good. 

Keywords: CFD, inflow control, horizontal oil well.  

 

NOMENCLATURE 
A complete list of symbols used, with dimensions, is 
required. 
 
Greek Symbols 
ρ  Mass density, [kg/m3]. 

µ  Dynamic viscosity, [kg/m.s]. 

 
Latin Symbols 
p  Pressure, [Pa]. 

u  Velocity, [m/s]. 
 

INTRODUCTION 
Long horizontal wells with one or more branches have 
been used to maximize reservoir contact and improve 
well performance by Statoil and other oil companies for 
more than a decade. Frictional pressure drop and/or 
variation in permeability along the well trajectory will 
lead to a non-uniform inflow profile along the well. This 
may lead to early gas and/or water breakthrough, which 
will reduce the well performance and oil recovery 

significantly. The breakthrough will typically occur in 
the heel of the well (the start of the horizontal part) or in 
areas of permeability variations. Nowadays, passive 
inflow control is applied to delay the unwanted 
gas/water breakthrough. However, conventional inflow 
control will not stop the gas/water breakthrough. The 
new valve developed by Statoil will, in addition to 
delaying the breakthrough by ensuring a more constant 
fluid flow rate along the well, reduce the consequences 
of the breakthrough. The autonomous valve chokes the 
flow of low-viscous fluids and favours the more viscous 
fluid (i.e. oil). 
  
The valve is developed, patented and piloted in the 
North Sea by Statoil. The valve is autonomous, i.e. the 
valve operates entirely without the need for 
interventions and it does not require electric or hydraulic 
power. Extensive tests have shown that the valve 
strongly reduces the inflow of gas in a reservoir which 
contains a light crude oil.  In a reservoir which contains 
heavy crude oil the valve will reduce unwanted water 
production as well. 
 
In principle, the valve acts much like a conventional 
condense steam trap (Seneviratne, 2007). It reacts to the 
flowing fluid and reduces the cross sectional area 
available for the flow when the unwanted fluid enters the 
valve. 
 
Figure 1 shows how the fluid is flowing through the 
valve. Note that the disc is freely floating. 
 

  

Figure 1: Illustration of the flow through the valve. Typical 
behaviour for oil (left), and gas (right). 

The cross sectional area above the disc is governed by 
the disc position, and typically the gap between the disc 
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and the inner seat of the valve is in the order of one 
tenth, or even one hundredth, of a millimetre for normal 
fluids. This means that the velocities in this area are very 
high, which, according to the Bernoulli principle, leads 
to a low static pressure and hence creates a suction 
trying to close the valve even further. 
 
It is this interaction between the floating disc and the 
fluid flow that makes the simulation of the autonomous 
valve non-trivial. 

MODEL DESCRIPTION 
The governing equations for the fluid flow through the 
valve are the well known steady-state incompressible 
Navier-Stokes equations without volumetric forces 
given in Equations (1) and (2). 
 
Continuity equation 

( ) 0=⋅∇ uρ  (1) 
Momentum equation 

( ) uuu 2∇+−∇=⋅∇ µρ p  (2) 
 
Solution of the Navier-Stokes equations is not feasible 
for the involved flow. Therefore, the Reynolds-averaged 
Navier-Stokes (RANS) equations are used to describe 
the flow field. This requires closure relations for 
turbulence modelling. Where applicable, turbulence is 
modelled using the Realizable k-epsilon model, 
documented in the Fluent 6.3.26 Users guide.  
 
Fluent 6.3.26 is used for the simulations, while Gambit 
2.4.6 and Ansys Workbench 12.1 have been used for 
creating the grids. 
 

Geometry 
 
An example of an actual valve is shown in Figure 2. 

 

Figure 2: Looking inside the A-valve. 

 
The geometry used for one of the simulated valves is 
shown in Figure 3. 
 

 

Figure 3: Geometry outline (rotated 180° compared to Figure 
2). 

 
The outlet area is somewhat changed from the actual 
design to make the geometry axisymmetric. In this area 
velocities are low and the simplification should not have 
a significant influence on the results. 
 

Grid 
Hex grid is used in the high velocity zone below the 
disc, with a minimum of eight grid cells across this 
narrow gap. Away from this critical area, a pave mesh is 
used, growing with a factor of 1.05 from the smallest 
cell size. 
 
Figure 4 and Figure 5 show one of the meshes used in the 
simulations in some detail. 
 

 

Figure 4: Grid in the main area. 

 

 

Figure 5: Grid in the tight channel. 

 

Boundary conditions 
We run simulations with a constant total relative 
pressure with respect to a reference pressure at the inlet 
and the outlet. For convenience, the outlet relative 
pressure is always set to zero, which means that negative 
relative pressures are reported in the high velocity areas. 

Solver settings 
We use the steady-state 2D axisymmetric model in order 
to reduce the required computational effort, which is 
important since the valve characteristics of a given fluid 
will typically require about 10 simulations. 
 
The coupled solver has been used along with second-
order schemes for all discretized derivatives. In order to 
have a robust solution strategy, simulations were started 
with the SIMPLE pressure-velocity coupling and first 
order discretization of the derivatives. 

Finding the disc position 
The challenge of modelling the valve is related to fact 
that we don’t know the disc position a priori.  
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To model the valve characteristics with CFD 
simulations, the following methodology has been 
developed:  
 

1. Create a grid for different disc positions (valve 
opening): 0.05mm, 0.1mm 0.2mm, 0.3mm, 
0.5mm, 0.8mm, 1.3mm, 1.8mm and 2.5mm. 
The disc is assumed only to move vertically 
and to have no rotation. 

2. Run simulation with a given (total) pressure 
difference and a given fluid for one of the 
geometries  

a. Check if the force acting on the disc is 
positive (the disc will open) or 
negative (the disc will closed)  

b. Run the simulation geometry with 
larger / smaller opening, depending on 
the result above. Repeat until the force 
acting on the disc changes sign (or we 
run out of disc positions)  

c. Interpolate so we can find the position 
where the force will be zero, and use 
this also to interpolate simulated flow 
rate at this position 

3. Repeat step 2 with a new pressure difference 
 
This procedure gives us the pressure drop as a function 
of flow rate, i.e., the valve characteristics, for the given 
fluid.  
 
We have developed a Python script that runs simulations 
based on this algorithm. It reads a simple text inputfil 
(ini-file) specifying the simulation setup. The script is 
parallelized so that it can handle multiple fluids 
simultaneously. 
 
In addition to the normal numerical convergence 
criteria, we judge the convergence of the simulations 
considered based on the stability of a mass flow 
monitor. 

 

RESULTS 

Simulations overview 
Table 1 and Table 2 lists the types of valves and fluids 
used for the simulations. 
 

Table 1: List of valve types and fluids used for the 
simulations. The greyish area denotes that comparison with 
experimental data exists. 

VALVE TYPE  A B-1  B-3 B-5 C 

Gas  X X X  

Tap water, 10°C  X X X  

Oil 0.8cp     X 

Water 0.3cp     X 

Synthetic oil 1cp X     

Synthetic oil 10cp X     

Synthetic oil 100cp X     

Synthetic oil 1000cp X     
 

Table 2: List of fluid densities. 

 DENSITY [kg/m3] 

Gas 80 

Tap water, 10°C 1000 

Oil 0.8cp 750 

Water 0.3cp 980 

Synthetic oil 1cp 950 

Synthetic oil 10cp 950 

Synthetic oil 100cp 950 

Synthetic oil 1000cp 950 
 

Typical velocity and pressure distributions 
Here we consider the C-valve where the fluid is a 0.8cp 
oil, the valve opening is 0.2mm and the pressure drop 
across the valve is 3 bars. Figure 6 shows the velocities 
through the entire valve while Figure 7 zooms in on the 
disc opening. It should be noted that, while the other 
valves shown above has the outlet on the same side as 
the inlet, the C-valve has the outlet radially outwards. 
 

 

Figure 6: Velocity distribution for the C-valve. The inlet is at 
the top while the outlet is on the right. 

As expected, there is a high velocity region in the tight 
channel and the velocity decreases radially outwards. 
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Figure 7: Velocity vectors for the C-valve, zoomed into the 
tight channel. 

 
Figure 8 and Figure 9 show the pressure distribution 
through the valve.  
 

 

Figure 8: Pressure distribution for the C-valve. The inlet is at 
the top while the outlet is on the right. 

 
 

 

Figure 9: Pressure distribution for the C-valve, zoomed into 
the tight channel. 

The high velocity zone manifests itself by giving a low 
static pressure in the tight channel. We note that much of 
this is recovered as the flow slows down and that almost 
all of the pressure drop is lost over a radial distance of 
only 2mm, as can be seen from Figure 10. 
 

 

Figure 10: Static pressure  along the disc from the center  in 
the area of the tight channel. The green line denotes the start 
of the channel. 

The effect of increasing viscosity 
The main feature of the autonomous valve is that it 
chokes back fluids with low viscosity while fluids with a 
higher viscosity flow more easily. It is this counter-
intuitive behaviour that gives the valve its flow control 
properties.phase separation properties. 
 
Figure 11 shows that the CFD simulations capture this 
feature. 
 

 

Figure 11: Valve characteristics for the A-valve for oils with 
various viscosities. 

 
The reason that the 1000cp oil is more restrictive than 
the 100cp oil (or even the 10cp oil), is that the valve hits 
its maximum opening barrier and therefore has a fixed 
geometry. 
 

The effect of increasing the pressure difference 
In order to obtain a very uniform inflow, we would like 
the valve to choke when it is subject to a higher pressure 
drop. Figure 12 shows that this is in fact what happens. 
This effect leads to a relation between the flow rate and 
the pressure drop that can be described by a power 
function with an exponent larger than two. 
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Figure 12: Valve opening as a function of pressure drop for 
the C-valve with water. 

We also note that the actual valve opening is very small, 
in the order of 0.1mm, for a fluid with a low viscosity, 
for example  water. 
 

Comparison to experimental data 
The simulations give a useful insight of the fluid flow 
through the valve, and is still the only way of getting a 
realistic estimate of the disc position. 
 
However, simulated valve characteristics should match 
experimental data for actual use in the design process. 
 

Obtaining experimental data 

Statoil has facilities for testing inflow control devices 
like the autonomous valve in Porsgrunn. There are rigs 
for testing single phase fluids at low pressure conditions 
for design and development purposes, a rig for testing 
the effect of erosion, and one for testing the valve’s 
ability to handle drilling mud. We also have a high 
pressure multiphase rig that we have used for testing the 
valve with live oil and various fluid mixtures. In 
addition to this, a new very high pressure – high 
temperature rig that is dedicated to inflow control will 
be used in near future. 
 
The testing procedure is basically very simple. The 
valve is installed into a flow loop and the flow rate is 
adjusted to obtain a predefined pressure drop across the 
unit. A differential pressure gauge and a coriolis mass 
flow meter are used for this purpose. In addition, an 
absolute pressure gauge is needed. 
 
When the flow and pressure have stabilized at the given 
test point, the flow is adjusted to match the next test 
pressure drop defined in the test matrix. 
 
These test points then give the valve characteristic for 
the given fluid. 
 

B valves for water 

Figure 13 shows the comparison between experimental 
data and simulated data for three variants of the B-valve 

using water as fluid. The B-1 has a 6mm inlet, B-3 has 
an 8mm inlet, while B-5 has a 10mm inlet. 
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Figure 13: Comparison of experimental (in blue) and 
simulated (in green) valve characteristics for three different B-
valves using water. 

 
We see that for the valve with the largest inlet opening, 
B-5, the simulated curve has an excellent match to the 
experimental values. For the two other valves, the match 
is less good, but still acceptable. 

B-valves for gas 

The experimental data for gas have been obtained at 
100bars and, as for the liquid cases, we assume that the 
flow is incompressible. Here, the match is less good than 
for water, see Figure 14. We notice that the 
experimental flow data for the B-5 valve flattens out for 
higher pressure drop, an untypical behaviour which is 
not well understood. 
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Figure 14: Comparison of experimental (in blue) and 
simulated (in green) valve characteristics for three different B-
valves using gas. 

Valve C for water and oil at reservoir conditions 

The experimental data for Valve C have been obtained 
from the high pressure multiphase rig. This means that 
we have similar conditions to what is found in the 
reservoir. 
 
Figure 15 shows that both the water characteristics and 
the oil characteristics are well predicted by the 
simulations, although the oil curve is somewhat 
overpredicted. 
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Figure 15: Comparison of experimental (in blue) and 
simulated (in green) valve characteristics for the C-valve using 
oil and water at reservoir conditions. 

Future work 
In order to have more manageable simulations, we want 
to move the disc dynamically using the moving mesh 
capability of Fluent. 

CONCLUSIONS 
The conclusions are: 

1. The CFD simulations give useful insight of the 
flow in the valve 

2. The CFD simulations capture the main features 
of the valve for liquids 

3. The CFD simulations match the experimental 
data quite well for liquids with low viscosity. 
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ABSTRACT 

Computational Fluid Dynamics (CFD) can improve 

understanding of multiphase flows in oilfield applications. 

Smoothed Particle Hydrodynamics (SPH) has been chosen for 

development with the aim of modelling rotating gas-liquid 

flows such as those found in separators and flow conditioners. 

A new SPH simulator has been developed using the 

incompressible formulation and implemented for Graphics 

Processing Units (GPU). This combination offers reduced run 

times and reliable results even under the high accelerations 

seen in rotating fluid systems. 

All significant computation occurs on the GPU, minimising 

costly data transfers. Neighbour searching, generation of the 

PPE matrix problem, and solution of the PPE are all 

performed in a massively parallel fashion. A new sparse 

matrix format is introduced for storage of the PPE matrix. 

The new SPH simulator is demonstrated for simple 

development test cases. The results are correct to within 2% of 

analytical solutions and are obtained within short run times. 

Keywords:  Meshfree Methods, SPH, Separation and 

Mixing, Massively Parallel Computing. 

 

NOMENCLATURE 

Greek Symbols 

  Exponent in WCSPH equation of state. 

  Density, [kg/m
3
]. 

0  Reference density in WCSPH, [kg/m
3
]. 

  Smoothing function/kernel. 

 

Latin Symbols 

A  Matrix of PPE coefficients. 

B  Coefficient in WCSPH equation of state. 

b  Array of PPE coefficients. 

m  Particle mass, [Kg]. 

p  Pressure, [Pa]. 

r  Position, [m]. 

t  time, [s]. 

u  Velocity, [m/s]. 

x  Array of pressures in PPE. 

 

Superscripts 

n  Current timestep 

* Intermediate, after correct stage. 

 

Subscripts 

a  Particle of interest. 

b  Neighbour particle. 

INTRODUCTION 

Multiphase flows occur in many high-value oilfield 

applications such as pumps, valves, separators and flow 

conditioners. Multiphase Computational Fluid Dynamics 

(MPCFD) can help increase our understanding of such 

devices and the multiphase flows within them. 

Smoothed Particle Hydrodynamics (SPH) has been 

selected as a promising method for the simulation of 

oilfield devices. Its capabilities are a particularly good 

match to the gas-liquid free surface flows often seen in 

the oilfield. However, there is also much scope for 

further development of SPH making it an appealing 

target for research. 

Rotating gas-liquid flows occur in devices of industrial 

importance such as separators, hydrocyclones and other 

flow conditioners. They are difficult to model using 

conventional CFD but are a good fit to the capabilities 

of SPH. Consequently there is both industrial and 

technical motivation to model rotating gas-liquid 

systems using SPH. 

For SPH to be successful it must produce reliable results 

within feasible run times, even under the high 

accelerations of rotating systems. In this paper we 

introduce a new SPH simulator addressing the twin 

needs of short run times and accurate results. Early stage 

results are shown for simple test cases. 

SMOOTHED PARTICLE HYDRODYNAMICS 

Smoothed Particle Hydrodynamics (SPH) is a 

Lagrangian meshless particle method. Unlike most 

conventional fluid simulation methods, there is no 

Eulerian mesh. Instead the fluid of interest is modelled 

by a cloud of interpolation points with fluid properties 

distributed over these points using kernel functions. The 
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points have mass and so are commonly regarded as 

particles. 

The Lagrangian nature of SPH means it can 

automatically handle topology changes and free 

surfaces. It also focuses computational resources on the 

fluid of interest. For example, only the liquid is 

modelled in a gas-liquid free surface flow. 

Consequently, SPH is particularly well suited to the 

simulation of energetic flows, free surface problems 

where the liquid dominates, and problems where the 

dominant fluid fills a small proportion of space. 

SPH was first developed for astrophysical applications 

(Monaghan, 1988) but was soon adapted for 

environmental and engineering free surface flows 

(Monaghan, 1994). In recent years there has been 

renewed interest in the method for engineering 

problems. A good summary of recent SPH development 

and applications is given by Cleary et al (2007). 

Weakly Compressible SPH 

Astrophysical SPH simulators use a gaseous equation of 

state to describe the fluid. This type of simulator can be 

adapted to model liquids by using a stiffened equation of 

state (Monaghan, 1994). The resulting formulation is 

known as Weakly Compressible SPH (WCSPH). The 

most commonly used equation of state is shown in 

Equation 1, typically with 7 . 

























 1

0






Bp  

The compressibility, and hence the speed of sound, are 

set by B such that the Mach number is approximately 

0.01. This produces good results for many applications, 

particularly where the acceleration is low. 

Like all compressible techniques, the timestep for a 

WCSPH simulator is a function of both the maximum 

fluid velocity and the sound speed. A high sound speed 

leads to a small timestep and consequently high 

computational cost. This problem becomes particularly 

severe when the fluid experiences high accelerations. A 

high sound speed is required to avoid unphysical 

compression of a liquid. 

WCSH also suffers from oscillations in the pressure 

field caused by acoustic waves moving at far below the 

physical sound speed. These can echo around an 

enclosed chamber for many timesteps. 

These problems of WCPPH motivated the development 

of a truly incompressible SPH formulation. 

Incompressible SPH 

An incompressible SPH formulation (ISPH) was 

proposed by Cummins and Rudman (1999). Density is a 

fixed value rather than a variable to be calculated. The 

velocity field is therefore divergence-free. To enforce 

this we solve the equation of motion using a three stage 

process. 

Predict 

First, the particle accelerations and velocities are 

predicted by solving the equation of motion without 

pressure. The resulting velocity field will have locally 

non-zero divergence. 

Solve 

Secondly, the Pressure Poisson Equation (PPE, shown in 

Equation 2) is solved for pressure. This is the pressure 

required to enforce incompressibility by generating a 

divergence-free velocity field. 

*.12 u
t

pn 


  
 

Applying a projection method to the PPE generates a 

matrix problem of the form shown in Equation 3. A is a 

sparse matrix of coefficients, b is a dense vector of 

coefficients and x is a dense array of pressures. Each 

row of the matrix problem relates to one particle. The 

matrix problem is solved using an iterative linear solver. 

bxA   

Correct 

Thirdly, the accelerations and velocities are corrected to 

include the effects of pressure and enforce 

incompressibility. The new particle positions are 

calculated using this corrected velocity. 

The ISPH formulation requires more computational 

effort per timestep since we must solve a large matrix 

problem. However, the size of the timestep is no longer 

a function of sound speed and so larger steps are 

possible. This removes the conflict between 

compressibility and computational cost. It also removes 

the slow moving acoustic waves, so reducing noise. 

ROTATING GAS-LIQUID FLOWS 

Rotating gas-liquid flows occur in several important 

oilfield applications. These include separators, 

hydrocyclones and flow conditioners. They are also of 

relevance to other industries such as mining, food 

production and paper making. 

Typically a rotating gas-liquid flow is formed when a 

mixture of gas and liquid is given a tangential velocity, 

either by an impeller or the geometry of the inlet. The 

resulting acceleration causes radial stratification giving a 

gas core and a liquid film on the wall. This is shown in 

cross section by Figure 1. Once stratified, the two 

phases can be handled separately. 

Motivation 

Rotating gas-liquid flows are industrially relevant. They 

 

 

Gas 

Liquid 

 

Figure 1: Cross section of a generic rotating gas-liquid 

system. Note radial separation of liquid and gas. 

(1) 

(2) 

(3) 
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occur in valuable devices whose fundamental behaviour 

remains poorly understood. Such devices have often 

proved difficult to model using conventional CFD 

techniques. Hence they are an appealing target for a 

more novel simulation technique. 

Rotating gas-liquid flows are well matched to the 

capabilities of SPH since they have a free surface. SPH 

needs development and demonstration, both of which 

are possible with rotating gas-liquid flows as an 

application. 

This work is an academic-industrial collaboration. It is 

therefore important to develop a relevant but non-

confidential test case for rotating gas-liquid flows. A 

simple example of such a test case is shown in Figure 2. 

Feasibility of Simulation 

A study was conducted by the author (Dickenson, 2009) 

to test the feasibility of modelling a rotating gas-liquid 

flow using SPH. This suggested a free surface 

approximation would be valid for this case; the 

behaviour of the liquid dominates. This study also 

considered the likely computational cost and the SPH 

formulation required for this case. 

Computational Cost 

Consider a test case such as that shown in Figure 2 with 

dimensions typical of a relevant industrial device. The 

feasibility study suggested between 1 million and 7 

million SPH particles would be required. Extrapolating 

from previous SPH simulations, the corresponding run 

times on a serial CPU would be between 3 and 29 days. 

As a consequence, any SPH simulation of this problem 

at realistic scale and resolution, and with an acceptable 

run time, will require some form of parallel computing. 

WCSPH vs ISPH 

The feasibility study considered which of the weakly 

compressible (WCSPH) or incompressible (ISPH) 

formulations would be required in this case. A weakly 

compressible simulator was tested with elevated gravity. 

It was clear the compressibility would be unacceptable 

under the accelerations present in rotating gas-liquid 

systems (Dickenson, 2009). Correcting this would 

require a very high sound speed, and consequently a 

small timestep and long run time. Instead we must use 

the truly incompressible (ISPH) formulation. 

MASSIVELY PARALLEL COMPUTING 

Massively parallel computing using Graphics Processing 

Units (GPU) was chosen as a good match to the simple 

data structures and high computation to memory ratio of 

SPH. GPU computing differs from traditional CPU 

computing in three main ways: 

There is device-host operation. All commands and input 

data originate on the CPU (host). The GPU (device) has 

no operating system. 

Algorithms must be parallel at the scale of elements in 

an array. 

A much greater proportion of the silicon in a GPU is 

devoted to arithmetic logic. 

Massively Parallel WCSPH 

Several groups have demonstrated the acceleration of 

weakly compressible SPH (WCSPH) using GPU 

computing. For an example, see Crespo et al (2010). 

These implementations have seen a speed-up of up to 

90x compared to serial CPU processing. 

Challenges of Massively Parallel ISPH 

Along with the challenges faced by massively parallel 

WCSPH, the implementation of massively parallel ISPH 

produces two additional, linked, challenges. These are to 

both set up and solve the PPE matrix problem on the 

GPU. This requires massively parallel implementation 

plus careful use of the limited GPU memory, as 

described in the next section 

THE SPHIG SIMULATOR 

SPHIG is a new 3D Smoothed Particle Hydrodynamics 

simulator using the Incompressible formulation, 

implemented for Graphics Processing Units (GPU). The 

core ISPH algorithm is similar to that first developed by 

Cummins and Rudman (1999) and later refined by Lee 

(2007). The main novelty results from the combination 

of the incompressible formulation with massively 

parallel GPU computing. In this section we consider the 

main developments caused by this novelty. 

Simulator Architecture 

The simulator is composed of three separate pieces of 

software as shown in Figure 3. The pre-processor takes 

text files as inputs for geometry, initial conditions and 

simulator parameters. The three elements communicate 

via text files. The formats are such that the main 

simulator can receive input files from either the pre-

processor or its own outputs. This allows restarts from 

any output timestep. 

The pre-processor and main simulator are written in 

C/C++ with CUDA extensions to drive the GPU. The 

post-processor is written in Matlab. 

Main Solver 

The main SPHIG solver is shown schematically in 

Figure 4. Note how all the major computational  

 

Figure 2: A simple non-confidential rotating flow test 

case. A mixture of gas and liquid enters through the 

tangential inlet (top right), swirls through the pipe 

section and exists bottom left. 
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operations occur on the GPU with data only copied back 

to the CPU for output. This minimises slow device-host 

data transfers. 

Neighbour Searching 

At each timestep we must identify the neighbours for 

each particle. We use a hashing system to avoid 

searching all particles as potential neighbours at each 

timestep. First the domain is divided into a course hash 

grid and each particle placed in the correct hash cell. For 

each particle the relevant cells are then searched for 

potential neighbours. 

The massively parallel neighbour searching algorithm 

used in SPHIG is similar to that mentioned in the 

documentation for the Particles example from the 

CUDA SDK (Green, 2008). However the algorithm is 

not implemented in the source code for that example. 

Three neighbour searching arrays are maintained. 

CellID holds the hash cell identifier for each particle. 

CellCount holds the number of particles in each cell 

with one element per cell. PartsInCell stores the particle 

IDs for those particles present in each cell. The arrays 

are populated in a massively parallel fashion with one 

thread per particle. Atomic operations are required to 

avoid race conditions when multiple threads access the 

arrays simulatenously. 

Boundary Conditions 

Solid Walls 

The solid wall boundaries in SPHIG simulations are 

formed from liquid particles fixed in space with velocity 

and acceleration forced to zero. The wall boundaries 

serve three purposes; to prevent penetration by liquid 

particles, to minimise kernel truncation away from the 

free surface, and to enforce a zero pressure gradient 

normal to the boundary. 

The pressure at the wall particles adjacent to the liquid 

is free to vary during solution of the PPE, just like the 

pressure at a liquid particle. The “child” particles inside 

the wall have their pressure set to that of their “parent” 

particle on the surface (see Figure 5). As a consequence 

the pressure gradient inside the wall is always zero in 

the normal direction. The interconnectivity between 

parent and child particles is recorded during creation of 

the boundary by the preprocessor. 

Free Surface 

When solving the PPE, the value of pressure must be 

fixed at some point in the domain. The logical approach 

for a free surface problem is to set the pressure to zero at 

the free surface. All pressures in the simulation are then 

relative to atmospheric pressure. 

To identify free surface particles we calculate the 

divergence of particle position, a measure of smoothing 

kernel truncation (Equation 4). Following Lee (2007), if 

the value is below 2.4 in 3D, the kernel is significantly 

truncated and so the particle is at the free surface. 

 
b

aab

b

b r
m

r 


..  

PreSPHIG

SPHIG

PostSPHIG

param .txt

geom .txt

init .txt

prerun .txt

output0 .txt

param .txt

outputn .txt

restart

Plots and 

images

numparts .txt

run .txt

time .txttime .txt

time .txt

 
Figure 3: Overall SPHIG architecture showing pre-

processor, main simulator and post-processor. 

 

Figure 4: Flow diagram for main SPHIG solver. Blue 

processes occur on CPU, red are on GPU. 

(4) 
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Having identified a free surface particle, the pressure is 

forced to zero by setting the diagonal element of the 

relevant row of A to unity and the off diagonal elements 

to zero. The corresponding element of b is set to zero. 

Solving the PPE 

The Pressure Poisson Equation (PPE) is solved in the 

form Ax=b at the particle locations using a Bi-CGSTAB 

linear solver (see, for example Barrett et al, 1994). The 

matrix A is very large, perhaps 10
12

 elements. However, 

it is also very sparse; only approximately 0.01% of the 

elements are non-zero. Consequently a sparse matrix 

storage format is used to save memory. 

SPHIG uses the SpeedIT library available from 

vratis.com. This includes a Bi-CGSTAB linear solver 

implemented for GPUs and accessible via low-level 

functions. It accepts inputs of the matrix A in 

Compressed Sparse Row (CSR) format and the array b 

in dense format. We must generate these formats during 

set up of the PPE problem. 

PPE Set Up 

It is necessary to set up the PPE matrix problem on the 

GPU in order to maximise the benefit of GPU 

computing. In particular, we must construct the sizeable 

matrix A in a massively parallel fashion. 

Like most linear solvers, the SpeedIT Bi-CGSTAB 

solver expects the matrix A in Compressed Sparse Row 

(CSR) format. This format is illustrated for a small 

matrix in Equations 5 to 8. The vals array contains the 

values of all non zero elements, the cidx array contains 

the corresponding column indices for these non-zero 

values, and the ridx array contains the running number 

of the first non-zero element in each row. The final 

element of ridx gives the total number of non-zero 

elements in the matrix. Consequently the number of 

elements in ridx is equal to the number of rows plus one. 

 

 

 

 

 1.0 1.4 0.0 3.0  

 0.0 1.0 0.0 0.0  

 0.0 0.0 1.0 5.2  

 7.1 0.0 0.0 1.0  

vals = [ 1.0  1.4  3.0  1.0  1.0  5.2   

7.1  1.0] 

cidx = [ 0  1  3  1  2  3  0  3 ] 

ridx = [ 0  3  4  6  8 ] 

Unfortunately, the CSR format is inherently serial. The 

storage location of a non-zero value in the vals and cidx 

arrays depends on the number of preceding non-zero 

values. This is not suitable for massively parallel 

operation. 

For SPHIG we use a new sparse matrix storage format, 

known here as pCSR, and covered by patent application 

number 1105576.1. pCSR again uses vals, cidx and ridx 

arrays but with a fixed number of elements allocated for 

each row of the matrix. This number of elements is 

equal to the maximum number of neighbours, obtainable 

by geometric arguments. Any spare elements not filled 

with non-zero values are then padded using zeros from 

that row. It has been found possible to repeatedly pad 

using a zero from the same location in the matrix. The 

matrix of Equation 5 is shown in pCSR format in 

Equations 9 to 11. 

vals = [ 1.0  1.4  3.0  1.0  0.0  0.0  1.0   

5.2  0.0  7.1  1.0  0.0 ] 

cidx = [ 0  1  3  1  0  0  2  3  0  0  3  1] 

ridx = [ 0  3  6  9  12 ] 

In pCSR format the storage locations for values from 

each row are known before commencing computation. 

Hence it is suitable for massively parallel operation. It is 

also back compatible with the CSR format and so can be 

accepted by linear solvers expecting a matrix in CSR 

format. In SPHIG we build the matrix A in pCSR format 

using one thread per particle and hence per row. 

TEST CASES 

Even a highly abstracted rotating gas-liquid test case 

would be too complex for the development and testing 

of a code including novel features. Instead simple 

development test cases have first been used. These have 

known solutions for comparison to simulation results. 

Hydrostatic 

The hydrostatic test case used here is an open tank of 

square base 0.2m x 0.2m. It is filled with water to a 

depth of 0.2m. Particles are initially placed on a regular 

Cartesian grid. The test case geometry and initial 

particle locations are shown in Figure 6. The test case 

includes solid boundaries, bulk liquid and free surfaces; 

all important for more complex problems. 

 

 

Figure 5: 2D cross section through a wall boundary showing 

fluid particles, parent particles at the boundary surface, and 

child particles inside the boundary. Child particles have 

pressure set equal to that of their parent labelled with the 

same letter. 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 
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When simulating the hydrostatic test case we should see 

no significant movement of water. There should be a 

hydrostatic pressure gradient in the liquid with zero 

pressure at the free surface. There should be a zero 

pressure gradient at the walls in the normal direction and 

there should be no unphysical artefacts at the free 

surface or boundaries. 

The hydrostatic test case is also a good opportunity to 

test all the components of the code such as neighbour 

searching and the imposition of boundary conditions. 

Inclined Hydrostatic 

This test case uses the same geometry and initial 

conditions as the hydrostatic case. However, the 

acceleration due to gravity is inclined by 20 degrees to 

the vertical. This is akin to instantaneously tilting the 

tank at the start of the simulation. 

When simulating the inclined hydrostatic test case we 

should see a hydrostatic pressure gradient inclined by 20 

degrees to the horizontal. The liquid should flow 

towards the wall of the tank before reaching equilibrium 

with the free surface inclined at 20 degrees to the 

horizontal. 

RESULTS AND DISCUSSION 

Hydrostatic 

The hydrostatic test case was first simulated using 

SPHIG for just one timestep. Checks were made of key 

intermediate variables such as kernel gradients, numbers 

of neighbours, accelerations and PPE coefficients. All 

were found to be correct in the bulk fluid, at the free 

surface, and at the solid boundaries. The only significant 

errors were found where the free surface meets the solid 

boundaries. These particles are not detected as free 

surface but do suffer kernel truncation. 

Pressure Distribution 

The test case was then simulated for ten timesteps, with 

several values of fixed timestep. At the first timestep the 

pressure at the bottom of the tank is overestimated by 

about 30%, then underestimated at the second timestep 

by about 15%. From the third timestep the pressure field 

is stable and within 2% of the analytical solution for the 

hydrostatic pressure gradient. Figure 7 shows the 

pressure field after ten timesteps. 

During the first three timesteps the particles move to 

equilibrium positions slightly away from the initial 

starting positions on a grid. This process is driven by the 

pressure field, hence the initial over- and underestimates 

of pressure. Interestingly, this movement to equilibrium 

is independent of timestep; it always takes three steps. It 

should not be confused with the (much slower) acoustic 

waves observed in WCSPH simulations while the 

particles reach equilibrium. In fact it is on a similar 

timescale to physical oscillations at the true speed of 

sound. 

Run times 

A fixed timestep was used for these simulations. It is 

therefore difficult to make exact run-time comparisons 

between SPHIG and a serial WCSPH code. SPHIG must 

do more computation at each timestep but can take 

larger timesteps. How much larger a timestep determines 

the number of steps and hence the run-time. However, a 

conservative estimate of maximum timestep for SPHIG 

suggests the overall run-time is approximately 40 times 

shorter than for a serial WCSPH code. This will require 

confirmation after implementation of a variable 

timestep. 

Memory Requirements 

The memory requirements are significant even for this 

simple case, despite the use of a sparse matrix storage 

format. For each particle we require approximately 

1250B of memory, mostly for storage of the PPE matrix. 

For this case of 100,000 particles, the memory usage is 

therefore approximately 125MB. This is entirely 

feasible with a typical GPU card but does place a limit 

on the maximum potential number of particles. For a 

card with 4GB memory it implies a maximum number of 

particles around 2.5million. This is considerable but still 

significantly less than the maximum number for a 

WCSPH solver where the PPE matrix need not be 

stored. 

Free surface edges 

If the hydrostatic test case is simulated for several 

hundred timesteps we see the effect of the errors at the 

 

Figure 6: Initial particle positions for the hydrostatic test case. 

Boundary particles are red, water particles are blue. Axes are 

lengths in metres. 

 

Figure 7: Pressure field in liquid after ten timesteps. Axes are 

lengths in metres, colour scale is pressure in Pa. Boundary 

particles are not shown. 
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edges of the free surface, described above. Particles at 

this point slowly move into the boundary walls and 

eventually exit the system, forcing the simulation to end. 

Since these particles are not detected as free surface, 

they do not have pressure set to zero in the PPE matrix 

problem. This implies the divergence of velocity is non-

zero at these points with resulting non-physical particle 

movement through the walls. 

To fix this problem we must reconsider the criteria for 

detection of free surface particles. The critical value for 

r. was used directly from the work of Lee (2007). It 

may require tuning to fully detect all free surface 

particles. Increasing the critical value does of course 

increase the risk of false positives; particles from the 

bulk fluid incorrectly detected as free surface. It may 

also be advantageous to introduce a repulsive force 

boundary condition, further reducing penetration. 

Inclined Hydrostatic 

The inclined hydrostatic test case was run for 0.1 

seconds. The hydrostatic pressure distribution was 

established within 0.02 seconds, inclined at 20 degrees 

to the horizontal. The pressure distribution is shown in 

Figure 8. 

After about 0.04 seconds the liquid began to flow due to 

the non-vertical gravitational acceleration. The free 

surface deformed. However, by 0.1 seconds the 

penetration of the walls had become severe, distorting 

the free surface and causing particles to move outside 

the tank. The free surface was therefore unable to 

achieve a new equilibrium position. 

CONCLUSION 

A new massively parallel ISPH simulator has been 

presented and demonstrated for simple development test 

cases. It has been possible to implement all elements 

needed for an ISPH simulator on the GPU with data 

only copied back for output. In particular, the challenges 

of massively parallel neighbour searching, setting up the 

PPE matrix, and solving the PPE have been overcome. 

For the hydrostatic and inclined hydrostatic cases, the 

simulated pressure field closely matches the analytical 

solution. It is obtained within a few timesteps and 

without the unphysically slow acoustic waves seen in 

WCSPH simulations. The results for longer duration and 

dynamic simulations are not yet satisfactory. Errors in 

the detection of free surface particles adjacent to the 

walls are causing penetration of the wall boundaries.  In 

the inclined hydrostatic case, penetration occurs more 

rapidly than flow and so the free surface does not reach 

a new equilibrium position. A variable timestep will also 

be required for simulations involving significant flow. 

The simulator described in this paper runs 

approximately 40 times faster than a typical WCSPH 

code. However, this must be verified once a variable 

timestep has been implemented. The GPU memory 

requirements are significant due to storage of the PPE 

matrix, placing a limit on the number of particles. 

Overall, a massively parallel ISPH simulator for oilfield 

applications is feasible and promising but more work is 

required before complex problems can be simulated. 
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ABSTRACT
In this contribution an unsplit subgrid-scale approach for simulation
of mass transfer across deformable liquid interfaces is presented.
Direct numerical simulation is used to obtain approximate solutions
of the incompressible two-phase Navier-Stokes equations. Interface
dynamics is accounted for by the Volume of Fluid method. Con-
vergence behaviour of mass transfer for this method is investigated
and compared to preceding approaches. The method is validated for
mass transfer from bubbles using an exact solution for Re < 1 build-
ing on the Hadamard-Rybczynski velocity field. Numerical results
are in good accordance with the exact solution and Sherwood num-
bers obtained from simulations match well with values calculated
from correlations found in the literature.

Keywords: CFD, multiphase flow, mass transfer.

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg m−3]
η Dynamic viscosity, [kg m−1s−1]
σ Surface tension, [kg s−2]
Ω Considered domain
Σ Phase boundary

Latin Symbols
f Volume fraction of the dispersed phase
p Pressure, [Pa]
u Velocity, [m s−1]
c Molar concentration, [mol m−3]
j Molar mass flux, [mol m−2s−1]
D Diffusion coefficient of chemical species, [m2 s−1]
H Henry coefficient
Sh Sherwood number
Sc Schmidt number
n

Σ
Interface normal vector pointing into Ωd

Sub/superscripts
d Dispersed Phase
c Continuous Phase
i Index i
j Index j
k Index k

INTRODUCTION

Mass transfer at gas-liquid interfaces is encountered in vari-
ous technical situations. These include oxygenation of waste
water in bioreactors, carbon dioxide separation in power
plants and liquid-liquid extraction among others. A spe-
cial application are the widely used bubble column reactors,
where an understanding of bubbly flows with mass trans-
fer is important. Already the analysis of processes at sin-
gle rising bubbles can provide crucial insight into significant
characteristics, e.g. mass transfer and reaction rates. The
involved phenomena range from small scale diffusion in in-
terface vicinity to bubble bubble interaction and swarm be-
haviour in the macroscopic realm. Individual bubbles pro-
vide a suitable basic system, where the underlying local pro-
cesses taking place in close vicinity of the bubble surface (i.e.
transfer, mixing and reaction) can be studied in great detail.
As numerical methods and the computational power of avail-
able systems have improved over the years, direct numerical
simulation (DNS) of flows around bubbles has become fea-
sible. DNS can provide local data that would in many cases
be inaccessible through experimental methods. Nevertheless
these methods are not yet applicable to the whole range of
relevant Schmidt numbers. This is due to the gap in scales
on which hydrodynamics and mass transfer take place. The
thickness of a concentration boundary layer remains a bot-
tle neck in terms of resolution and effort spend, as it may
be many times smaller than the length scale to be considered
for computation of the velocity field. Typically the boundary
layer thickness of the concentration field scales as (Sc)−1/3

times the hydrodynamic length scale, where Sc denotes the
Schmidt number, see (Asano, 2006). For aqueous systems
Sc ranges up to several hundreds, e.g. Sc ≈ 370 for oxygen
solved in water at 25◦C. The gradient of species concen-
tration may thus be very steep in the phase where the main
resistance to mass transfer is situated, which in our setting
is the liquid phase. An unaided numerical treatment of mass
transfer would in this case imply to increase spatial resolu-
tion to a point where the boundary layer can be fully resolved
– far beyond the resolution needed for accurate account of
the hydrodynamics. This, however, is impractical or even
nearly impossible to date, because of limited computational
resources.
Mass transfer across deformable interfaces has already been
investigated in the past by several authors. (Darmana et al.,
2006) have studied mass transfer coefficients of 3D bubbles
rising in Newtonian fluids to obtain closure laws for simi-
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lar systems, using a front tracking approach. Their simu-
lations are carried out for low Schmidt numbers, assuming
constant concentration inside the bubbles. In (Deshpande
and Zimmerman, 2006) the characteristics of mass trans-
fer from droplets at varying Reynolds numbers at different
bubble shapes was investigated. Their numerical results are
also compared to an empirical correlation for the Sherwood
number from the literature. Hydrodynamics and mass trans-
fer of bubbles and small bubble swarms is studied in (Radl
et al., 2007), where 2D simulations were carried out for Non-
Newtonian fluids using a Semi-Lagrangian approach. There
the interplay of mass transfer and the different bubble dy-
namics caused by different fluid properties is discussed. Sim-
ulations of mass transfer from rising bubbles in 2D and 3D
employing the Volume of fluid method are presented in (Alke
et al., 2009, 2010). In these articles, computational tech-
niques for high Schmidt number simulations and methods for
conjugate mass transfer, which prohibit unphysical transfer
of molar mass, are introduced. (Bothe et al., 2010) finally ap-
plied these methods to reactive mass transfer and compared
the obtained numerical data to experimental results.
Numerical methods developed for interfacial mass transfer
must provide accurate integral and local data. In this article
we present a VOF-based approach for simulating mass trans-
fer of ideally diluted components from rising gas bubbles in
liquids at realistic Schmidt numbers. We compare a direc-
tionally split and a directionally unsplit subgrid-scale (SGS)
method for capturing the concentration boundary layer at the
bubble interface at realistic Schmidt numbers for aqueous
systems. Integral Sherwood numbers obtained from simu-
lations are then compared to results from correlations found
in the literature. The method is validated by comparison of
local concentration profiles to an exact solution of the cou-
pled hydrodynamic and reaction diffusion problem.

MODEL DESCRIPTION

Hydrodynamic model

In the following we will consider a bubble, represented by
the domain Ωd(t), which is totally immersed into an ambient
liquid, filling the domain Ωc(t). The interface of zero thick-
ness separating Ωd(t) and Ωc(t) will be denoted by Σ(t).
Concerning the hydrodynamics, we assume

• incompressible bulk phases with constant density

• isothermal conditions

• negligible phase transfer

• fluids of constant viscosity

The governing equations are the standard two-phase Navier
Stokes equations. Due to continuous velocity fields at the
interface, the one field formulation

ρ∂t(u)+ρ(u ·∇)u = −∇p+η∆u+ρg+σκn
Σ
δ

Σ
,(1)

∇ ·u = 0, (2)

applies in the entire domain Ω.
In this formulation the jump of momentum at the interface
acts as a source term in the momentum balance (1). This
term depends on the sum of local principal curvatures κ =
−∇ ·n

Σ
of the interface and the surface tension σ , which may

be set to a constant value in the absence of surface active
ingredients or thermal effects, e.g. Marangoni convection.
Density ρ and viscosity η are local properties depending on

the respective phase, but which are constant within each bulk
phase. Their values are given by

ρ = f ρ
d +(1− f )ρc,

η = f η
d +(1− f )ηc.

Here, the phase indicator function f represents the volume
fraction of the dispersed phase in the considered domain. To
account for bubble deformation and bubble movements, an
additional transport equation for the volume fraction f ,

∂t f +∇ · ( f u) = 0, (3)

is necessary. As this system of equations cannot be solved
analytically, numerical schemes must be employed to ob-
tain approximate solutions. In our simulations the Volume
of Fluid method (VOF) by (Hirt and Nichols, 1981) is used
to solve (3). This is done geometrically, i.e. we make use
of information as interface positioning to determine the flux
rate of volume fraction. The necessary data are gained from a
piecewise linear reconstruction of the interface (PLIC), intro-
duced by (Rider and Kothe, 1997). By this approach artificial
blurring of the volume field f can be prevented.
The surface tension as needed in (1) is calculated via the con-
tinuum surface stress model (CSS) by (Lafaurie et al., 1994).
All transport equations are solved with a directionally split
method where the order of the subsequent steps is alternated
every cycle to prevent directional biases leading to skewed
results.
The simulations are carried out with the inhouse code Free
Surface 3D (FS3D) originally developed at ITLR by Rieber
(Rieber and Frohn, 1999). For more information on FS3D
see (Rieber, 2004).

Mass transfer

We consider a two-phase system containing a single chem-
ical species k, with concentrations cd

k (t) and cc
k(t), that is

transfered from dispersed to continuous phase. In addition
to the assumptions already imposed on hydrodynamics, we
consider only systems fullfilling the assumptions:

• dilute (two-phase) system

• no reactions

• no surface active ingredients

• local thermodynamical equilibrium at the interface

• conservation of molar mass

Then the resulting set of balance equations for species k with
concentration ck(t) is

∂tck +∇ · (uck + jk) = Rk, in Ω
c(t)∪Ω

d(t), (4)

[ jk] = 0, Hk =
cd

k
cc

k
, on Σ(t). (5)

Here, [φ ] denotes the jump of a quantity φ across the inter-
face Σ. The reaction term Rk, which accounts for all reactions
in which species k is involved, represents in (4) the total mo-
lar mass production rate of this species. Since reactions are
neglected in our considerations, Rk will be set to zero. Since
we need to model the (area specific) molecular flux density
jk, suitable constitutive equations are necessary. Fick’s law
of diffusion is a suitable assumption for our ideally diluted
system, hence

jk =−Dk∇ck, (6)
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where Dk is the (constant) diffusion coefficient of species k.
The transfer condition in (5) is justified by conservation of
mass and disregard of substances, that could possibly accu-
mulate at the interface instead of being entirely transfered.
Henry’s law finally is warranted by local thermodynamical
equilibrium at the interface. Initially at time t0 the transfer
species has constant concentration ck(t0) > 0 in the dispersed
phase and ck(t0) = 0 elsewhere.
In FS3D scalar quantities are transported using a dimension-
ally split algorithm. This holds also true for species distribu-
tion. However, in this case we apply a two scalar approach
to represent and store the mass of every single species. That
is, we have

φ
i
k(x) =

{
ck(x), x ∈Ωi,

0, else,

where the concentration of species k is stored individually
for each phase. This has the benefit of retaining informa-
tion about the one-sided limits of concentrations within inter-
face cells, enabeling the application of the same methods that
were used for the transport of the volume fraction. A conse-
quence is, that unphyical mass transfer can be prevented and
a sharp species distribution can be preserved in case of non-
transfer species.
The described detachment of concentration fields in the re-
spective phases implies the necessity of an explicit model-
ing of mass transfer between the phases and we get an ad-
ditional source term in (4) for interface cells, transporting
molar mass from φ d

k to φ c
k or vice versa. More information

on this method can be found in (Alke et al., 2009).

Sherwood number

An important measure for mass transport through liquid in-
terfaces is the Sherwood number. Locally it may be defined
as

Shloc =
∂c

∂n
Σ

∣∣∣∣
x

Σ

/
c

Σ
− c∞

d
=

βlocd
D

, (7)

also giving a local mass transfer coefficient βloc. Note that
the sign of the right hand side in (7) depends on the orienta-
tion of the surface normal n

Σ
. An integral Sherwood number

as an averaged total characteristic number of mass flux can
then be calculated by integration over the whole interfacial
area involved in molecular mass transfer, yielding

Sh =
1
|∂V |

∫
∂V

ShlocdA =
βd
Dk

, (8)

analogously to (7) defining a macroscopic mass transfer co-
efficient β = Ṅ/(c

Σ
− c∞) with the total molar mass flux Ṅ.

The quantities c
Σ

and c∞ are the molar concentrations at the
interface and in the bulk, outside of the concentration bound-
ary layer, respectively and d denotes the diameter of the con-
sidered bubble. Since in numerical calculations the gradient
is usually not easily accessible from computed data, we use
the macroscopic Sherwood number to obtain values in this
case.

SPLIT AND UNSPLIT SUBGRID-SCALE MODEL

We first revisit the different approaches of the split and un-
split variant.

One dimensional model and dimensionally split method

We have already mentioned the problems of capturing the
steep concentration gradient at the interface. One possibility

to accomplish this at relatively moderate cost and intermedi-
ate resolutions are subgrid-scale models, which have already
been used in this context (Alke et al., 2010). We build upon
this and present here a three dimensional unsplit method to
make use of such a subgrid-scale model. To recall the basic
principles, we shortly outline the method and then proceed
to extend it to multiple dimensions.
In (Alke et al., 2010) a model for molecular mass transport
in one phase adjacent to a phase boundary Σ was devised.
The assumptions were a constant velocity tangential to Σ,
unaffected of molecular distribution, and a diffusive species
transport with constant diffusion coefficient D normal to the
interface. This leads to a class of functions, describing the
species distribution near the phase boundary:

c(x) = c
Σ

(
1− er f

( x
δ

))
, (9)

where c
Σ

is the species concentration at the interface, x the
normal distance to Σ and δ denotes the local thickness of
the concentration boundary layer. Given this approach, the
concentration gradient at the interface is

∂c
∂x

∣∣∣∣
Σ

=
2√
π

1
δ

c
Σ
. (10)

If a concentration value c can be computed for a known dis-
tance, the class of functions can be fitted to the local condi-
tions. Newton’s or similar methods are adequate to determine
the boundary layer thickness δ in this way, resulting in fluxes
through the local interface area for further use in numerical
schemes.
In situations without phase change we have [u] ·n

Σ
= 0 for the

fluid velocity at Σ. Therefore, this model can be applied lo-
cally in every cell containing parts of the interface as a means
to employ additional information. Note that within the two
scalar frame work the concentration field used in (10) may
vary according to the phase in which the main resistance to
mass transfer is located.

Unsplit Method

In a single dimension the treatment of the coupled two-phase
hydrodynamic and mass transport problem is numerically
simple. Every quantity in normal direction to the interface
is directly accessible after the interface has been located in a
cell i. Figure 1 depicts this situation:
The interface is situated in cell i, concentration values for
both continuous and dispersed phase are stored at cell cen-
ters xi and xi+1. To the right of Σ the concentration values
are shown by the height of the shaded bars. Dispersed phase
concentrations can been seen on the left of Σ. Continuous red
and blue lines show an idealized analytic concentration pro-
file as implied by the analytic subgrid model in the respective
phase. Fi denotes the mass flux from disperse to continuous
phase within a given cell. The essential issue here is to de-
termine the distance from xi+1 to the interface by which the
boundary layer thickness δ in the model can be estimated.
The problem remains to transfer this model correctly to
higher dimensions, where scalar values are stored in fixed
places that are typically not aligned with the interface nor-
mal direction n

Σ
. In the one dimensional case displayed by

Figure 1, n
Σ

points exactly in x direction.
However, this problem can be circumvented by a dimen-
sionally split approach, which consists of n one dimensional
transport steps: A concentration gradient – with or without
subscale input – is calculated for a direction xi of a cell con-
taining the interface if there is a neighbouring cell in that
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direction which doesn’t contain the phase boundary. The re-
sulting fluxes from these gradients are then averaged accord-
ing to their share of the outer normal direction. These fluxes
then add up to the total mass flux through the interface.
Another possibility is given by an unsplit approach, which
we want to propose with the following algorithm:

1. Exact localization of the PLIC surface in each cell con-
taining the interface

2. Calculation of the centroid x
Σ

of this area

3. Determining a suitable sampling point A along the nor-
mal n

Σ
intersecting x

Σ
and a concentration value ϕA in

A

4. Employing the one dimensional subgrid-scale model to
obtain a concentration gradient at the interface and cal-
culate the resulting fluxes

To efficiently calculate a concentration value, we located a
point A such that it always lies in a plane as shown in Figure
2. The figure shows a schematic sketch of dispersed and con-
tinuous phase in two dimensions. The situation is generic in
the sense that concentrations Ci, j, Ci+1, j, Ci, j+1, Ci+1, j+1 in
the continuous phase are nowhere in the desired normal di-
rection. Additionally, an overly use of concentration values
from interface cells should be avoided, because concentra-
tion values right in an interface cell may be regarded "con-
taminated" in situations with an underresolved concentration
boundary layer as a consequence of the equilibrium assump-
tion at Σ.

VALIDATION AND COMPARISON

Subsequently mentioned simulations were run in parallel on
an Intel XEON computer cluster, consisting of 360 cores
with 4GB memory each. The 3D simulations were carried
out on 8 cores and lasted 4 (Sc = 10) and 4.5 (Sc = 100)
days respectively with 0.3s simulated time. It has to be men-
tioned that in these simulations, surface tension was reduced
to only 50% its original value in order to reduce the prob-
lem of parasitic currents. 2D simulations at highest reso-
lution (1024× 512 grid points) needed a total of 7 days to
complete. Required simulation time of the presented un-
split method was lower than the time needed with the split
method, as exchange of information among computational
domains needed to be carried out only once for each species
compared to three times for the split method in 3D simula-
tions.

c

x

Σ

xi+1xi

Ωd Ωc

Fi

f(x) = erfc(xδ )

Distance to interface

1

Figure 1: Schematic view of one dimensional molar mass
transfer through interface

Validation of the unsplit method with exact solution

Figure 3 shows a concentration profile in normal direction
of a species at the equator of a bubble with a diameter of
4mm. Plotted is the concentration in mmol/l over distance
to the interface in mm units. The Schmidt number in this ex-
ample is Sc = 1000 and the flow around the bubble is in the
low Reynolds number regime, Re≈ 0.3. The continuous line
is the exact solution of the concentration distribution with
the flow field given by the so called Hadamard-Rybczynski
solution around a three dimensional rising bubble at low
Reynolds numbers. The step function is a concentration pro-
file obtained from numerical simulation of the coupled hy-
drodynamic and mass transfer problem with the same data
as in the exact solution. The presented unsplit mass transfer
method was used to compute mass flux through the interface.
The considered domain is 1.6cm× 1.6cm× 1.6cm, which
was reduced to 1.6cm×0.8cm×0.8cm as we capitalized on
the rotational symmetry of the problem. For computation we
used an equidistant mesh with a cell width of 62.5µm.
As can be seen, the numerical result is in good accordance
with the exact solution. The concentration boundary layer is
well resolved, although at greater distances from the inter-
face we have slightly lower concentrations in the simulation
than expected from the exact solution. Although the bound-
ary layer is well captured, the agreement of the solutions far
from the interface should be better at finer meshes. This is
due to a somewhat increasing mass transfer rate at refined
meshes, as discussed in a later section. This distribution at
the interface does also quite well resemble the complemen-

Ci,j

Ci+1,j

Ci,j+1

Ci+1,j+1

Σ

~n

A

Ωd

Ωc

1

Figure 2: Location of a suitable sampling point A
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1

Figure 3: Comparison of numerical result and exact solution
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tary error function that is at the core of the subgrid flux cal-
culation. Note however, that the kind of flux calculation does
not determine the qualitative behaviour of the concentration
profile, but merely the level of transfered mass. At fine mesh
sizes, this kind of profile can be qualitatively reproduced with
other methods of mass flux calculations.

Convergence and comparison of methods

Mass transfer characteristics of the dimensionally split and
unsplit method have been compared at different resolutions.
A 2D rising bubble with 3mm diameter at Sc = 10 was con-
sidered at different resolutions. The decrease of initially nor-
malized mass over time of the dispersed phase is shown in
Figure 4 for different mesh sizes for the split and the unsplit
approach.

t in s

0.0 0.05 0.1 0.15 0.2

0.95

0.96

0.97

0.98

0.99

1

Unsplit SGS at 256× 128,
512× 256 and 1024× 512

Split SGS at 256× 128,
512× 256 and 1024× 512

1

Figure 4: Comparison of decrease of total mass contained in
dispersed phase (normalized with initial value) for different
methods. Darker colours indicate higher resolutions.

Integral mass transfer of both, split and unsplit approach,
converge to the same limit as resolution increases. The un-
split method starts at a lower level and gradually increases
the transfered total species mass, whereas the split method is
already close to its limit and does only increase slowly from
its initially high mass transfer rates. This does not imply a
general advantage of the dimensionally split method over the
unsplit method. Other simulations at varying bubble sizes
were carried out, where the split method led to the same in-
crease of mass transfer from lower levels or finally even de-
creased a good deal from initially high transfer rates at low
resolution. This behaviour is thus difficult to interpret as it
is not known in advance what the split method’s bias with
respect to a "true" value might be.
Similar results were obtained for the same setting, but a
higher Schmidt number, Sc = 100. In this case both meth-
ods alike showed a substantial increase of mass transfer with
refined meshes. It has to be mentioned that the limit of the
transfer rate was in this case only reached after an additional
step of refinement – as expected because of an even thinner
concentration boundary layer.
Figure 5 presents the same decrease of initially normalized
molar mass contained in the dispersed phase as Figure 4.
But now convergence of two different unsplit methods with
increasing mesh resolution is displayed. One method is the
discribed subgrid-scale model from the last paragraph, the
other model does not use the subgrid information, but simply
implements a linear calculation of the concentration gradient.

This comparison of convergence has already been performed
in (Alke et al., 2010) for the split subgrid-scale approach.

t in s

0.0 0.05 0.1 0.15 0.2

0.95

0.96

0.97

0.98

0.99

1

SGS at 256× 128 and 512× 256

Linear method at 256× 128,
512× 256 and 1024× 512

1

Figure 5: Convergence of mass transfer rate with increasing
resolution. Depicted is the total mass contained in dispersed
phase normalized with initial value.

The figure shows that the used subgrid-scale method creates
higher mass fluxes at lower resolutions than the method ap-
plying a linear gradient. Nevertheless, both mass transfer
rates converge to the same limit as mesh size is increased.
Moreover, the subgrid-scale approach reaches realistic mass
transfer rates at coarser grids compared to the linear ap-
proach. Thus the subgrid approach can save computational
effort compared to an approach using a plain linear gradient.

Concentration profiles at different resolutions

A refinement of the used mesh, especially in close vicinity of
the phase boundaries, can be beneficial to accuracy of both
integral and local data. Particularly local concentration pro-
files can change markedly even if integral numbers already
match. The change of local concentration profiles from one
mesh to a doubly fine mesh can be seen in Figure 7 for an un-
split subgrid-scale method. Cross sectional views of the con-
centration profiles at varying angles are displayed: Two diag-
onal sections at angles 45◦ (side of oncoming flow) and 135◦
(wake sided section), and a horizontal cross section at 90◦.
Orientation and location of the cross sections can be seen in
Figure 6, which depicts species concentrations around a 3mm
bubble. To improve comparability of the profiles, the same
fitted complementary error function is plotted in both figures,
showing the right concentration value at the interface.
Again we assumed validity of Henry’s law at the interface for
all computations. However, with cells of finite thickness, the
values represent averaged concentrations within the volume,
which is why an exact reproduction of the interface concen-
tration is usually not possible. The generic error function
profile can be seen at high resolution for the horizontal sec-
tion. For this view the profile is clearly sharper than at the
coarser mesh, where the error function profile is still not ren-
dered accurately. Moreover, for the finer mesh, the concen-
tration at the phase boundary is higher, leading to increased
mass transfer rates, as already mentioned in connection to
convergence of the approximate solutions.
Since an orthogonal grid is used in the simulations, the com-
puted diagonal profiles are stretched by a factor of

√
2 as

can be seen in the cross sections at 45◦ and 135◦. This im-
plies fewer volumes in the boundary layer, although we have
a steeper true concentration gradient in the incidental flow
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region, aggravating the effects of underresolving the transfer
region.

Cross secti-
on, oncoming
flow side

Horizontal
cross section

Wake sided
cross section

0.0292

0.02

0.01

0.0

c in mmol
l

1

Figure 6: Molar concentrations around a rising bubble; detail
from a simulation with resolution 1024×512.

Unsplit SGS at Res = 1024× 512

horizontal cross section
diagonal cross section,
wake sided
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Unsplit SGS at Res = 512× 256
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Figure 7: Concentration profiles at different angles; data ob-
tained from simulations with the considered unsplit subgrid-
scale approach.

The wake sided region, finally, is less flow and more diffu-
sion dominated. Maximum concentration is already close to
the equilibrium value at lower resolution and thus higher res-
olution will probably not boost this area’s transfer contribu-
tion. The section though shows how the concentration profile
is sharpened in the wake. The profiles at different resolutions
indicate the formation of a vortex, cycling species mass from
the interface into the wake and back again.

Comparison of Sherwood numbers

For different ranges of Reynolds and Schmidt numbers there
is a vast amount of Sherwood correlations available, that pre-
dict mass transfer rates from bubbles. Many of those are un-
fortunately bound to small ranges of Re and Sc or were de-
rived under limit assumptions as Sc→ ∞. We calculated and
compared Sherwood numbers for different cases:
First a bubble rising in a Newtonian fluid with a diameter of
1.65mm at Sc = 10 and Sc = 100 with Re = 19.8 was consid-
ered. The obtained Sherwood numbers are compared to the
results of the following correlations

Sh = 1+(1+0.546(ReSc)2/3)3/4, (11)

which is taken from (Clift et al., 1978) and valid for Re→ 0
and arbitrary Sc and

Sh = 2+0.651
(ReSc)1.72

1+(ReSc)1.22 (12)

from (Oellrich et al., 1973), which holds true for Re→ 0 and
Sc→ ∞.
Moreover we did the same for the already mentioned bubble
in the Hadamard-Rybczynski flow field, but now compare to
the integral Sherwood number calculated by (8). The neces-
sary data were given by the exact solution of the concentra-
tion field.
The results of these calculations are compiled in Table 1.

Table 1: Comparison of Sherwood numbers obtained from
numerical simulations and theoretical values

Method Sc = 10
Re = 19.8

Sc = 100
Re = 19.8

Sc = 1000
Re = 0.29

Split SGS 11.82 36.27 14.5
Unsplit SGS 10.8 28.1 13.83

Clift 10.4 29.8 –
Oellrich 11 30.6 –

Exact – – 13.40

From these data we can see that the Sherwood numbers in
the first cases are in accordance with the correlations, the
unsplit mass transfer method giving consistently lower num-
bers. This is not surprising after the comparison of mass
transfer rates in the two dimensional case, done in a preced-
ing section. For higher Schmidt numbers, however, numeri-
cally determined Sherwood numbers overpredict to a certain
extent the theoretical value obtained from the exact solution.

CONCLUSION

A new unsplit subgrid-scale approach for transport of mo-
lar mass across phase boundaries is presented. The method
accounts for the property of mass transfer being normal to
the interface. It has been compared to older methods at
Sc = 10 and Sc = 100 and an exact solution of a flow and
concentration field around a gas bubble with Sc = 1000 and
showed well overall accordance in local distribution of the
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considered species. Furthermore, Sherwood numbers ob-
tained from integral data were also close to the exact value
and the results from correlations from the literature. In com-
parison to the considered dimensionally split method, the un-
split method gives consistently lower mass transfer rates. At
fine meshes however, both methods tend to the same limit
in the performed computations. The reason for this disparity
might be the distance of the interface to a sampling point, at
which the unsplit method computes a boundary layer thick-
ness δ . The bigger this distance is, the less accurate are the
calulation’s predictions about the concentration gradient. As
the split method does usually not use information in normal
direction to the interface, it can employ values closer to the
phase boundary. This effect should then be mainly noticeable
in regions with extremely thin boundaries, i.e. the upper half
of bubbles. In this case additional techniques to alleviate this
problem might prove valuable. Moreover, in a further step
the unsplit method can provide additional local information
like boundary layer thickness, which are not directly acces-
sible through a split approach.
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ABSTRACT 
A plough share mixer is a machine used for mixing particulate 
material. It consists of a horizontal cylindrical shell with a 
central shaft on which are located one or more plough shaped 
blades. The shaft and attached plough blades are rotated so 
that the blades impact the bed, digging in and lifting a portion 
of the bed from a trench in the path of the blade. Depending 
on the speed, the material can be pushed along the surface 
(like a bulldozer) or thrown high into the void space above the 
bed to fall back onto the bed surface some distance away. 
Each pass of a blade produces an increment of mixing. In this 
paper, we use the Discrete Element Method (DEM) to predict 
the mixing performance of a laboratory mixer 25% filled with 
rice grains. Previous modelling has approximated the particles 
as spherical, but now a highly accurate representation of the 
particle shape is used. The effect of particle shape on the flow 
characteristics and mixing performance of the mixer is 
assessed for a range of plough rotation rates. In particular, the 
ability of the blade to pick up and lift particles, the structure of 
the cloud of ballistic particles generated at higher speed and 
the shape of the mixing trench are analysed. 

Keywords: DEM, mixing, particulates.  

INTRODUCTION 
Granular mixing is a critically important industrial 

process, occurring in applications ranging from blending 
on stockpiles in mineral processing to powder and grain 
mixing in pharmaceuticals and food processing. Mixing 
of particles can be performed using a wide variety of 
different devices. One class of mixers uses mechanical 
stirring by agitator to generate motion and therefore 
mixing in a particle bed.  

The Discrete Element Method (DEM) is a 
computational method that allows the particles flows in 
such equipment to be simulated and the flow patterns 
and mixing rates to be predicted. DEM, in principle, 
provides the ability to optimise such equipment by 
evaluating design changes such as blade speed, the 
shapes of the blades, the number of blades, their angular 
off sets from neighbouring blades and the axial blade 
spacing.  

DEM has been used to analyse the flow patterns in 
laboratory scale mixers of various types, such as V-
blenders (Kuo at al. 2002; Lemieux et al., 2007, 2008) 

and bladed high shear mixers (Stewart et al., 2001a, b; 
Zhou et al. 2003; Kuo et al., 2004; Bertrand et al., 
2005). DEM can and has been used to measure the 
progress of batch and continuous mixing (see Cleary and 
Sinnott, 2008) and to assess the effect of operating and 
equipment design changes on mixing performance.  

One common device used at industrial scale is the 
ploughshare mixer. This has one or more blades 
attached via radial arms to a central shaft that rotates 
within the cylindrical mixing vessel. The blade 
somewhat resembles a chevron bent down the middle 
with the middle bend being the leading edge of the 
blade. The quality of mixing in such a device is 
controlled by the particle flow pattern generated by the 
motion of the blade(s) passing through the bed of 
material at the bottom of the mixing chamber.  

Here we study mixing in a laboratory scale plough 
share mixer and consider the effect of particle shape on 
the flow and mixing performance. This configuration 
has previously been studied using DEM with rice that 
was approximated as spherical particles (Cleary et al., 
2002; Cleary 2004; Cleary and Sinnott, 2008).  

Cleary et al. (1998) showed that particle shape can 
have a critical impact on the prediction of mixing. In 
that study, salt cubes in a slowly rotating drum were 
approximated as spheres which gave too low an angle of 
repose and too little strength to the bed leading to 
slumping rather than avalanching. This incorrect 
prediction of the flow regime lead to errors in the 
mixing rate that are greater than an order of magnitude. 
Cleary and Metcalfe (2002) repeated this analysis using 
super-quadric particles in two dimensions and showed 
that the correct flow patterns were predicted and that the 
mixing rates were consistent with the experimental data. 
Motivated by these considerations, we re-visit the 
ploughshare mixer to investigate the effect of particle 
shape on the flow and mixing. The flow patterns are 
compared to those obtained for spherical particles. 
Mixing rates are assessed using a measure of local 
homogeneity and also using the centroids of particle 
groups based on their initial positions. The mixing 
performance using spherical and ellipsoidal particles are 
compared. 
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MODEL DESCRIPTION 
The laboratory scale plough share mixer consists of 

a horizontal cylindrical shell of diameter 250 mm and 
length 450 mm. One or more plough blades (shown in 
Figure 1) are mounted on a shaft of diameter 30 mm 
located along the centreline of the shell. In this case, a 
single plough blade stirs a bed consisting of rice 
particles. The DEM plough share blade and containment 
vessel were constructed to exactly match the 
specifications of the laboratory mixer used in PEPT 
experiments (Laurent et al., 2000). 

Previously (Cleary et al., 2002; Cleary 2004; Cleary 
and Sinnott, 2008) the rice particles were approximated 
as spherical. Since rice is poorly represented by spheres 
we now simulate the flow and mixing using super-
quadric particles. This shape description is particularly 
well suited to grains. The rice has length 4-5 mm, super-
quadric powers from 2.1 to 3.0 (reflecting their very 
ellipsoidal nature), intermediate and short axis aspect 
ratios between 0.4 and 0.5.  An example of such a 
particle is shown in Figure 2. It should be noted that a 
major advantage of a super-quadric shape is that this is a 
single mathematical description of the particle (it is not 
created by gluing or compositing spherical sub-
particles). 
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Figure 1: Sketches of the top view and side view of the 
plough (dimensions in mm) on the left and two views of the 

CAD model used in the DEM on the right. 

The coefficient of restitution used was 0.5 and the 
friction coefficient was 0.4. A spring stiffness of 1000 
N/m is required and gives average overlaps of 0.5% of 

the diameter. The mixer is filled to 25% by volume 
giving a bed made up of 280,000 particles and weighing 
4.4 kg. This contrasts with around 103,000 particles 
when they were modelled as spheres. There are many 
less particles because a sphere occupies much less 
volume than an ellipsoid with the same length as the 
sphere radius. 

 

Figure 2: Super-quadric particle with aspect ratios 2:1:1 
representing a rice grain. 

The particles are coloured according to their initial 
position, so that we can see the extent and nature of the 
mixing. In each radial cross section the particles in the 
left half and right half have different colours. These 
colours are also different on either side of the blade in 
the axial direction. 

The DEM software used in this work is described in 
Cleary (2004, 2009). More details about super-quadric 
shaped particles and of other applications are also 
contained in these references. 

MIXING OF ELLIPSOIDAL PARTICLES AT 4 HZ 
Figure 3 shows the mixing in a single blade plough 

share mixer operated at 4 Hz and using the ellipsoidal 
rice shaped particles. The particles are coloured 
according to their initial position, so that we can see the 
extent and nature of the mixing. In each radial cross 
section the particles in the left half and right half have 
different colours. These colours are also different on 
either side of the blade in the axial direction. The blade 
starts on the near side of the mixer.  

Figure 3a shows the mixer after 0.56 revs when the 
blade has risen above the initial surface level of the 
particles. It has pushed and lifted all the material that 
was in the path of the blade, leaving a clear trench 
behind the blade that is empty of particles. The particles 
near the periphery of the lifted mass, under the influence 
of gravity, are starting to flow down and away from the 
blade. The part of the bed lifted is very coherent and has 
a clearly defined free surface. This material is behaving 
like a deforming solid. There are very few particles 
splashed about by the impact of the blade with the bed. 
The motion is best characterised as a high speed 
bulldozing of the bed rather than as a high speed 
collision of the blade with individual particles. The very 
strong convective mixing effect of the blade is clearly 
visible with substantial amounts of blue and green 
material pushed from the front of the mixer into the rear. 
Similarly large amounts of yellow and red material are 
lifted into the air by the blade.  
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Figure 3: Single blade plough share mixer operating at 4 Hz with ellipsoidal rice particles at; a) 0.56 revs, b) 0.84 revs s, c) 1.08 
revs, d) 1.88 revs, e) 3.52 revs and f) 3.92 revs. 

 

In Figure 3b, (at 0.84 revs) the mass of particles 
that was lifted up have almost entirely lost contact with 
the blade. The ones closest to the blade maintain 
contact for the longest period and follow trajectories 
that are closest to the blade trajectory. Particles that are 
further away flow earlier from the mass being carried 
by the blade, tend to have slower velocities and move 
on trajectories that are lower and with more axial 
displacement. The band of particles flowing from each 
side of the blade remains quite coherent with a well 
defined structure which is wide near the bed and 
narrowing progressively as one moves above the bed 
and towards the tip of the blade. This shows that there 
is significant transport of the different colours to new 
parts of the mixer space but very little actual mixing 
between them. The sides of the trench behind the blade 

have collapsed and particles have flowed back into the 
trench partially filling it, but the bed surface level 
remains lower than the initial bed surface location.  

After 1.08 revs (shown in Figure 3c) material from 
the first blade pass has become much more dilute as the 
divergent trajectories of the particles cause them to be 
spread over progressively larger volumes. The leading 
material which is very close to the blade is sliding on 
the mixer shell and creates a coherent arc leading back 
towards the bed at the rear of the mixer. Significant 
axial displacement has now occurred for most of the 
ballistic particles. The blade tip is just about to enter 
the bed for its second revolution. Reasonable variation 
in the colours of the particles in the forward part of the 
ballistic bands indicates some mixing has occurred. 
There is little mixing of the colours in the wider but 

a) b) 

c) d) 

e) f) 
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slower moving parts of the lifted mass closer to the bed 
surface. 

 Figure 3d shows the situation after 1.88 revs. The 
ballistic material from the first pass of the blade has 
now fallen onto the surface of the bed at various 
distances from the plane of the blade passage. There is 
some modest mixing in the material that has come to 
rest on the shell at the front of the mixer. The passage 
of the blade has now lifted a second mass of particles 
into the air. The structure of the material flow around 
and from the blade is similar to that of the first pass, but 
in comparing Figures 3b and d we can observe that 
there is significantly less material being lifted on the 
second pass. The lifted bands are much narrower 
reflecting the much lower bed surface level in the path 
of the blade after the trench from the first blade pass 
only partially refills this region with particles. The 
material in these narrower bands is close to the blade 
and is thrown on the highest and widest trajectories. 
The parts of the bands from the first pass that are 
missing from the second are the slower material 
furthest from the blade, which falls from the mass much 
earlier and was less influenced by the blade. The 
amount of colour variation in the lifted mass is much 
higher for the second blade pass reflecting the presence 
of both colours on each side from the stretching of the 
bed produced by the first blade pass. The structure of 
the bed around the trench is very similar to the state at 
the comparable time of the previous blade pass (Figure 
3b) indicating that the bed flow back into the trench is 
similar for each of the blade passes. 

Figure 3e shows the flow at 3.88 revs as the blade 
is starting its fourth pass through the bed. The mass of 
material to be lifted is just being accelerated by the 
blade. After a few blade passes the shape of the free 
surface of the bed stabilizes, with the bed material 
removed by the blade being balanced by the material 
flow back along the free surface (which sits at the angle 
of repose) back into the trench left by the blade. Once 
this equilibrium is reached then each blade pass has the 
same effect on the bed and the amount of material 
lifted, the structure of the lifted bands of particles and 
their trajectories are the same. Each blade pass then 
makes an incremental change to the mixing state. The 
colour variation of material on the bed surface shows 
that there is already quite good re-distribution of the 
blue and green material across the top of the bed and 
that the surface material towards the front of the view is 
well mixed. This partially disguises a key problem with 
this mixer, which is the presence of large dead regions 
to either side of the blade induced trench. This was 
previously observed for spherical particles (Cleary et 
al., 2002; Cleary and Sinnott, 2008). Here the rice grain 
shaped material locks together better and steeper angles 
of repose mean that the trench is steeper and narrower 
and that the dead regions are now actually expanded in 
size.  

Figure 3f shows the flow just before 4 revs are 
complete. The ballistic stream of particles flowing from 
the blade to the right now contains a good mix of green 
and red with some blue material. On the other side 

there is a good mix of blue and yellow material with 
some green. So in the agitated regions where the blade 
is able to transport the particles, the mixing is quite fast 
and works well. This leads to good mixing near the 
blade path and in surface regions further away, but not 
in the dead regions to either side. 

EFFECT OF SHAPE ON FLOW AND MIXING   

Figure 4 shows a comparison of the state of the 
system after 4 revolutions for plough speeds of 1.0, 
2.25 and 4.0 Hz for both spherical particles (left) and 
ellipsoidal particles (right). The spherical particle 
solutions are from Cleary et al., (2002). 

For a 1 Hz speed, the plough is unable to lift the 
particles into the air as it did for the 4 Hz speed. 
Instead it acts like a bulldozer and pushes through the 
bed moving from front to back. Each pass of the blade 
pushes particles from the forward side of the bed 
towards the back. After a couple of revolutions the bed 
shape reaches equilibrium with two piles visible at the 
back, one on each side of the plough blade. A trench 
leads from the front of the shell back towards the piles 
along the line of the axis of the plough. There is 
reasonable mixing between the blue and green particles 
at the back, but little mixing elsewhere. The initial 
quadrants of the different colour groups are strongly 
deformed by the bulldozing by the plough but there is 
little mixing. The mixing of the blue/green material at 
the back occurs because this material is dragged 
backwards by the plough, lifted slightly when the blade 
exits the bed and then falls back onto the surface of the 
yellow/red particles that were originally at the back. 

The piles at the back are higher and the trench has 
much steeper sides for the ellipsoidal case compared to 
the spherical one. The depth of the trench is the same, 
but the angle of the trench is steeper so the shoulders at 
the edge of the trench are much closer to the plough 
blade than for the spherical case. This occurs because 
the spherical particle microstructure is quite weak, with 
the slope failing by particles rolling over each other 
leading to a very shallow angle of repose. For the 
ellipsoidal particles, the rolling mode of failure of the 
particle slopes is inhibited because they are not free to 
rotate. In order for the bed to fail, particles must slide 
over each other. This increases the strength of the bed 
to resist shear and leads to the much higher observed 
angle of repose. The increased steepness of the trench 
has important implications for the mixing performance 
of this ploughshare mixer, because the influence of the 
blade extends much less far in the axial directions than 
it did for the spherical particles. This means that the 
volume of material that the blade can agitate and 
therefore mixed is sharply reduced. 

For the 2.25 Hz speed, similar differences are 
observed with the twin piles at the back being higher 
and more coherent in shape for the non-spherical 
particles. The trench is again steeper with the shoulders 
being closer to the plough blade. At this speed the 
plough is able to pick up material and throw it through 
the air. The volume of ballistic material thrown into the 
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air is increased for the ellipsoidal particles. They are 
also thrown on somewhat higher trajectories. This 
means that there is a little more material landing on the 
bed to either side of the plough path which will enhance 
the mixing. From these flow pictures it is not clear 
whether the increased mixing from this extra ballistic 
material will be more or less than the decrease in the 
mixing due to less particles being pushed by the plough 
along the narrower trench. 

For the 4 Hz plough speed, compared to the 
predictions using spherical particles we observe that the 
streams of material lifted and thrown by the blade are 
more coherent and larger. The greater strength of the 
non-spherical material allows the blade effect to be felt 

further from the blade. So more particles can be lifted 
and thrown out across the surface of the bed which is 
positive for mixing. The trench is again more  coherent 
in shape and is longer lived reflecting the stronger bed 
material which takes longer to fail and flow back into 
the trench. This does not appear to affect the mixing 
simply delaying the re-filling of the trench. The sides of 
the trench are again much steeper which reduces the 
axial distance from which material can flow back in the 
trench and therefore increases the size of the dead 
regions to either side of the plough path. This is a 
negative for mixing performance arising from the 
ellipsoidal shape of the particles. 

 

 
 

  

  

  

Figure 4: Comparison of the mixing after 4 revolutions between spherical (left column) and ellipsoidal (right column) particles for 
different speeds, a) 1 Hz, b) 2.25 Hz, and c) 4 Hz.  

 

a) 

b) 

c) 
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MIXING IN THE PLOUGH SHARE MIXER  

The mixing can be measured in a number of ways. 
Here we use two methods: 

 The distance of the centroids of each of the four 
colours from the overall center of mass 
characterises the degree of mixing. Initially, all 
the particles belonging to each colour are in one 
of the four quadrants of the mixer chamber. As the 
particles mix, some cross the blade path in the 
axial direction or change sides of the mixer in the 
blade motion direction. This mixing moves the 
centroid closer to the center of the mixer.  The x- 
and z-components provides measure of radial and 
axial mixing. 

 The homogeneity of the mixture can be measured 
using a local average of the particle colour index 
that is calculated at an array of locations in the 
mixer. The coefficient of variation of the 
distribution of these local averages also 
characterises the mixing/segregation state. The 
fully segregated and perfectly mixed limiting 
values can be used to normalise this and provide a 
% segregated measure as a function of time. See 
Cleary and Sinnott (2008) for details. 

The % segregated (using the second measure) is 
shown for the three rotation rates Figure 5. The mixing 
rate is given by the rate of reduction in this measure. 
The results for the spherical particle cases are shown on 
the left and the ellipsoidal particle results are shown on 
the right. In all cases the mixing rate is highest early 
and progressively declines as the bed becomes 
progressively more mixed. The characteristic shape of 
these curves is similar for all cases, but there are 
important differences in the rates. For the spherical 
particle cases, the 4 Hz speed gives the fastest mixing 
with the 1 Hz speed producing the worst. After 200 
revs the % mixed (which is equal to 1 - % segregated) 
is about 42%, 36% and 25%, respectively. It is clear 
that these curves will asymptote to non-zero values 
which means that there will be significant unmixed 
material remaining in dead regions at the ends of the 
mixer. The amount of unmixed material is also strongly 
rotation rate dependent. Based on the curves in figure 4 
one might expect the 4 Hz case to reach a 60-70% 
mixed state, whilst one would not expect the 1 Hz case 
to only reach 30% mixed.  

For the ellipsoidal cases, the mixing rates are all 
significantly reduced. The degree of mixing after 100 
revolutions is quantified in Table 1. The largest 
reduction occurs for a speed of 4 Hz with a halving of 
the amount of mixing produced. The degree of 
deterioration for the lower speeds is only around 1/3. 
The best mixing is now obtained for an intermediate 
speed of 2.25 Hz. This is in contrast to the best mixing 
occurring for the highest speed when the particles were 
spherical. For spherical particles there was a reasonably 
strong increase in mixing with speed. However, for the 
non-round particles the degree of variation is much 
reduced so that they only differ by a few percent. The 

very low levels of mixing achieved after 100 
revolutions indicates that this is a poor mixing design 
with a chamber that is significantly too long for the 
plough. The design response is to include multiple 
blades (see Cleary 2004). DEM predictions on the 
width of the trench produced by the plough blade can 
provide critical information on the optimal spacing of 
these multiple blades.  

Table 1: Degree of mixing after 100 revolutions. 

Shape 1.0 Hz 2.25 Hz 4.0 Hz 

Spherical 22% 30% 32% 

Elliptical 15% 18% 16% 

 

In order to understand the reasons for the strong 
deterioration in mixing for non-round particles we 
consider the x and z-components of the relative centroid 
position for each of the colour groups from the overall 
center of mass of the bed. The x-components for all the 
cases are shown in Figure 6 while the z-components are 
shown in Figure 7. The x-component is an indicator of 
the radial mixing. It drops rapidly and almost linearly 
for around 3-6 revolutions and then becomes almost 
constant. This behaviour is observed for all cases 
except for the 4 Hz spherical case, which has a much 
smoother and more gradual change. In the first rapid 
mixing stage, all the particles that are within the width 
of the plough influence (essentially the width of the 
trench) are rapidly mixed. Particles that are outside this 
distance cannot be mixed and so the radial mixing 
ceases because the fraction of particles that can be 
mixed have been mixed while the other are in the dead 
zones and cannot be mixed.  

The z-component of the centroids measures the 
axial mixing and transport (Figure 7). For the spherical 
particle cases, the 1 Hz speed produces only very slow 
axial mixing, while the 2.25 Hz speed produces modest 
axial mixing. The 4 Hz speed produces much more 
axial motion. This axial motion is critical since it 
transports unmixed particles axially from the edges of 
the dead zones into the central mixing regions where 
the plough blade passes. So it is the limitation of the 
axial transport of unmixed particles that causes the 
second stage of very slow radial mixing (see in Figure 
6). The radial mixing itself is inherently rapid, but to 
achieve radial mixing of dead region material it must be 
first transported into the central mixing zone – which is 
very slow. 

For the ellipsoidal particles we can see that the rate 
of axial transport is significantly reduced. The early 
action of the plough pushes and throws material further 
from the plough axis so the centroids initially move 
further away from the center of the mixer. Then as the 
bed at the edges of the bed slowly fails there is a 
creeping type axial flow with a small number of 
particles moving towards and into the central trench 
with each blade pass. So it is the sharp deterioration of 
the axial transport that causes the strong reductions in 
the observed axial mixing (in Figure 6) and the overall 
strong reductions in the overall homogeneity of the 
mixture (Figure 5 and Table 1). 
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Figure 5: Progress of mixing for spherical (left column) and ellipsoidal (right column) particles for different speeds, a) 1 Hz, b) 2.25 
Hz, and c) 4 Hz.  

 

CONCLUSION 
The mixing performance of a laboratory scale 
ploughshare mixer and its variation with particle shape 
has been investigated using DEM for a range of plough 
speeds. The key effects of the particles being non-round 
are: 

 The central trench becomes narrower and steeper 
due to the higher angle of repose arising from the 
increased strength of the ellipsoidal material. This 
reduces the amount of material that the plough can 
agitate and mix. 

 Particles are picked up more efficiently by the 
moving blade so that the ballistic streams are 
larger and more coherent. 

 But ballistic material is thrown less far axially. 

Mixing is poor in all cases with significant dead 
zones that cannot be mixed on either side of a narrow 
central mixing zone. For the ellipsoidal particles the 
best mixing per revolution was obtained for 2.25 Hz. It 
is slightly slower for 4 Hz and much slower for 1 Hz. 
However the amount of variation with speed was 
relatively small. This is quite different to what was 
observed for spherical particles where there was a fairly 
strong dependence on speed and the degree of mixing 
increased with speed.  A comparison of mixing of 
spherical particles and rice shaped grains after 100 
plough revolutions indicates:  

 Mixing is significantly slower for particles with 
realistic shape 

a) 

b) 

c) 
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 Non-round shaped particles are less mobile during 
flow and so cannot mix as quickly. 

 The size of the mixing zone is strongly reduced by 
the much steeper slope of the sides of the trench in 
the mixing zone.  

 Idealising particles as spherical can lead to errors 
of up to 100% over-prediction of the mixing 
speed. 

The radial mixing is quite fast and efficient, but the 
blade can only mix particles that are within the central 
mixing zone. The overall rate of mixing is then 
governed by the rate of axial transport of particles from 
the edges of the dead zones into the central mixing 

zones. For spherical particles the rate of transport is 
fairly slow but increases strongly with plough speed. 
This is the reason for the reasonably strong variation in 
overall mixing performance for higher speeds. 
However, for non-round particles, the axial transport 
into the central mixing zone is almost completely 
eliminated. This arises from the much stronger bed 
microstructure of the non-round particles. The 
significant reduction in the axial transport of non-round 
particles is the primary factor in the sharp reduction in 
their mixing rates compared to spherical particles. 
 

 
 

  

  

  

Figure 6: X-component of the centroid location of each colour group showing radial mixing for spherical (left column) and 
ellipsoidal (right column) particles for different speeds, a) 1 Hz, b) 2.25 Hz, and c) 4 Hz. Each of the four colours represents one of 

the 4 separately coloured domains. Since the configuration is symmetric only two curves are visible with the other two overlaying the 
first pair. 

a) 

b) 

c) 
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Figure 7: Z-component of the centroid location of each colour group showing axial mixing for spherical (left column) and 
ellipsoidal (right column) particles for different speeds, a) 1 Hz, b) 2.25 Hz, and c) 4 Hz. Each of the four colours represents one of 

the 4 separately coloured domains. The yellow curve shown in the spherical case is the overall center of mass of the bed. 
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ABSTRACT 
The lateral injection of gas into a packed bed of particles can 
cause the formation of a vortical structure, or raceway, within 
the bed. This is characterised by an approximately elliptical 
region of high voidage around the injection site containing 
particles entrained by the gas driven around the base of the 
ellipse and falling back under gravity. This distinctive rapid 
circular motion gives the raceway its name. We 
computationally investigate this system using a coupled 
Discrete Element Model and pressure-gradient-force Navier-
Stokes solution method. We show that raceway formation and 
stability are highly sensitive to inflow velocity and to particle 
shape, giving both an improved understanding of the fluid-gas 
flow interaction, as well as design optimisation strategies for 
specific industrial applications. 

Keywords: DEM, Finite volume, particle injection, gas-
particle dynamics  

NOMENCLATURE 
Greek Symbols 
ε  voidage fraction 
η  total viscosity 
ηg  gas viscosity 
ηt  turbulent viscosity 
µ  particle friction 
ρf  gas density 
ρp  particle density 
ρb  bulk particle density = (1-ε)ρp 
τ  stress tensor 
χ  empirical pressure correction factor 
ω  particle spin vector 
 
Latin Symbols 
A′  particle projected cross sectional area 
C  particle damping coefficient 
CD  particle drag coefficient 
d  particle diameter 
F  particle force 
f  particle to gas coupling body force  
g  gravitational acceleration 
I  particle moment of inertia 
k  particle spring constant 
m  particle mass 
p  pressure 

r  particle radius 
S  rate of strain tensor 
SD  square of rate of strain tensor 
T  particle torque 
u   interstitial gas velocity 
u′   superficial gas velocity 
v   particle velocity 
V  particle volume 
δx  particle overlap 

INTRODUCTION 
Lateral high speed gas injection into a bed of packed 

particles has numerous industrial applications, such as catalyst 
regeneration in cross-flow reactors and combustion in blast 
furnaces. Of these, the blast furnace is, by far, the most 
commercially important application. Blast furnaces are 
predominantly used for pig iron smelting as a step in the steel 
making process. Around 50% of the 1.4 billion tons of steel 
produced in 2010 (U. S. Geological Survey, 2011) came from 
the smelting of 2.3 billion tons of iron ore in blast furnaces. 
This massive commercial scale has led to interest in the 
granular processes occurring within the furnace. 

Gathering data within a blast furnace is a difficult 
challenge due to the very high operating temperatures and 
pressures. This is especially problematic around the blast area, 
where pre-heated air is injected into the base of the furnace 
through water-cooled copper tuyeres at pressures up to 4 bar. 
Temperatures within this region, called the bosh, range up 
2200 degrees. A recent development has been the introduction 
of pulverised coal into the blast to reduce the coke 
consumption, and hence cost of operation (Mathieson et al., 
2005). The injection of hot blast into the particle bed within 
this region causes the formation of a raceway. A schematic 
diagram of the raceway and bosh in a blast furnace is shown in 
Fig. 1. The structure of this raceway is critical for stable 
operation as it distributes the hot gases required for the 
reduction reactions in the upper part of the furnace. The 
raceway is divided into several zones, including the physical 
void space adjacent to the tuyere, a surrounding region of 
circulating particles and a compact region beneath the 
raceway, called the “bird’s nest”. Raceway properties have 
been experimentally measured using methods such microwave 
reflection (Matsui et al., 2005), and using samplers threaded 
through the tuyeres in a stopped furnace (Chung et al., 1996).  

The limited ability to collect data, as well as the 
difficulties associated with scale-up of experimental scale 
models, make computational simulations invaluable for 
understanding the dynamics within the raceway region. There 
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are several computational studies in the literature, which can 
be divided into two classes.  

 

 

Figure 1: Left: schematic diagram of raceway formation within blast 
furnace. Scale of raceway has been enlarged for clarity. Right: regions 

within raceway zone. 

The first class assumes a fixed raceway geometry, mainly 
based on measurements taken from pilot scale experimental 
models. One of the earliest models of this type was presented 
by McCarthy et al. (1983) based on pilot scale raceway 
geometries determined by Nakamura et al. (1977). The 
raceway used in the study was assumed to be an ellipse with a 
vertical long axis, with the tuyere located parallel to the base 
of the ellipse. The Navier-Stokes equations for gas flow in a 
porous bed were solved over a two dimensional domain 
containing the raceway geometry using a marker and cell 
method. The pressure gradient on the bed from the particles 
was calculated using the Ergun expression (Ergun, 1952), and 
turbulent terms were included using an effective viscosity 
formulation. Good matches to the experimental pressures from 
Nakamura’s study were reported. A similar approach was used 
by Sugiyama et al. (1993). A much more recent study was 
undertaken by Shen et al. (2011), using a ‘balloon’ shaped 
raceway, based on previous raceway formation studies. The 
overall simulation approach was similar to that used by 
McCarthy et al., where the raceway was assumed to be an 
empty zone surrounded by a porous region. A quasi-2D 
simulation domain was used, with a realistic tuyere model. 
The pressure gradient on the bed from the particles was 
calculated from the Ergun equation, although a different 
turbulence model, the eddy dissipation model, was used. A 
notable inclusion was the use of a one-way coupled tracer 
method to track the motion of pulverised coal particles 
injected into the gas stream, although the simulations did not 
take into account interactions between these coal particles. 

The second class of method directly predicts the raceway 
geometry using coupled gas-solid methods. This is more 
difficult to simulate and fewer studies of this type have been 
carried out. Xu et al. (2000) carried out simulation of this type 
in a two dimensional bed using a coupled discrete element and 
gas model. Raceway formation was observed, but no 
sensitivity analysis of raceway form to gas injection velocity 
was undertaken. Vertical fluidisation was also reported in the 
bed at high gas velocities, which has not been reported 
elsewhere. A turbulence model was not used in the study. An 
in-depth model using a multiphase continuum gas-particle 
approach was carried out by Mondal et al. (2005). The 
multiphase constitutive relations for the granular material and 
gas were extended to take turbulence in the gas phase into 
account, which was incorporated using a k-• model. Realistic 
geometry was used for the domain of analysis, which was 
taken as a two dimensional slice across a blast furnace. The 

size of the raceway was found to be proportional to the inflow 
velocity, and to the initial bed porosity. The raceway 
dimensions were found to be related to the fill height of the 
bed, suggesting pressure from the bed above can inhibit 
raceway formation. Coupled computational models based on a 
coupled DEM and Navier Stokes formulation are also 
presented by Umekage et al. (2005) and Yuu et al. (2005). 
The model presented by Umekage et al. (2005) shows good 
agreement with experimental data given by Matsui et al. 
(2005). A coupled model is also presented by Nouchi et al. 
(2005), which is used to investigate the stress distribution and 
abrasion of coke particles within the burden. 

This study is of the second type using a coupled gas-solid 
method in three dimensions, with a LES based turbulence 
model. We explore the influence of gas inflow velocity and 
particle shape on raceway formation. Computational studies to 
date have only assumed a spherical particle shape for the 
burden, which is a major over-simplification. Coke consists of 
flat, angular particles and the iron ore can only be considered 
spherical if it is in pellet form, rather than sinter or lumps. We 
show that the shape of the particles plays a crucial role in bed 
dynamics in and around the raceway zone. 

COMPUTATIONAL FORMULATION 

Discrete Element Method 

The Discrete Element Model (DEM) is a Lagrangian 
computational model for granular dynamics, first formulated 
by Cundall and Strack (1979). The positions and velocities of 
every particle in the system are updated at each time step 
according to a set of force relations. These include a 
collisional force, Fc, determined from the overlap between 
neighbouring particles using a linear spring, dashpot and 
slider approximation. This force is the sum of a normal force 
Fn and a tangential force Ft. The normal force is determined 
from the particle overlap •x and relative normal velocity vn: 

nnnN Cxk vF +−= δ  (1) 

where kn is the spring stiffness, which determines the 
maximum particle overlap (set to ~0.1% of the particle 
diameter) and Cn the normal damping coefficient, which gives 
the required coefficient of restitution. The tangential force is 
determined from a Coulomb friction limit and the relative 
surface tangential velocity vt: 

{ }∫ += ttttnt Cdtk vvFF ,min µ  (2) 

where µ is the coefficient of friction, kt the tangential spring 
stiffness and Ct the tangential damping coefficient. The linear 
and angular acceleration for each particle is numerically 
integrated to give the particle velocity and spin at each time 
step. These relations, for a particle i, are given as: 
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where m is the particle mass, FD is the drag force from the gas 
on the particle and FP the gas pressure gradient over the 
particle. These are given in the next section. The moment 
balance gives the rate of change of spin, • , for a particle with 
moment of inertia I experiencing a rotational collisional force 
TC and Stokesian rotational drag TD, which is also given in 
the next section. 
 The DEM method in this study uses a super-quadric 
formulation with a variable aspect ratio for the particle shape. 
This gives a wide, flexible, range of shapes which can be used 
to match physical particles. The range of particle shapes used 
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in this study is shown in Fig. 2. The particle cubicity is 
controlled using a shape parameter q, which gives shapes 
ranging from a sphere (q = 2) to a cube (q → ∞). The particle 
semi-major axes, rx, ry and rz can also be specified, so prolate 
and oblate shapes can also be simulated. DEM using non-
spherical particles has been applied to a wide range of 
granular problems, and has been shown to strongly influence 
behaviour in several key industrial processes (Cleary, 2004, 
2009). 
 

 

Figure 2: Super-quadric shape forms used in study, with cubicity 
parameter q and radii rx, ry and rz. 

CFD Formulation 

 We use the Navier-Stokes equations for gas phase 
through the bed with a wall-adapting local eddy-viscosity 
(WALE) turbulence formulation. The constitutive equations 
for gas flow model through a porous bed were derived by 
Anderson and Jackson (1967), and are given by Kafui (2002) 
in a ‘pressure gradient force’ form as: 
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where • is the bed porosity, • g is the gas density, u the 
interstitial gas velocity, •  is the stress tensor and fgp is the 
force on the gas from the particles. These can be reformulated 
for the superficial gas velocity, u′ = •u, and assuming the gas 
density is constant. This gives a set of constitutive relations 
which can be used with incompressible flow methods, which 
are much less computationally expensive. Incompressible flow 
methods give a good flow approximation up to Mach numbers 
of around 0.3, which is around the maximum value in the 
systems under consideration here. The set of constitutive 
relations become: 
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where • ′ is the local stress tensor for the superficial velocity, 
given by: 
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and •  is the gas viscosity. The solution is integrated in time 
using a variation of the pressure correction method with Eq. 
(7) as a source term (Hilton et al., 2010). 
 Turbulence is a key component of the model, as gas is 
injected into the bed at speeds of up to 120 m/s. We use a 
wall-adapting LES turbulence model called the WALE model. 
Most LES formulations require the distance to the nearest wall 
to be calculated and additional steps to be taken to give the 
correct turbulent viscosity scaling. The WALE model has the 
great advantage over other LES models that it gives the 
correct near-wall scaling without the need for any additional 
procedures (Nicoud and Ducros, 1999). LES type models 
calculate an addition viscous component, such that •  = • g + 
• t, where • g is the gas viscosity and • t is an addition turbulent 
viscous term. This additional viscous term is given by: 
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where CW is the WALE turbulence constant, set to 0.325 in 
our simulations, which is the default value used in the 
commercial code FLUENT, found to give good results over a 
wide range of flow types. The filter width, h, is set to the grid 
resolution. The tensors S and SD are the strain rate tensor and 
the traceless symmetric part of the square of the strain rate 
tensor, respectively. These are given by: 
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where •  is the identity tensor. The WALE model has been 
shown to give very good results, conforming well to DNS 
simulations, for a range of standard test flow types including 
cylindrical pipe flow (Nicoud and Ducros, 1999) and flow 
past a wall mounted cube (Weickert et al., 2010). 

DEM and CFD coupling 

 The gas drag is the dominant coupling force in the system 
and other gas-particle forces, such as the Saffman (shear) lift 
force, the Magnus (rotational) lift force and Basset (gas 
acceleration) force, are considered small enough to be 
neglected. The drag force is given by: 

uuF ′′′= −χερ 2

2
1

gDD AC  (13) 

where CD is the drag coefficient, A′ is the projected area of the 
particle incident to the gas velocity vector and •  is a correction 
from Di Felice (1994) for the drag in multi-particle systems, 
given by: 

( )2Relog5.15.065.07.3 −−−= eχ  (14) 

 The drag coefficient for particles of varying sphericity 
was taken from Holzer and Sommerfeld (2008), based on 
correlations to experimental data: 
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where the particle Reynolds number for a particle of diameter 
d is Re = d • g | u′|/• . The regular sphericity, • , is the ratio 
between the surface area of the volume equivalent sphere and 
the surface area of the considered particle. The crosswise 
sphericity, • •, is the ratio between the cross-sectional area of 
the volume equivalent sphere, A, and the projected cross-
sectional area of the considered particle perpendicular to the 
flow, A′ giving • • = A / A′. The particles also have a Stokesian 
rotational drag, given by: 

rD d•T πη=  (16) 

where the relative spin • r = 0.5 (∇×u′) - • p and • p is the 
particle spin. The body force from the gas on the particles is 
given by: 
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where n is the number of particles in the cell volume V. 
 The computational model accounts for the shape of the 
particle by calculating the projected area of each particle to the 
incident flow vector at each time step. This is carried out by 
calculating the visible rim of the super-quadric in the direction 
of the flow, projecting the rim onto a surface orthogonal to the 
flow and calculating the discretised polygonal area of this 
projection. The correct calculation of porosity is also essential 
for the correct dynamics within the bed (Hilton et al. 2010). 
The porosity in the simulations is calculated using a recursive 
octree approach, where each computational grid cell is 
recursively broken to match the surface of the super-quadric 
particle. The sum of the sub-cells within the super-quadric is 
used to calculate the volume fraction within the cell. The 
minimum sub-cell volume is 0.024% of the cell volume, and a 
further approximation to the form of the surface within the 
sub-cell is used to refine this volume calculation even further. 

The gas flow equations are discretised onto a Cartesian 
grid, with velocity and forces defined on cell vertices and 
pressure, turbulent viscosity and voidage defined at cell 
centres. Finite difference stencils are used for the upwind 
terms, and incompressibility is enforced using a variation of 
the pressure correction method. Time integration is carried out 
using a second-order Runge-Kutta method. This model, 
without the turbulence component, has previously been 
applied to a wide range of gas-particle flows  (Hilton et al. 
2010, 2011, Delaney et al. 2011). 

MODEL SET-UP 
For the raceway model we simulated lateral gas injection 

into a rectangular bed of particles. This is a simplification of 
the complex geometry of a real blast furnace, but was chosen 
as we are concerned with only the influence of particle shape 
and inflow velocity, rather than the configuration of the 
enclosing geometry. Two types of geometry configurations 
were used in the simulations. The first was a three-
dimensional box, as shown in Fig. 3. The second was a slice 
across the bed with periodic boundary conditions in the z-
direction, as shown in Fig. 4. As we were only concerned with 
investigating the raceway dynamics, the system was 
considered cold and no heat model was used.  

The domains were filled by creating a set of particles over 
a regular grid at the top of the domain and letting the particles 
freely fall under gravity. For simulations using non-round 
particles an additional random orientation was applied to the 
particles at the creation stage. Gas was injected into the 
particle beds through a square inflow at the base of the lower 
side wall of the domain. To match the flow conditions in an 
industrial blast furnace, and to ensure pressure balance within 
the domain, an outflow spanning the top of the domain was 
applied with a mass flux equal to the inflow. The gas injection 
was simulated using an inflow of square cross-section 7.5 × 

7.5 cm, located 17.5 cm from the base of the bed. A plug 
velocity profile was used over the inflow. Inflow speeds of 60 
to 120 m/s were used in the simulations, matching the speed of 
real blast furnace inflows.  

Table 1: Simulation parameters for gas and particles 

Parameter  Value 

Gas viscosity ηg 1.8×10-5 Pa 

Gas density ρg 1.2 kg/m3 

Gas turbulence constant CW 0.325 

Particle density ρp 600 kg/m3 

Particle friction µ 0.3 

Particle coefficient of restitution e 0.5 
 
  

 

Figure 3: Box set-up for full bed simulation 

 

Figure 4: Slice set-up geometry with periodic boundary conditions in 
the z-direction. 

Spherical particles and three types of non-spherical 
particle were used: cuboidal, prolate ellipsoidal and oblate 
ellipsoidal, as shown in Fig. 2. In this study the particles were 
chosen to be approximately mono-disperse, with the same 
volume as a spherical particle with diameter 14 mm. A ±1 mm 
variation in diameter was used to prevent any unphysical 
crystallisation effects in the packed bed. The parameters of the 
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particles used in the simulations are given in Table 1. The 
three-dimensional box geometry used around 500,000 
particles, which was around 10 times as many particles as the 
slice set-up, giving a correspondingly large increase in 
simulation time. For this reason, the three-dimensional box 
set-up was run with only spherical particles and used to 
investigate how well the slice geometry compared to the fully 
three-dimensional box domain. 

RESULTS 

Full bed model with varying inflow speed 

The full sized three dimensional model was run for 2 s at 
four different inflow velocities: 60, 80, 100 and 120 m/s. The 
spherical particle bed is shown in Fig. 5, overlaid with gas 
velocity streamlines. 
 

 

Figure 5 –Particles and gas velocity streamlines in the vicinity of the 
inflow shown over a 2D slice of the 3D cubical domain at steady-state 

for four inflow velocities. The streamlines are 3D and shaded by 
velocity magnitude. The streamlines have been projected onto the 2D 

slice of particles, and do not intersect in 3D space. 

 The formation of a voidage region is visible on the left 
hand side of each picture, adjacent to the inflow, at each of the 
inflow velocities. At 60, 80 and 100 m/s this voidage region is 

formed almost immediately after the start of the simulation 
and remains in steady state for the duration of the simulation. 
In these cases the gas flow velocity fell rapidly as the jet 
penetrated from the void region into the particle bed. In 
contrast, for the 120 m/s case the voidage region rapidly grew 
until it reached a steady state length of around half the length 
of the domain. The voidage region in this case contained a 
large number of horizontally moving particles entrained by the 
gas stream, and resembled a horizontal fluidised bed. Due to 
this similarity with a fluidised bed we will refer to this state as 
‘lateral fluidisation’. 

Particle circulation was observed for the 80, 100 and 120 
m/s cases. A comparison between the steady state raceways 
are shown in Fig. 6 for the 80, 100 and 120 m/s cases. To 
allow visualisation of the actively moving particles in the 
domain, the particle opacity is set proportional to the particle 
velocity magnitude. The case with a gas inflow velocity of 60 
m/s is not shown, as the particle bed remained static after the 
initial formation of the voidage region. The 80 and 100 m/s 
cases formed short raceways, of approximate length 0.1 m and 
0.15 m, respectively. These were elliptical in form, and had 
sizes and dimensions in good agreement with experimentally 
observed raceways (Nakamura et al. 1977). Increasing the gas 
inflow velocity from 100 m/s to 120 m/s significantly 
increased the raceway size. The particle bed also showed 
significant lateral fluidisation, with a long particles plume of 
approximate length 0.5 m, and a very large increase in the 
overall size of the raceway circulation region.  

 

Figure 6 – Cross section of particle bed for comparison at steady-
state for 80, 100 and 120 m/s gas inflow velocities. Particles are 

shaded by, and have an opacity proportional to, their velocity 
magnitude. 

Bed slice model for different speeds and particle 
shapes 

The slice model with periodic boundary conditions in the 
z-direction was run at four different inflow velocities: 60, 80, 
100 and 120 m/s. In each case, four different particle shapes 
were used, spherical, cuboidal prolate and oblate ellipsoidal. 
These are shown schematically in Fig. 2. The spherical 
particles were used to compare to the full bed model to 
investigate the effects of imposing periodic boundary 
conditions. 

A comparison between the steady state raceways for the 
different particle shapes is shown in Fig. 7 for the 80 m/s gas 
inflow velocity case. The particle opacity is proportional to the 
particle velocity magnitude allowing the raceway structure to 
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be visualised. Clear differences between the form of the 
raceway and dynamics within the raceway were observed for 
the differently shaped particles. 

The spherical particles behaved in a similar fashion to the 
full bed simulation, forming a voidage region and a short 
raceway. The average velocities of the particles in the raceway 
region were slightly less in this case than in the full bed. The 
maximum particle velocities were, however, approximately the 
same value (at 2.0 m/s) and the overall length of the raceway 
region was the same (at 0.1 m). Overall this shows that the 
slice model gives a good approximation of raceway formation 
at a greatly reduced computational cost. 
 The cuboidal particles have approximately the same 
raceway length as the spherical particles but a very different 
raceway form. The particles preferentially align face-to-face 
giving an angular, rather than smoothly elliptical, raceway. 
This effect also causes the voidage region to end in a set of 
densely packed particles, aligned at approximately 30° to the 
vertical. The cuboidal particles also have a secondary smaller 
circulation region under the gas stream. 
 The prolate particles form two smooth elliptical rotation 
regions, with a larger upper raceway around the same length 
as the cuboid raceway length. Particles within the voidage 
region travel with their long axis aligned to the flow vector. 
This is expected from drag minimisation, as the particles tend 
to align to minimise their projected area in the flow direction. 
At the end of the voidage region particles impacting the bed 
experience torques tending to rotate them upward, causing a 
near-vertical alignment of the particles. 
 The oblate particles give the largest and most active 
raceway at a gas inflow velocity of 80 m/s. The bed shows 
lateral fluidisation and the path-lines of the particles do not 
follow a closed circuit. Particles circulate within a region 
away from the inflow, but new particles are also being drawn 
in from the bulk of the bed just above the inflow. At the end of 
the voidage region particles experience collisional torques 
tending to rotate them vertically, in the same manner as the 
prolate particles. 
 

 Figure 7 - Cross section of particle bed for different particle shapes 
at 80 m/s gas inflow velocities at t = 0.30 s. Approximate particle 
alignment axes are shown as solid lines at the end of the voidage 

regions. 

Particle dynamics within the raceway  

From the simulations at differing flow velocities we have 
observed common features of the form of the raceway 

independent of particle shape. These forms can be 
approximately grouped in four categories, depending on the 
inflow velocity. These are, in order of increasing inflow 
velocity: 
 

A. A small voidage region adjacent to inflow with no 
particle circulation. This is shown in Fig. 5 for the 60 
m/s inflow velocity case. 

B. An approximately elliptical circulation region above 
the inflow, along with a slightly larger voidage region. 
This is shown in Figs. 6 and 7 for the 80 m/s spherical 
particle cases. 

C. Two circulation regions, with a second smaller 
circulation region below the inflow, along with a 
corresponding increase in the size of the voidage 
region. This is shown for the cuboids and prolate 
ellipsoids in Fig. 7 and the spheres in Fig. 6 for the 
100 m/s case. 

D. Lateral fluidisation of the bed giving a circulation 
region inside the bed, away from the inflow, along 
with a fast-moving plume of particles within a long 
voidage region. This is shown in Fig. 5 and 6 for the 
120 m/s case, and Fig.7 for the oblate particles.  

Table 2: Category of dynamics observed for varying particle shape 
and inflow velocity, along with average packing fraction measured for 

initial beds with no inflow. 

 Spheres Cuboids Prolate Oblate 

 vin = 60 m/s A A A B 

vin = 80 m/s B C C D 

vin = 100 m/s C D D D 

vin = 120 m/s D D D D 

Packing 
fraction 

0.64 0.73 0.70 0.69 

 
The category of dynamics observed in all simulations are 

given in Table 2. Spheres show the full range of dynamics, 
whereas cuboidal and prolate skip the intermediate single 
circulation region stage as the gas inflow velocity is increased 
from 60 m/s to 80 m/s. Oblate particles show the largest 
sensitivity to the inflow velocity, laterally fluidising at a much 
lower velocity than the other particle shapes. 

 

 

Figure 8 – Turbulent viscosity superimposed over particle beds at t = 
0.30 s for 80 m/s gas inflow velocity. 
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From these simulations it is clear that the particle shape 
has a significant effect on the shape of the raceway and the 
behaviour of the particles in the raceway. The observed 
fluidisation behaviour is similar to dynamics in fluidised and 
laterally driven beds of non-spherical particles (Hilton et al. 
2010, 2011). Cuboidal and prolate particles are found to have 
a lower fluidisation velocity than spherical particles, and 
oblate particles have a much lower fluidisation velocity than 
cubical and prolate particles. This behaviour arises due to two 
causes. The first is due to the packing density of the non-
round particles, which is much greater than for spherical 
particles, causing a corresponding increase in the pressure 
gradient across the bed. The average packing fractions 
measured for the initial beds with no inflow are also given in 
Table 2. The second cause is the effect of the average particle 
area incident to the gas flow field. Oblate particles have the 
greatest net projected area, followed by prolate particles. 
Cuboidal particles have a similar projected area to spherical 
particles. Oblate ellipsoids have the greatest average area 
incident to the flow along with a larger packing density, and 
hence experience the greatest drag forces compared to the 
other particle shapes. This corresponds to the low velocity 
required to laterally fluidise the bed, compared to the other 
particle shapes.  

The turbulent viscosity of the gas is shown in Fig. 8, 
superimposed over the particle bed for a gas inflow velocity of 
80 m/s. The viscosity, given by Eq. (9), corresponds to regions 
of high strain rate in the gas within the bed. The oblate particle 
bed shows the greatest turbulence around the end of the 
voidage region. This is caused by an interesting effect due 
entirely to the particle shape. The particles preferentially lie 
horizontally after the filling of the bed, but are rotated into the 
vertical when driven to the end of the voidage region by the 
imposed gas flow. Alignment can clearly be seen in the prolate 
particles surrounding the end of the voidage region in Fig. 8. 
This causes the end of the voidage region to form a solid, 
packed plug composed of particles with the maximum possible 
projected area to the flow. This effect greatly enhances the 
horizontal fluidisation within the bed and causes the high gas 
strain rates. It is also highly likely that this effect is 
responsible for the creation and maintenance of the densely 
packed “bird’s nest” region which has been found 
experimentally just outside the voidage region. 

CONCLUSION 

 Three dimensional simulations of raceway formation in 
beds of shaped particles with a LES turbulence model have 
been carried out. The form and dynamics of the raceways were 
compared for four types of particle shapes. From these 
simulations, different types of raceway form were observed, 
which are common to all particle shapes investigated. Similar 
raceway forms have been observed in experimental studies 
including Nakamura et al. (1977) (category B or C) and 
Chung et al. (1996) (category D) as well as computational 
models including Xu et al. (2000) (category A and B), Yuu et 
al. (category D),  Umekage et al. (category D) and Mondal et 
al. (2005) (category B or C). Raceway dimension found in the 
simulations closely match the dimensions found in each of 
these studies. However, few of these studies have shown the 
transition between different categories of raceway behaviour. 
Our simulations have shown that the form and dimensions of 
the raceway are both highly dependent on the gas inflow 
velocity. 
 Particle shape is also crucial to the form and the dynamics 
within the raceway. Generally, non-spherical particles undergo 
lateral fluidisation at a lower velocity than spherical particles. 
This is due to both a higher packing density and an increased 
average surface area incident to the flow in beds of these 
particles. Oblate, flat particles undergo strong lateral 

fluidisation and form a long plume with a detached circulation 
region (category D) at the lowest inflow velocity of all the 
particle shapes considered here. The oblate particles also form 
a dense, aligned, packing surrounding the end of the voidage 
region. The large particle area incident to the flow increases 
the pressure gradient over this region and enhances the lateral 
fluidisation of the bed. 
 This study opens a range of possible avenues for potential 
future investigations. A mono-disperse particle distribution 
was used here to reduce the parameter space of the study, but 
it is likely that poly-dispersity in the granular material would 
affect the form of the raceway. Furthermore, granular pressure 
from the upper bed, which was restricted to a height of 1 m 
here, has been shown to influence raceway formation (Mondal 
et al., 2005). Future studies will investigate both the influence 
of poly-dispersity and bed pressure on the dynamics and 
formation of the raceway. Our study has clearly highlighted, 
however, the inability of simple spherical particle models to 
adequately resolve the complex granular dynamics of such 
systems. These findings are of interest from both a 
fundamental point of view, in understanding fluid-gas flow 
interaction, as well as for design optimisation strategies for 
practical lateral gas-injection applications. 
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ABSTRACT 
Airborne dust is a major concern in industrial processing 
plants, as long term exposure can result in occupational lung 
diseases as well as systemic intoxication. Even low exposure 
levels have been linked to a wide range of diseases. 
Furthermore, dust is a widespread environmental contaminant. 
Dust prediction methods for modelling dust generation and 
dispersal are therefore of significant importance in industrial 
processing. We present a coupled Discrete Element Method 
(DEM) and Navier-Stokes computational model to predict 
dust dispersal within a typical industrial conveyor transfer 
chute assembly. The dust concentration is modelled as a scalar 
field transported in the surrounding air. The dust 
concentration is advected and diffused by the coupled Navier-
Stokes gas solver, allowing concentration levels within and 
around the assembly to be predicted. 

Keywords: DEM, Finite volume method, dust, conveyor 
chute  

NOMENCLATURE 
Greek Symbols 
ε  voidage fraction 
ηg  gas viscosity 
κ  dust flux constant 
µ  particle friction 
ρg  gas density 
ρp  particle density 
ρb  bulk particle density = (1-ε)ρp 
τ  stress tensor 
χ  empirical pressure correction factor 
ω  particle spin vector 
 
Latin Symbols 
C  particle damping coefficient 
CD  particle drag coefficient 
d  particle diameter 
F  particle force 
Fd  dust flux 
f  particle to gas coupling body force  
g  gravitational acceleration 
I  particle moment of inertia 
k  particle spring constant 
L  system length scale 
m  particle mass 
p  pressure 

ps  static pressure 
S  dust source 
T  particle torque 
u   interstitial gas velocity 
u′   superficial gas velocity 
ur   relative velocity = u′ - vi  
v   particle velocity 
V  particle volume 
δx  particle overlap 

INTRODUCTION 
Dust is a significant contaminant, both environmentally 

and for specific industrial settings, such as plants processing 
or handling granular materials. Types of dust found in 
processing plants include mineral dusts, such as coal and 
cement, metallic dusts, organic dusts, such as flour and cotton, 
and biological dust, such as mould and spores. Naturally 
occurring dusts include pollen, volcanic ash, and fine sand in 
sandstorms. Dust can be a significant health hazard. Fibrous 
dusts, such as asbestos and carbon fibre, are renowned for 
their detrimental effect on heath. Other types of dust directly 
cause health problems through overexposure, such as hard 
metal dusts, which may lead to diffuse pulmonary fibrosis, or 
dusts containing free crystalline silica, which causes the fatal, 
eponymous, disease silicosis. Even substances classified as 
innocuous may accumulate in the lungs into masses too large 
to be cleared through normal means. This process, known as 
‘dust overload’ has been suggested as a precursor to tumour 
formation (Morrow 1992), leading to revised standards for 
these substances (WHO, 1999).  

Dust pollution is also a significant concern to industrial 
operators, particularly in mines, bulk materials and mineral 
processing plants. Dust pollution can lead to revocation of the 
license to operate, regulatory difficulties in obtaining plant 
expansion approvals and heavy fines. Dust also presents a 
significant fire hazard as many fine particulates, especially 
organic and metallic powders, can burn. Rapid combustion of 
airborne dust is a significant explosion hazard. 

Due to these major health and operational factors, 
modelling dust flow and contamination within processing 
plants should is a prime concern. Most models to date have 
been formulated by geophysics groups to simulate aeolian 
sand and sediment transport. Soil erosion, leading to dust 
formation, is a major problem, and many geophysical models 
include dust as a parameter (Gregory et al. 2004). Models 
directly predicting dust concentration rates include Harris et 
al. (2008, 2009), who use a Monte-Carlo technique to 
generate concentration profiles. The mean wind profile is, 
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however, considered fixed in their approach, and the simple 
geometry makes it unsuitable for industrial modelling 
applications. Li et al. (2008) give a two phase formulation, for 
a solid granular material phase and gas phase. Their method is 
compared, with good results, to experimental data, although 
the exact method of comparison used is unclear as the model 
is two-dimensional. Scott et al. (1995) give a theoretical 
model for saltation, finding that including the effects of 
saltation did little to change a simple power law form for 
suspended particle density derived by Budd (1966). 

Particles transported by a gas fall into one of three 
transport modes depending on their size. These are 
suspension, saltation and creep. Particles in suspension 
constitute dust, and are the smallest particles in the system, 
with a diameter ~50 µm or smaller. At this size drag forces can 
balance gravitational forces, giving the particles long settling 
times. It should be noted that the actual particle diameter does 
not fully describe the state of the particle when airborne, so a 
more stringent limit is the particle aerodynamic diameter, 
defined as ‘the diameter of a hypothetical sphere of density 
1000 kg/m3 having the same terminal settling velocity in calm 
air as the particle in question, regardless of its geometric size, 
shape and true density’ (WHO 1999). At this upper limit, 
particles have a reasonably short settling time: a particle with 
aerodynamic diameter of 50 µm has a terminal velocity of 0.07 
m/s. Dust contains particles down to micron sizes, however, 
where the terminal velocity is practically zero and the particles 
can be regarded as staying indefinitely airborne. 
 

 

Figure 1 – The three transportation modes of particles in a 
gas: flow, creep, saltation and suspension. The bulk of 

suspended particles are ejected from the bed due to splash 
from saltating particles. 

Saltating grains belong to the next size category. The 
motion of these grains are short parabolic jumps across the 
surface of the particle bed, as they get entrained by turbulent 
eddies near the surface of the bed, thrown upwards and fall 
back under gravity. A very important process is splash, where 
saltating particles knock other particles into the air on impact. 
The steady fall of saltating particles onto the surface of the bed 
is known as saltation bombardment. Crucially this, and not 
aerodynamic lift, is responsible for lofting smaller particles 
into the air to make up the suspended dust layer. This is due to 
the fact the cohesive forces dominate over lift forces at small 
particle sizes, and these cohesive forces are easily broken by 
the larger impacting grains (Shao et al. 1993). The correct 
understanding of saltation bombardment is therefore critical to 
correctly modelling dust formation. The final category is that 
of creeping particles. These are particles which roll along the 
surface of the bed, being too heavy to lift through 
aerodynamic forces. These particles have no effect on the 
saltating or suspended layers.  

This sub-division into the three types of granular motion 
was first proposed by Bagnold in his seminal work on wind-
driven granular motion (Bagnold, 1941). Bagnold gave the 

dust emission flux (with units kg/m2s) from the surface of the 
bed, Fd, as  Fd  ∝ u*3, where u* is the bed shear velocity. The 
direction of the flux vector is orthogonal to the velocity 
vector. Although more complex models exist, it has been 
shown that this simple relation holds even when factors such 
as the saltation layer are taken into account (Scott et al. 1995). 
The relation was investigated experimentally by Shao et al. 
(1993), who confirmed the dependence on u*3 and gave a 
relation for dust flux emission, which we use in the model 
presented here. As their experimental findings are used for our 
computational model, we give a brief summary of their 
methodology and results. 

Shao et al. (1993) carried out experiments using a wind 
tunnel with a rectangular cross section 1.15 m wide, 0.9 m 
high and of total length 6 m. Vertical dust collectors were 
located at the end of the wind tunnel. The granular material 
used in their study was red sand with a median particle 
diameter of 200 µm and the dust component was loose kaolin 
clay, with an average diameter of 2 µm. Three experiments 
were carried out. The first consisted of a ‘pure dust’ 
configuration in which a layer of kaolin clay 3 m long and 2 
cm high was deposited 3 m from the dust collectors. The 
second consisted of a ‘bombardment’ configuration in which a 
1 m long layer of sieved 210-530 µm diameter red sand was 
deposited upwind of a 2 m long layer of kaolin clay. This was 
designed to allow wind to pick up the larger particles, which 
would bombard the dust layer. The third consisted of a 
‘mixed’ configuration where a layer of mixed, un-sieved, red 
sand and kaolin clay, with a 2:1 sand to dust ratio, was 
deposited in a 3 m long layer. The wind tunnel was run at four 
different wind speeds from 8.3 to 12.9 m/s. 

For the ‘pure dust’ configuration, a rapid increase in dust 
flux at the start of the experiment was found, followed by an 
exponential decrease. The dust flux became negligible after 
around 200 s from the start of the experiment for all wind 
speeds. The experiment shows that aerodynamic forces alone 
cannot sustain a dust flux, and the initial dust flux was caused 
solely from a very small percentage of very loose particles 
removed from the top of the deposited bed. The remainder of 
the dust, below this loose layer, remains attached together as a 
fixed bed due to inter-particle cohesive forces. 

In contrast, the ‘bombardment’ configuration gave 
sustained dust fluxes over the duration of the experiment many 
times higher than the initial dust fluxes found in the ‘pure 
dust’ configuration. For the two lowest wind speeds used, 8.3 
and 9.8 m/s, the dust flux was constant over the entire nine 
minutes of experimental time. For the higher wind speeds the 
fluxes were constant until a rapid fall-off occurred at the end 
of the experiment. This was due to the supply of source 
material being used up, showing that the dust flux was limited 
by experimental conditions, rather than physical factors. The 
experiment confirmed that bombardment was the primary 
source of dust production. Furthermore, the experiment also 
showed that over short timescales the dust flux is constant and 
depends only on the relative wind speed. 

The mixed configuration gave results similar to the ‘pure 
dust’ case, in which an initial dust flux exponentially fell to a 
negligible value over around 100 s. Similar results were 
reported with a mixture of ratio 1:1 sand to dust. The authors 
ascribe this to the sand particles being coated with dust 
particles, reducing the coefficient of restitution, and hence 
effect of saltation bombardment. The authors state that a much 
higher ratio of sand to dust would be required to give the same 
dust fluxes as the ‘bombardment’ configuration. Although 
mixtures with these ratios of 1:1 or 2:1 sand to dust are 
common in geophysical settings, they are uncommon in the 
industrial systems to which our method will be applied. The 
systems of interest have a much lower proportion of dust than 
granular material, so the findings from the ‘bombardment’ 
configuration can be used. 
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Shao et al. (1993) gave the following expression for the 
dust flux Fd from a fit to the experimental data values: 

L

k r
d

832.2
u

F =  (1) 

where ur is the relative bed-gas velocity, L is a stream-wise 
length scale and: 

3.880.001ek -=  (2) 

Their findings confirm Bagnold’s hypothesis that the dust 
emission flux Fd  ∝ u*3 (their expression for the total flux, 
which was the subject of Bagnold’s hypothesis, shows an even 
better match with Ft  ∝ ur

2.926). In our model we make the 
assumption that the exponent is simply 3, in accordance with 
Bagnold’s findings. 

COMPUTATIONAL FORMULATION 

Discrete Element Method 

We use the Discrete Element Model (DEM) to simulate 
the granular dynamics of the large particles within the system. 
These include the particles which make up the fixed bed and 
the creeping particles. DEM is a Lagrangian formulation, first 
given by Cundall and Strack (1979), in which the positions 
and velocities of each particle is updated according to a set of 
force relations at each time step. The forces include a 
collisional force, Fc, which is determined from the overlap 
between neighbouring particles. This force is the sum of a 
normal force Fn and a tangential force Ft. The normal force is 
determined from the particle overlap •x and relative normal 
velocity vn using a linear spring, dashpot and slider 
approximation: 

nnnN Cxk vF +−= δ  (3) 

where kn is the spring stiffness, which determines the 
maximum particle overlap  and Cn the normal damping 
coefficient, which gives the required coefficient of restitution. 
The maximum overlap is set to ~0.1% of the particle diameter 
in our simulations. The tangential force is determined from a 
Coulomb friction limit and the relative surface tangential 
velocity between neighbouring particles vt: 

{ }∫ += ttttnt Cdtk vvFF ,min µ  (4) 

where µ is the coefficient of friction, kt the tangential spring 
stiffness and Ct the tangential damping coefficient. The linear 
and angular acceleration for each particle is numerically 
integrated to give the particle velocity and spin at each time 
step. These relations, for a particle i, are given as: 
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where m is the particle mass, FD is the drag force from the gas 
on the particle and FP the gas pressure gradient over the 
particle. These are given in the next section. The moment 
balance gives the rate of change of spin, • , for a particle with 
moment of inertia I experiencing a rotational collisional force 
TC and Stokesian rotational drag TD, which is also given in 
the next section. DEM has been applied and validated for a 
wide range of industrial processes (Cleary, 2004, 2009). 

CFD Formulation 

 We use the Navier-Stokes equations for gas flow through 
a porous bed to simulate the global wind velocity within and 
over the particle bed. The Navier-Stokes equations in a porous 

media were derived by Anderson and Jackson (1967), and 
given by Kafui (2002) in a ‘pressure gradient force’ form as: 
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where • is the bed porosity, • g is the gas density, u the 
interstitial gas velocity, •  is the stress tensor and fgp is the 
force on the gas from the particles. These can be re-formulated 
for the superficial gas velocity, u′ = •u, and assuming the gas 
density is constant. In this application, the distributed dust 
within the gas phase is assumed to have a negligible effect on 
the gas density. This gives constitutive relations which can be 
used with incompressible flow methods, which are much less 
computationally expensive. The set of constitutive relations 
become: 
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where • ′ is the local stress tensor for the superficial velocity, 
given by: 
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and •  is the gas viscosity. The solution is integrated in time 
using a variation of the pressure correction method with Eq. 
(7) as a source term (Hilton et al. 2010, 2011).  

These gas flow equations are discretised onto a Cartesian 
grid, with velocity and forces defined on cell vertices and 
pressure, turbulent viscosity and voidage defined at cell 
centres. Finite difference stencils are used for the upwind 
terms, and incompressibility is enforced using a variation of 
the pressure correction method. Time integration is carried out 
using a second-order Runge-Kutta method. 

Continuum dust model 

The particles making up the saltation layer are not 
modelled as their influence on the system only manifests in the 
production of the dust flux. The dust, or suspended, layer is 
modelled as a continuum density distribution. The settling 
time of dust particles is considered much longer than the 
simulation time, so it is assumed that the dust remains 
airborne once produced. As the dust mass is conserved, the 
dust density field, • d, obeys the Reynolds transport theorem 
over a control volume • : 

∫∫∫
ΩΩ∂Ω

Ω+Ω∂⋅′−=Ω Sdd
dt
d

dd uρρ  (12) 

Application of standard techniques for continuity equations of 
this type results in: 

S
t d
d +∇⋅′−= ρ

∂
∂ρ

u  (13) 

where the assumption that the velocity field is incompressible 
has been used. Dust therefore is passively advected within the 
system by the superficial velocity field. 
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The source term is determined from Eq. (1) by assuming 
all dust produced in a time-step remains within the 
computational cell containing the source. This is reasonable as 
the CFD calculation is governed by a Courant–Friedrichs–
Lewy condition, so no terms can be advected more than one 
computational cell per time-step. Mass flux into a 
computational cell is given by:  

tL

h
F d

d ∂
∂

=
ρ

2

3

 (14) 

where h is the grid resolution. The rate of change of dust 
density, and hence source term, is given from Eq. (1), with 
approximation that the exponent is 3, by: 
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where the length scale is chosen as the average particle radius, 
r, as it must be self-similar over the bed and be independent of 
the computational CFD parameters. Eq. (15) is only applied in 
cells which contain DEM particles. 

The relative velocity, ur, is calculated as the difference 
between the superficial and DEM particle velocity, ur = u′ - vi. 
Each particle in a computational cell contributes to the total 
source term using Eq. (15). If a particle overlaps multiple 
computational grid cells, the total source for the particle is 
divided amongst the spanning cells. Each overlapping cell is 
updated with the source term multiplied by the fraction of 
particle within the cell. This ensures that the dust source term 
is accurately divided over the bed. 

DEM and CFD coupling 

The gas drag is the dominant coupling force on the 
creeping and bed particles. As suspended particles are 
modelled using a continuum approach, the Saffman (shear) lift 
force and the Magnus (rotational) lift force are neglected. The 
drag force is given by: 

uuF ′′= −χερπ 22
gDD Cr  (16) 

where CD is the drag coefficient and •  is a correction from Di 
Felice (1994) for the drag in multi-particle systems, given by: 

( )2Relog5.15.065.07.3 −−−= eχ  (17) 

 The drag coefficient was taken from Holzer et al. (2008), 
based on correlations to experimental data: 

42.0
Re
27

+=DC  (18) 

where the particle Reynolds number for a particle of diameter 
d is Re = d • g | u′|/• . The particles also have a Stokesian 
rotational drag, given by: 

rD d•T πη=  (19) 

where the relative spin • r = 0.5 (∇×u′) - • p and • p is the 
particle spin. The body force from the gas on the particles is 
given by: 
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where n is the number of particles in the cell volume V. The 
body force is distributed in a similar manner to the distribution 
of the dust source term. This term is divided amongst cells 
spanning a particle using a weighting from the fraction of 
particle within the spanning cells. 

RESULTS 

Dust bed 

 As a first test case, the dust model was applied to a 10 cm 
× 10 cm bed of 1 mm diameter spherical particles, filled to a 
depth of 3 mm. This set up is shown in Fig. 2, and was chosen 
to model wind blowing over a flat bed of particle to show the 
ability of the method to simulate dust pick-up and 
concentration. The 1 mm DEM particles represent the 
creeping particles in the system, saltating particles are not 
directly simulated, as they produce of the dust, and the dust 
itself is modelled as a scalar field using Eq. (13). The 
properties for the particles and gas used in the simulations are 
given in Table 1. The boundary conditions were periodic in 
the x and z directions for both the gas flow and the particles. 
The particles were subject to a solid boundary, and the fluid 
was subject to a zero no-slip velocity boundary condition in 
the lower y-direction. 

Table 1: Simulation parameters for dust bed model 

Parameter  Value 

Gas viscosity ηg 1.8×10-5 Pa 

Gas density ρg 1.2 kg/m3 

Particle density ρg 2700 kg/m3 

Particle friction µ 0.5 

Particle coefficient of restitution e 0.25 
Particle diameter d 1 mm 
Grid resolution h 2 mm 

 

 

Figure 2 – Dust bed test set up with applied pressure gradient 
in the x –direction. 

  A gas pressure gradient was applied over the bed to 
provide the wind velocity. The pressure gradient was imposed 
by splitting the system pressure into a fluctuating and steady 
part, p = pf + ps. From Eq. (10) this gives: 
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such that the gradient of ps gives a driving pressure gradient. 
This can easily be applied as a gas body force along with 
gravity, and is transparent to the periodic boundary conditions. 
Two cases with different pressure gradients were imposed, ∇ps 
= 6 Pa/m and ∇ps = 12 Pa/m. These represent the upper and 
lower ranges of the pressure gradients which were found to 
give creeping grains in this set-up. Below 6 Pa/m the grains 
were found to remain stationary, and above 12 Pa/m the 
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majority of the grains were airborne and filled the entire 
domain in a dilute state.  

The simulations are shown in Fig. 3 for the ∇ps = 6 Pa/m 
case and Fig. 4 for the ∇ps = 12 Pa/m case. The dust density is 
shown as a coloured translucent field overlaying the particle 
bed. For the ∇ps = 6 Pa/m case, the upper layer of the particle 
bed started moving approximately 0.9 s into the simulation. At 
this time the average gas velocity over the particle bed was 4.2 
m/s. Only a thin layer of dust was generated, adjacent to the 
top of the particle bed. Soon after the initiation of bed motion, 
at around 1 s, small ripples formed in the bed. 
 

 

Figure 3 – Particles and dust density, shown as a translucent 
coloured field, for ∇ps = 6 Pa/m from initiation of bed motion 

at t = 0.9 s to t = 1.30 s  

 Ripples are precursors to dune formation, and form 
through particle drag and collision, rather than deposition of 

particles. They have a reversed profile compared to large scale 
dunes, with a steep downwind face and a shallow upwind 
slope. These act as an effective dust source, filling the region 
from their crest downwind to the next ripple. The ripples 
rapidly grew into larger ripples the length of the domain  (in 
the z-direction) by 1.2 s. The formation of these ripples broke 
the vertical symmetry of the system, and caused vertical 
mixing of the dust into gas. Long- lasting striations in the dust 
layer appeared, which were caused by the underlying ripple 
dynamics in the bed below. 
 

 

Figure 4 - Particles and dust density, shown as a translucent 
coloured field, for ∇ps = 12 Pa/m from initiation of bed 

motion at t = 0.3 s to t = 0.7 s 

The ∇ps = 12 Pa/m case showed very similar dynamics to 
the ∇ps = 6 Pa/m case. Bed motion was initiated earlier, at 0.3 
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s into the simulation, but at the same gas velocity of 4.2 m/s. 
The particle bed formed long ripples orthogonal to the wind 
which grew vertically from the bed, rather than from smaller 
ripples merging together. The overall height and form of the 
dust layer is similar when compared to the ∇ps = 6 Pa/m case, 
although the maximum density of dust is higher in the ∇ps = 
12 Pa/m case. This behaviour is expected as the form and 
height of the dust bed is a function of vertical mixing of the 
dust with the gas near the bed. As the overall ripple heights 
are the same in the two simulations the mixing, and hence the 
height of the dust layer, is the same. The dust flux is, however, 
proportional to the cube of the relative velocity between the 
bed and gas and is much higher in the ∇ps = 12 Pa/m case, 
giving a correspondingly greater maximum dust flux. In both 
cases the entire bed was covered by dust within 0.3 s of the 
initial bed movement. 
 

 

Figure 5 – Average relative velocity and integrated density 
plotted against time for ∇ps = 6 Pa/m and ∇ps = 12 Pa/m.  

 The dust density and average relative velocity are plotted 
against time in Fig. 5 for both simulations. The density in Fig. 
5 was integrated vertically over a control volume the height of 
the simulation domain with dimension h in the x and z 
directions. The velocity average was calculated using this 
same control volume. The relative velocity in both simulations 
rose smoothly until bed motion was initiated at approximately 
0.9 s for the ∇ps = 6 Pa/m case and 0.3 s for the ∇ps = 12 
Pa/m case. Bed motion in both cases started at the same 
relative velocity of approximately 3 m/s. After this initial bed 
movement the relative velocity rose and settled around an 
average steady state velocity of  3.5 m/s for both case. The 
vertically integrated dust density rose exponentially before the 
initial bed motion, before settling to an approximately linear 
increase with time. The slope of this line is the average 
emitted dust flux, Fd. The linear trend showed that the dust 
flux was constant for an approximately steady-state velocity 
field, as expected from Eq. (1).  

Industrial conveyor chute 

The dust model was applied to a large scale industrial 
conveyor chute system. The system is shown in Fig. 6, and 
consists of two conveyors transferring granular material 
through a drop of approximately 4 m and a turn of 90 degrees. 
The top conveyor tips material onto a spoon, where it is 
picked up by the second, lower, conveyor. The entire upper 

assembly is enclosed within a head box, and the lower spoon 
is also covered. The relative motion in this case is between the 
moving particles and the stationary gas field, unlike the dust 
bed test case where the (initially) stationary particles were 
driven by the gas. Eq. (1) therefore still holds in this case, as it 
is dependent only on the relative velocity between the 
particles and gas. No expression similar to Eq. (1) exists for 
vertical particle motion, so Eq. (1) is assumed to hold at all 
orientations, in lieu of any further information. 
 

 

 

Figure 6 – Industrial chute system consisting of two 
conveyors at right angles transferring granular material over a 

drop of approximately 4 m. The lower pictures shows the 
assembly without the head box. 

Table 2: Simulation parameters for dust bed model 

Parameter  Value 

Gas viscosity ηg 1.8×10-5 Pa 

Gas density ρg 1.2 kg/m3 

Particle density ρp 2700 kg/m3 

Particle friction µ 0.5 

Particle coefficient of restitution e 0.5 
Particle diameter d 3 - 4 cm 
Grid resolution h 5.55 cm 

 
 Simulations were run to predict the dust distribution 
within the head box and spoon cover. The creeping granular 
material was modelled using spherical particles from 3 – 4 cm 
in diameter, which were introduced using an inflow just above 
the upper conveyor. The parameters used for the particle and 
gas in the simulations are given in Table 2. Solid boundaries 
in the simulation were imposed using a zero-velocity no-slip 
condition on the gas velocity field. This was imposed by 
testing whether any of the geometry, which was made up of 
triangular elements, intersected with any of the computational 
grid cells. If so, the cell was marked and a zero velocity 
condition was imposed on the gas flow field at each time step. 
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Figure 7 – Particle flow through a conveyor transfer chute 
from t = 2 s to 5 s generating dust. The dust density is shown 
as a translucent coloured field, . The head box is not shown 

for clarity. 

The dust density distributions for the simulations are 
shown in Fig. 7. The head box is not shown in Fig. 7, to aid 
visualisation of the dust density distribution within the 

assembly. Minimal amounts of dust were created by the 
transportation of the material along the belt as gas was 
dragged along at approximately the same speed as the 
particles, giving a relative velocity close to zero. 

High dust densities were found to occur within the chute, 
as the granular material freely fell from the upper conveyor 
onto the spoon below. The regions of highest density within 
the chute were found at two locations, marked ‘A’ and ‘B’ in 
Fig. 7 and Fig. 8.  

 

  

Figure 8 – Gas streamlines at t = 4 s showing flow separation 
between gas and particles in regions of high dust density. 

The first location, ‘A’ was above the stream of particles, 
just after the end of the upper conveyor. The gas formed a 
vortex within the head box, drawing dust up from the falling 
particle stream. This vortex also confined the dust drawn from 
the particle stream inside the head box. The second location, 
‘B’, was under the lip of the upper conveyor and occurred due 
to the particle stream overtaking the gas, which slowed due to 
confinement within the head box. The gas advected dust from 
the particle stream into a static dust cloud around ‘B’. Region 
‘B’ also experienced a high rate of dust production due to the 
large relative velocities between the gas and particles. 

Fig. 9 shows a close up of dust production within the 
lower spoon region. Both the head box and spoon cover are 
not shown. The rate of dust generation here was much higher 
than other locations due to two factors. The first was due to 
backflow from the gas, which was confined by the spoon and 
spoon cover. The second was the high deceleration of the 
particles as they impacted the spoon. Both these mechanisms 
created a high relative velocity between the particles and gas, 
and hence a high rate of dust production. The rapidly falling, 
diffuse, particle stream also created highly transient gas 
velocities within the spoon, causing very effective mixing of 
the dust with the surrounding gas.  

Dust escaped the system through the gap between the 
lower edge of the spoon cover and the particle bed on the 
lower conveyor. This location is marked ‘C’ in Fig. 7. A 
significant quantity of dust is transported out through this gap. 
At t = 6 s, the average dust concentration within the spoon is 
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0.1 kg/m3, and the average dust concentration just outside at 
point ‘C’ is approximately 0.05 kg/m3. The spoon cover 
therefore does not act as an effective dust barrier in this 
application. 

 

  

Figure 9 – Close up of particles and dust density within spoon 
from t = 3 s to t = 5 s. The head box and spoon cover are not 

shown for clarity. 

CONCLUSION 
A physically realistic dust model has been developed 

based on an empirical expression for dust flux, given by Eq. 
(1). This flux expression, along with the assumption that the 
dust remains suspended, allows the dust be regarded as a 
scalar density field. The field obeys an advection equation 
derived from the Reynolds transport theorem, given by Eq. 
(13). The model was incorporated into a combined DEM and 
CFD gas–particle computational method and applied to two 
systems. The first was a test case of a flat particle bed with an 
imposed horizontal gas pressure gradient. The full range of 
dynamics of the particle bed, from ripple formation to bed 
motion, was simulated. The dust model predicted the spatial 
dust distribution over the bed and correctly gave a constant 
dust flux for an approximately steady state velocity field. 

The second system was an industrial conveyor chute 
transfer system. The model showed that the highest 
concentration of dust occurs where flow between the particle 
stream and gas field separate, which advects dust from the 
bed. The regions of highest dust production were found in 
areas of high relative velocity between the gas and particles. In 
this case, the region between the spoon and spoon cover had 
the highest rate of dust generation due to the rapid 
deceleration of the particles and strong counter-flow in the 
confined gas. 

We have shown that this model can be used to predict 
dust production in large-scale industrial devices. This will  
allow optimisation of these devices to minimise dust pollution 
and hence health risks. The model also has a wide range of 
application in other areas such as modelling of aeolian 
dispersal of environmental dust and contaminants. 
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ABSTRACT 

In this contribution we address the predictive performance of 
one class of Computational Multi-Fluid Dynamics (CMFD) 
methods for stratified, slug and annular flow regimes in 
horizontal pipes, with and without droplet entrainment. Within 
the Interface Tracking Techniques concept, use is made of the 
Level Set method to track free surface flows, combined with 
the Very-Large Eddy Simulation (VLES) approach to cope 
with turbulence. We will first discuss new results of transition 
from stratified to slug flow, which agree well with the data. 
We will then present other results of droplet entrainment in a 
stratified flow with lower water cut, which has long been 
tackled with lump-parameter models based on heuristic 
correlation for entrainment rates. While turbulence in these 
flows has long been addressed using RANS, we will show that 
other approaches are needed and are mature enough to be 
employed as viable alternatives to statistical approaches, 
including the filter-based approach, also known as VLES.  
 

Keywords:  VLES, Stratified Flow, Slug Flow, Entrainment 

INTRODUCTION 

Gas-liquid flows appear in various industrial processes 
and in the petroleum industry in particular, where 
mixture of gas with associated liquids (light and heavy 
components of oil, solid particles, hydrates, condensate 
and/or water) are produced and transported together. 
During their co-current flow in a pipe the sheared 
interfaces acquires various characteristic topologies or 
patterns (Badie, 2000, Hewitt, 2005). Understanding the 
transition from stratified flow to slug flow is important 
in hydrocarbon transportation systems, and as such it 
has constantly stimulated the research in this direction 
(Valluri et al., 2008). Slug flow is a commonly observed 
pattern in horizontal and upslope gas liquid flows. The 
regime is associated with large coherent disturbances, 
due to intermittent appearance of aerated liquid masses 
that fill the pipe cross-section and travel downstream. 
This causes large pressure fluctuations and variations in 
flow rates, which may in turn affect process equipments.  
 
Earlier techniques for the prediction of slugs were based 
on various linear stability theories. The transition from 
stratified to slug flow regime has often been associated 
with the sudden growth of interfacial waves due to the 
Kelvin-Helmholtz instability (Taitel and Dukler, 1976; 
Barnea and Taitel, 1993), without accounting for wall 
shear and interfacial stress. The long-wave assumption 
is still adopted in the formulation of 1D lump parameter 
models, because it lends itself to integral momentum 

balance. Although the criteria for linear instability based 
on these theoretical investigations show good agreement 
with the data as to slug formation, the basic assumptions 
are still questionable (e.g. Lin and Hanratty, 1986).  
 
Besides slug formation, the stratifying annular flow 
regime occurs in pipeline transport systems of natural 
gas and condensates, too. In this regime the liquid layer 
flowing on the wall is subject to droplet dispersion in 
the gas core. From the flow assurance standpoint, it is 
essential to understand the relationship between the 
continuous liquid film around the periphery and the 
thicker liquid pool at the bottom of the pipe (Brown et 
al., 2008). Until recently, droplet entrainment rates have 
long been determined with lump-parameter models 
based on heuristic correlations. In this mechanism, 
droplets are entrained from the film at the bottom of the 
pipe and are transported towards the upper part of the 
pipe where they deposit and form a liquid film which 
drains downwards towards the bottom.  Thus, there is a 
process of continuous renewal and drainage of the film 
in the upper part of the pipe. Replenishment of the film 
by droplet deposition is then equal, in fully developed 
flow, to the deposition of the droplets on the surface 
(Anderson and Russell, 1970).  
 
Interface Tracking Methods (ITM) have proven robust 
and accurate in predicting interfacial flows (Lakehal, 
2008), revealing to some extent the occurrence events 
similar to KH-driven instabilities leading to sealing in 
pipe flows. We extend the prospect here by addressing 
slug formation and subsequent droplet entrainment. Use 
is made of ITM to bypass the limitations of phase-
average models, in particular as to interphase friction, 
combined with large scale, time-dependent simulation 
to better capture turbulence anisotropy and/or non-
homogeneity and its transient motion. This combination 
is arguably more interesting than using the two-fluid 
approach with k-ε model; this is now known as LEIS 
(Lakehal, 2010), short for Large Eddy & Interface 
Simulation, and is implemented in the CMFD code 
TransAT. LEIS could be used in conjunction with LES 
or VLES, short for Very-Large Eddy Simulation.  
 
We discuss in particular the results of two-phase flow 
transition to slug in a 37 m long pipe under turbulent 
flow conditions. The data are from the WASP facility of 
Imperial College (Ujang, 2003; Ujang et al., 2006). 
Then we present first results of droplet entrainment and 
detachment in a low-water-holdup stratified pipe flow 
under strong interfacial shear conditions. 

http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6V45-4PT0Y80-1&_user=791130&_rdoc=1&_fmt=&_orig=search&_sort=d&view=c&_acct=C000043379&_version=1&_urlVersion=0&_userid=791130&md5=3fb5a3ab5b25f2478881cc840d9efca1#bib31�
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MODEL DESCRIPTION 

Multiphysics Code TransAT© 

The CMFD code TransAT© of ASCOMP is a multi-
physics, finite-volume code based on solving multi-fluid 
Navier-Stokes equations on structured multi-block 
meshes. The grid arrangement is collocated and can thus 
handle more easily curvilinear skewed grids. The solver 
is pressure based (Projection Type), corrected using the 
Karki-Patankar technique for subsonic to supersonic 
compressible flows. High-order time marching and 
convection schemes can be employed; up to third order 
Monotone schemes in space. Multiphase flows can be 
tackled using (i) interface tracking techniques for both 
laminar and turbulent flows (Level Set, VOF with 
interface reconstruction, and Phase Field), (ii) N-phase, 
phase-averaged mixture model with Algebraic Slip, and 
(iii) Lagrangian particle tracking (one-to-four way 
coupling). As to the level set, use is made of the 3rd 
order Quick scheme for convection, and 3rd order 
WENO for re-distancing. Mass conservation is enforced 
using global and local mass-conserving schemes. 
 
TransAT uses the Immersed Surfaces Technique (IST) 
to map complex system components into a simple 
rectangular Cartesian grid (e.g. figure 1). Near wall 
regions are treated by BMR (Block-based Mesh 
Refinement), a sort of geometrical multi-grid approach 
in which refined grid blocks or manifolds are placed 
where adequate and solved. The connectivity between 
blocks can be achieved in parallel (MPI) up to 8-to-1 
cell mapping. The combination IST/BMR saves up to 
70% grid cells in 3D and allows for conjugate-heat 
transfer modelling and solid body motion (e.g. debris). 

On the VLES Strategy 

VLES (Labois and Lakehal, 2011) also known as filter-
based approach (Johansen et al., 2004) is based on the 
concept of filtering a larger part of turbulent fluctuations 
as compared to LES (as the name clearly implies). This 
directly implies the use of a more elaborate sub-grid 
modelling strategy than a zero-equation model like in 
LES. The V-LES implemented in TransAT is based on 
the use of k ε−  model as a sub-filter model. The filter 

width is no longer related to the grid size (~∆x); instead 
it is made proportional to a characteristics length-scale 
(Λ), which should be larger than (∆x), but necessarily 
smaller than the macro length-scale of the flow. 
Increasing the filter width beyond the largest length 
scales will lead to predictions similar to the output of 
RANS models, whereas in the limit of a small filter-
width (approaching the grid size) the model predictions 
should tend towards those of LES. V-LES could thus be 
understood as a natural link between conventional LES 
and RANS. If the filter width is smaller than the length 
scale of turbulence provided by the RANS model, then 
larger turbulent flow structures will be able to develop 
during the simulation, provided that the grid resolution 
and simulation parameters are adequately set (in 
particular regarding time stepping and the order and 
accuracy of the time marching schemes employed).  
 
For a more detailed presentation and a discussion on the 
values of the model constants, the reader can refer to 

Johansen et al. (2004) and Labois and Lakehal (2010). 
One of the key hypotheses in V-LES though is that the 
Kolmogorov equilibrium spectrum is supposed to apply 
to the sub-filter flow portion too. 

On the Interface Tracking Concept 

Interfacial flows refer to multi-phase flow problems that 
involve two or more immiscible fluids separated by 
sharp interfaces which evolve in time. Typically, when 
the fluid on one side of the interface is a gas that exerts 
shear (tangential) stress upon the interface, the latter is 
referred to as a free surface. ITM’s are best suited for 
these flows, because the interface topology is accurately 
resolved. When the exact shape of the interfaces is not 
relevant one may resort to phase averaged approaches, 
where separate conservation equations are required for 
each phase with appropriate exchange forces. Both 
formulations can virtually deal with interfacial flows, 
but not with the same precision. ITM’s are the 
cornerstone algorithms of the single-fluid formalism 
that solves a set of conservation equations with variable 
material properties (Lakehal et al. 2002). The strategy is 
rather accurate as it minimizes modelling assumptions.  

SLUG FORMATION IN THE WASP FACILITY 

Description of the Test  

 
Figure 1: Computational IST grid. The CAD file is immersed 
in a Cartesian grid. Air & water inflow are shown. 
 
The experiments were performed at the Imperial 
College WASP facility with the test section mounted 
horizontally. Gas and water were fed from two different 
entries perpendicular to the main pipe (Fig. 1). Slugs 
were monitored from close to the point where they were 
first initiated until they decayed or exited the pipe.  
Twin-wire holdup probes were used to monitor the 
liquid level at a series of locations along the pipe.  
 
Slugs were discriminated from large waves by 
measuring the velocity using cross correlation of the 

Air 

Water 
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outputs of successive probes (the waves travel at a 
lesser velocity that that of the mixture and slugs travel at 
a velocity higher than that of the mixture). The length of 
the stainless steel test section is 37 m and its diameter is 
77.92 mm, the pressure at the outlet is 1 atm, and the 
temperature is 25̊C. The liquid water is introduced 
below a stratification plate at the bottom of the test-line 
and the gas is introduced above it. The superficial 
velocities of the two phases (air and water) are: UsL = 
0.611 m/s and UsG = 4.64 m/s, respectively. 

Problem Set-up for CMFD 

Use was made here of the IST technique to mesh the 
pipe. The pipe CAD file was created using Rhinoceros 
software, and immersed into a Cartesian grid, as shown 
in Fig. 1. The 2D simulations were performed in a pipe 
of length 17m. The 3D simulations were performed in a 
shorter domain of 8m, consisting of 715.000 cells, then 
in a longer one of 16m, consisting of 1.200.000 cells. 
The simulation time for the 8m pipe simulation was 10 
days on a low bandwidth Dell PC (2 nodes x 4 cores; 
Open MP parallel protocol) for 20s real time, and 53H 
on a high bandwidth 18 nodes IBM multicore computer 
(OpenMP parallel protocol).  
 
The LEIS approach was employed here, with a filter 
width of 0.1D, combined with the Level-Set technique 
for interface tracking. Subscale modelling of turbulence 
was achieved with the k-ε model with filter width set 
equal to 0.1D (Labois and Lakehal, 2011). The inflow 
boundary conditions involve fixing the superficial gas 
and liquid velocities and the void fraction, as specified 
in the experiment. Specifically at the inflow, we have 
set the following values for the turbulent flow 
conditions: gas superficial velocity UsG = 4.64 m/s; 
liquid superficial velocity UsL = 0.611 m/s; void fraction 
= 50%. Initial flow disturbances based on the wall shear 
Reynolds number were applied in the entire flow 
domain to sustain turbulence.  

Two-Dimensional Results 

Figure 2 shows the measured liquid hold-up at different 
probe locations along the axis: 5.01m, 5.69m, 6.99m 
and 13.32m. The signals display distinct large-wave 
structures developing along the pipe that could in fact 
be considered as slug-structures (Ujang, 2003). While a 
traditional slug is a structure blocking the cross section 
of the pipe completely, large-wave structures with a 
length scale larger than the pipe diameter can also be 
termed as ‘slugs’.  The 3D simulations discussed next 
will help make the distinction between the different 
structures. Slugs or large-wave structures are captured 
around location x = 3m and beyond (results not shown 
here). The periodicity of slug occurrence is clearly 
visible from these locations (x > 5 m).  
 
Figure 3 depicts the calculated water holdup in 2D at 
different probe locations along the axis, from 5.65 to 
15m. While the signal is qualitatively similar to the 
measured one in terms of slug or large-wave structures 
intermittency, it is unclear whether slugs were indeed 
captured; various locations exhibit water holdup of 
about hL/D = 0.8-0.9. Be it as it may, large surface 
perturbations were already captured upstream close to 

the inflow, at x = 0.76m, while the experiment there 
shows liquid hold-up not exceeding hL/D = 0.2. For the 
locations shown in the figure, the experiment and CFD 
provide a similar picture as to wave frequency. 

Three-Dimensional Results 

The objective of the 3D simulations was to reproduce a 
series of slugs travelling in the pipe. To address the 
effect of pipe length on the results, the flow was 
reproduced in two pipes with different lengths: 8 m and 
16 m, using the same flow conditions.  
 

 
Figure 2: Measured liquid holdup for case UsL= 0.611m/s and 
UsG= 4.64m/s. Probe location from 5.01 to 13.319m. 
 

 
Figure 3: Calculated liquid holdup for case UsL= 0.611m/s and 
UsG= 4.64m/s. 2D (L=17m). Probe location from 5.7 to 14.4m 
 

 

 

 
 

Figure 4: Calculated liquid holdup for case UsL= 0.611m/s and 
UsG= 4.64m/s. 3D (L=8m). Probe location from 5 to 7m. 
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Figure 5: The formation of different types of slugs. 
 

Figure 4 shows the development structures at different 
probe locations along the axis, at 5.01m, 5.695m and 
6.995m. These were obtained from 3D simulations in 
the short pipe (L=8m). The distinct patterns at different 
locations show the variations in the slug frequencies. 
Slug frequency decays as the location of the probe is 
moved further downstream. Slugs or large-wave 
structures are predicted rather at downstream locations 
close to the pipe end: x = 7m, in contrast to the 
experiment and longer-pipe simulations, both indicating 
a shorter position for the early slugs. Further, in contrast 
to the 2D results discussed earlier, slugs or large 
disturbances of the surfaces are not predicted upstream 
close to the inflow, but rather downstream. These results 
are interpreted later on in terms of slug frequency, and 
compared to the longer pipe results. 
 
Turning now to the 16m long pipe, the formation of the 
different types of slugs is well illustrated in Figure 5. 
The first panel exhibits a ‘large-scale slug’, which, in 
the experiments is often referred to as ‘operation slug’. 
This slug is formed upstream (x < 3 m) and fills entirely 
the pipe (hL/D = 1) with an average size of the order of 
2-4 D. Although the lower panels do not show a 100% 
water holdup filling the pipe as in the first one, the 
liquid structures are travelling at a higher speed than the 
mean flow, which makes them ‘slugs’, independently 
from the liquid holdup. Here one observes that gas 
bubbles are caught inside the slug, which explains that 
the measured liquid hold up hL/D is less than unity 
(usually hL/D lays between 0.80 and 0.95).  
 
The slug- or large-wave structures frequency results 
shown in Figure 6 are qualitatively similar to the 
structures observed in the experiment. The lines in 
green correspond to the 16m pipe simulations; the red 

ones to the 8m simulations; both in 3D indeed. The shift 
in the frequency peak observed for the two simulations 
is clearly due to the difference in length of the pipes, as 
the outflow boundary condition has an important impact 
on the flow. The frequency of the slugs is measured as a 
function of the abscissa of the pipe.  In the 16m case, 
better results are obtained as a peak frequency around 
3.5m can be see), which is almost equal to the value 
delivered in the experiments.  
 
 

 
 

Figure 6: Comparison of experiment and simulations of slug 
frequency for 2 pipe lengths; L= 8m and 16m. Upper panel: 
threshold = 0.8; Lower panel: threshold = 0.85. 
 
There is however a difference in terms of interpretation, 
when the frequency of slugs is evaluated based on a 
holdup hL/D of 0.8 or 0.85. It is clear the simulation and 
measurement agree best for hL/D = 0.85. Moreover, the 
evolution of the slug frequency along the axis of the 
pipe is in good agreement with the data, although the 
result suggests that the simulation time was not enough 
to acquire all the slugs with lower frequency (0.3 
Slug/s). We thus conclude that the data could probably 
be better predicted with this size of the domain, but for 
longer simulation time. 

DROPLET ENTRAINMENT AND DETACHMENT 

Droplet entrainment and detachment has been simulated 
in a shorter tube, of diameter 0.5m and of length 5m, 
containing water at a low water holdup, i.e. hL/D = 0.14. 
Water is injected at a velocity of 0.2m/s while air is 
injected at a bulk velocity of 20m/s.  A splitter plate has 
been placed by purpose between the two phases for the 
first 16cm to help flow development and avoid raising 
issues with two-phase inlet conditions. To perform the 
simulations, V-LES has been used in order to capture 
the unsteady behaviour of the flow, in line with the 
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recommendations and learnt-lessons from the section 
presenting the 2D simulations, that three-dimensional 
effects are important for free surface deformations. All 
the more, 3D simulations increase the likelihood of 
correctly representing the zone of apparition of the first 
droplets including their size and shape. To be pragmatic 
though, it is clear that predicting droplets of the mm size 
would require a very dense grid, which is beyond reach 
of the available resources. To alleviate this limitation, 
one could rather resort to a time evolving, sheared, 
interfacial flow, using periodic boundary conditions 
(e.g. Gulati et al., 2011). 
 
 

 
 

 
 

Figure 7: Space evolution of the interfacial boundary layer 
 
 
 

 

 
 

Figure 8: Surface deformations in the annular flow showing 
onset of droplet entrainment. 

 
This flow is simulated on a grid consisting of 1.6 Mio 
cells, with regular cells of 1cm in all directions (580 
along the pipe and 58 x 54 for the cross section). Use 
was made of the IST meshing technique introduced in 
an early section to represent the pipe inside a simple 
Cartesian grid. Only high order schemes were 
employed, for both space discretization and time 
marching (3rd order RK). Five days were necessary on a 
16 core computer in order to simulate 2.6 s of real time.  

 

 
 

Figure 9: Surface deformations in the annular flow (cross 
sectional views) showing droplet formation & entrainment. 

 
As was to be expected, the significant difference in 
velocity between the two phases results in an important 
shear at the interface, as shown in Fig. 7, displaying 
streamwise velocity contours and the corresponding 
turbulent eddy viscosity. The figure clearly shows the 
boundary layer evolution on top of the interface, which 
may evolve further to reach spatially fully developing 
conditions. Be it as it may, we can safely conclude that 
the computational parameters employed for this 
simulations are sufficient for the flow to develop 
(though probably not ‘fully’) and return the main 
mechanisms of interface deformation and water droplet 
entrainment, as discussed next. The calculations show at 
least that the code is able to predict shear-induced 
fragmentation at the gas-liquid interface. 
 
The same figure shows small amplitude perturbations at 
the surface, which finally results in droplet detachment, 
as can be clearly seen from the snapshots displayed in 
Fig. 8. These instabilities start growing downstream 
around x/D = 1.4 (55cm downstream of the separator 
plate), and the first droplet detachment occurs only 
around a streamwise location of 1.5m, corresponding to 
x/D = 3. These are then entrained in the turbulent air 
flow, as can be judged from the snapshots presented in 
Fig. 8.  There are subjective reasons to think that the 
droplets are not well resolved by the grid such that they 
disappear from the computational domain. But this is 
actually not sure and further analysis is thus. 
 
Figure 9 shows a cross-flow section highlighting surface 
deformations and the detachment of two droplets. The 
contours correspond to the streamwise velocity, which 
is shown to decay as the interface is approached. The 
liquid velocity is obviously too small to be displayed. 
Note that use was made of the near-interface turbulence 
damping model of Liovic and Lakehal (2007). 

CONCLUSION 

The development of large-wave structures in gas-liquid 
3D pipe flows has been examined using detailed CMFD 
simulations combining the level set approach for 
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interface tracking and VLES for turbulence modelling. 
The investigation complements earlier other ones (e.g. 
Lakehal, 2008, 2010) which had shown that the 
approach predicts more details of the flow as compared 
to the Eulerian two-fluid model, even if this is still 
computationally expensive. Our predictions show that 
we can use the ITM approach for a one mile pipeline, 
using five million cells, which require one week of 
simulation on a 128 CPU cluster. 
 
As to the first results discussed here, three-dimensional 
turbulent flows simulations clearly provide a better 
picture of the flow, in particular regarding the onset of 
slug formation and frequency, the latter being predicted 
in accord with the experiment. From a practical 
standpoint, the results show that today oil transport in 
portion of pipelines can be approached more rigorously. 
The information from detailed 3D simulations could 
actually be employed to calibrate coarse-grained 1D 
lumped parameter models, which fail under other 
conditions than straight pipes. But this sort of detailed 
simulations should be ultimately coupled with a 1D 
code like OLGA; it could then be activated in fixed 
critical regions, e.g. over a hill. The results of droplet 
entrainment are very encouraging, in that details of 
ligament formation and sheet breakup into droplets 
could be well reproduced by the simulations. The issue 
of grid refinement is still posed as to the prediction a 
cloud of droplets forming and dispersed by turbulence. 
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ABSTRACT 
The transport and mixing properties of a co-rotating twin 
screw extruder with both screw and kneading block elements 
is explored using the Smoothed Particle Hydrodynamics 
(SPH) method. The use of a Lagrangian method enables 
simulation of real extruders without the difficulties associated 
with extreme mesh deformation due to the conflicting rotation 
of the impellors and the small gaps between them. The cross-
channel and down-channel fluid transport and mixing in both 
fully flighted screw elements and kneading blocks is analysed. 
The effect of parametric variations in both mixing elements on 
the nature of the fluid flow and the mixing are explored; 
specifically the effects of varying the screw pitch, kneading 
block stagger angle and gap size between the rotating 
elements.  

Keywords: SPH, mixing, viscous liquid, Lagrangian. 

INTRODUCTION 
Twin screw extruders are popular devices in the food, 
polymer and other industries where the mixing of highly 
viscous fluids is required. While their use is widespread 
in industry, there is still a lack of understanding of the 
flow patterns and their effect on the mixing and fluid 
transport properties of the extruder. 
 The methodology used in this paper follows on from 
two previous papers by the authors.  In Robinson et al. 
(2008) we presented 2D simulations of a Twin Cam 
mixer and successfully validated them against published 
FEM and experimental results. Robinson and Cleary 
(2011) analysed the mixing processes in a similar Twin 
Cam mixer and explored the effects of varying the 
impeller geometry and operating conditions. This paper 
extends the methodology developed in these papers to a 
more realistic 3D geometry, namely the Twin Screw 
Extruder. 
 In recent years there has been an increasing 
emphasis on the CFD modelling of Twin Screw 
Extruders (Connelly and Kokini, 2007; Rios et al. 1998;   
Cheng and Manas-Zloczower, 1998; Ishikawa et al. 
2001, 2002; Kajiwara et al. 1996; Lawal and Kalyon 
1995; Valette et al. 2008). These simulations provide a 
more detailed insight into the flow than experimental 
studies, and allow greater flexibility and reduced setup 

time in varying the geometry or the operational 
parameters.  
 The Finite Element Method (FEM) is the numerical 
technique most often applied to such systems. Connelly 
and Kokini (2007) and Bertrand et al. (2003) simulated 
a 2D cross-section of a Twin Screw Extruder. At low 
Reynolds numbers, the 2D assumption is valid for 
extruders containing only screw elements. However, the 
inclusion of kneading blocks creates a fully 3D flow 
field. Cheng and Manas-Zloczower (1998), Ishikawa et 
al. (2001), Kajiwara et al., Lawal and Kalyon (1995) 
and Valette et. al. (2008) all performed 3D simulations 
of a Twin Screw Extruder using FEM. However, all 
these authors simulate either the screw or kneading 
block element in isolation, whereas in this paper both 
elements are included at the same time allowing the 
interaction between them to be investigated. 
 The Smoothed Particle Hydrodynamics (SPH) 
method of Monaghan (2005) is used to simulate flow 
and mixing in the Twin Screw Extruder. SPH is a 
Lagrangian particle method for simulating fluid flow. 
Rather than using a fixed grid, the fluid variables are 
interpolated over particles which move with the fluid 
velocity. Each particle represents a volume of fluid, so it 
can have its own physical properties, and the advection 
is obtained automatically from the motion of the 
particles. SPH has proved to be a useful method for 
modelling many different classes of industrial 
applications. For example, Cleary et al. (2007) discusses 
the use of SPH in die casting, resin transfer moulding, 
pyrometallurgical processes with reactive solids, slurry 
flow in sag mills and the mixing of large particulate 
solids. 
 The primary advantages of using the SPH method 
over FEM for this application is that SPH naturally 
handles the use of complex, moving geometries and also 
fluid free-surfaces. The geometry of the Twin Screw 
Extruder contains a pair of intermeshing and rotating 
screws or kneading blocks within a stationary barrel-
shaped outer channel. For an accurate FEM simulation, 
this would normally require re-meshing at every 
timestep, or the use of a method such as the Lagrange 
multiplier based fictitious domain method (Bertrand et 
al. 2003). Instead, SPH boundaries are constructed from 
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particles following the approach of Monaghan (2003). 
Moving components such as impellors can be included 
in a simulation by assigning the appropriate velocity to 
each boundary particle at each time based on its rigid 
body motion.  

SPH METHOD 
The SPH formulation used for this paper is identical to 
the one described in Robinson et al. (2008). It is a quasi-
incompressible method that uses an equation of state 
given by Cole (1948) and evolves the particle densities 
using the SPH version of the continuity equation. The 
traditional cubic spline kernel is used to interpolate the 
fluid equations across the particles and the viscous term 
used is described by Monaghan (2005) The no-slip 
boundaries are modelled using a single layer of 
boundary particles and the sharp corners are modelled 
using a multiple-normal technique proposed by 
Monaghan (2003). Robinson et al. (2008) made a 
detailed comparison of the predictions of the SPH 
method to other numerical methods and to experiment 
for a two dimensional twin CAM mixer. The SPH 
method was more accurate in predicting the advection 
and mixing patterns in this mixer (which is equivalent to 
a single cross section of the three dimensional geometry 
used in this study). Further validation is also given in 
Cleary et al. (2007).  

EXTRUDER AND ITS OPERATING CONDITIONS 
The geometry of the twin screw extruder is based on the 
2D cross-section depicted in Figure 1. The outer casing 
of the mixer is a double barrelled enclosure, containing 
two screw elements. Each element is a double flighted 
screw with a tip angle of α = 11.61 degrees. The radius 
of each tip and the separations of the screw elements are 
chosen so that the minimum distance between them is 
1.5 mm. The gap between the screw tips and the outer 
casing is 1.5 mm. 

 

 

Figure 1: Cross-section of the Twin screw Extruder. Rt = 25 
mm and Rs = 13.75 mm is the maximum and minimum radii of 
the screw elements. The centres of each barrel (and each screw 

element) are separated by C = 40.25 mm, and the radius of 
each barrel is Rb = 26.5 mm. The angle of each screw tip is set 

to α = 11.61 degrees. 

This cross-section can be used to generate two 
commonly used screw elements. The first is a fully-
flighted (FF) screw, which is swept out by continuously 
rotating each screw cross-section while moving along 

the rotation axis of the screw. The relevant parameters 
for this element are the screw pitch p and the extruder 
length L. The second type is the Kneading Blocks (KB), 
which is generated by rotating each cross-section in 
discrete jumps. The parameters for the KB are the block 
width d, the extruder length L and the block stagger 
angle β, which is the difference in rotation angle 
between subsequent blocks. 
 This paper examines the mixing due to these 
elements. The three base extruder geometries used are: 

1. A combination extruder, with each screw element 
comprising a central Kneading Element (KE) 
section of length Lke = 137.53 mm surrounded by 
two FF sections, both with length Lff = 66.67 
mm. Figure 2 shows this geometry. 

2. Two FF mixer elements, each of length L = 50 
mm. The pitch of each screw element is p = 50 
mm. 

3. Two KB elements of length L = 75 mm. The 
width of each kneading disc is d = 12.5 mm and 
each disc is rotated by β = 30 degrees relative to 
the previous disc.  

In all cases the axis of rotation is chosen to be along the 
z-coordinate axis. The boundaries at either end of the 
extruder are periodic boundaries, and the fluid is 
transported by the rotational movement of the twin 
screw elements. The mixer is completely filled with a 
viscous fluid. 

 

Figure 2: Screw elements for Geometry 1. The outer casing of 
the mixing is not shown. 

 The rotation speed of each screw element is ω = 1 
rad/s. Using the gap between the elements as the 
characteristic length, the Reynolds number of the 
simulation is Re = 37.5. 

TWIN SCREW EXTRUDER WITH SCREW AND 
KNEADING MODULES 
This section presents the results from an SPH simulation 
of the full twin screw mixer geometry, with the 
combined screw and kneading block modules. In order 
to analyse the transport and mixing within the device, 
two Lagrangian volumes of fluid are chosen.  
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Figure 3: Cross-channel mixing shown by the evolution of Volume One for t = 0 s (left), t = 2 s (middle) and t = 4 s (right). 

 
 

 

Figure 4: Down-channel mixing shown by the evolution of Volume Two for t = 0 s (left), t = 2 s (middle) and t = 4 s (right). 

 
 Volume One is defined as all the fluid to the left 

of the x = 0 plane at t = 0 s. This volume is all the 
fluid in the left hand barrel of the mixer, and as 
the simulation proceeds, this volume of fluid will 
be transported across the centre plane of the 
mixer. The mixing of this volume is therefore 
representative of the cross-channel mixing. 

 Volume Two is all the fluid within the two planes 
z = 33 mm and z = 33+25 mm, where z = 33 mm 
is a plane in the middle of the first screw module. 

This volume will be mixed with the remainder of 
the fluid in the positive and/or negative axial 
direction, and is therefore representative of the 
overall axial or down-channel mixing in the 
device. 

 Figure 3 shows the evolution of Volume One over 
0 < t < 4 s, which corresponds to approximately 3/4 of 
revolution of the impellors. The surface of the 
Lagrangian volume is initially shaded with arbitrary red 



P.W. Cleary, M. Robinson  

4 

and blue checkerboard pattern in order to see the fluid 
transport within the volume. 
 The cross-channel mixing shown by the transport 
of Volume One can be divided into two regions 
surrounding both the screw and kneading block 
sections of the mixer. The screw section provides 
minimal mixing and mainly serves as a bulk transport 
process in the positive z direction (down the length of 
the mixer). There is a small amount of cross-channel 
mixing and this can be seen at the bottom of each plot, 
as the initially vertical interface between the fluid in the 
two barrels is stretched out in the direction of fluid flow 
around the two screws. 
 However, the mixing in the screw section is small 
compared to that surrounding the kneading block 
section. Over the course of the 3/4 revolution shown in 
Figure 3, Volume One is considerably deformed around 
the kneading blocks. A large proportion of the volume 
is transported into the opposite barrel, and the 
checkerboard pattern is quickly lost due to the mixing 
processes within the volume. There is also some 
evidence of axial mixing due to the kneading blocks, as 
shown by the increasing axial spread of fluid in the 
right hand barrel over time. However, this is more 
clearly shown by the transport of Volume Two. 
 Figure 4 shows the evolution of Volume Two over 
the same time period (0 < t < 4 s). The transport of this 
volume of fluid shows the axial or down-channel 
mixing within the twin screw mixer. Once again the 
surface of the volume is shown and coloured with an 
arbitrary pattern in order to visualize the mixing. In this 
case the fluid in each barrel is given a different colour 
in order to show some of cross channel mixing and to 
relate this to the transport of Volume One. 
 As seen previously in the evolution of Volume 
One, the mixing of Volume Two around the screw 
modules is minimal and this section only serves to 
transport the fluid to the main mixing region (i.e. the 
kneading blocks). There is little deformation of the 
surface of Volume Two in the axial direction. 

 

Figure 5: Average mixing <M> versus time for volume one 
(cross-channel mixing) and volume two (down-channel 

mixing). 

 Once the fluid reaches the kneading blocks (see the 
snapshot at t = 2 s) it quickly starts to deform and 
stretch. The fluid in the right hand barrel is pulled 
forward in the positive z direction while the fluid in the 
left hand barrel is held back. At the same time, there is 

a fast rotation of fluid clockwise around the mixer, so 
that the red fluid is transported up and across to the 
right hand barrel, which the blue is moved down and 
across to the left hand side (this is obscured in the 
figure due to the camera angle). At t = 4s some 
reasonable stretching of Volume 2 has occurred, but the 
amount of mixing is still relatively small. 
 Figure 5 shows evolution of the average mixing 
<M> over time for both fluid volumes using a measure 
that considers the degree of homogeneity of the fluid 
(see Robinson et al. 2008 for details). This measure is 
zero for fully unmixed and unity for fully mixed. This 
allows for a quantitative comparison of the cross-
channel and the down-channel mixing rates. In some 
cases a small non-zero initial value of the measure is 
observed due to aliasing at the interface between 
materials. This occurs because there are always some of 
the averaging cells that are part filled with both 
materials even in a perfectly unmixed system. The 
precise value of this initial value depends on the degree 
of alignment of the averaging cells with the location of 
the interface. In practice this is small and does not 
affect the quantification of the mixing. 
 At small times (t < 5 s), the average mixing rate of 
Volume Two is much lower than Volume One. During 
much of this time, Volume Two is still in the screw 
section of the mixer and has not yet reached the 
kneading blocks. Meanwhile, approximately half of 
Volume One has moved into the kneading block 
section, and this strongly increases the average mixing 
for this fluid volume. While the mixing rate of Volume 
Two does increase once the fluid reaches the kneading 
blocks, it is always lower than that of Volume One and 
it is clear from Figure 5 that the mixing in the cross-
channel direction is stronger than along the axis of 
rotation of the mixer. 

INFLUENCE OF SCREW AND KNEADING 
BLOCK PARAMETERS 
Next we consider the effect of variations in the 
geometric parameters of both impellor types in order to 
quantify what influence these parameters have on the 
overall mixing rates. To do this separate screw and 
kneading block geometries (geometries 2 and 3) are 
used for these comparisons, instead of the combined 
impellor geometry (geometry 1). The parameter used to 
assess the mixing rate is the previously used average 
mixing measure <M>. 
 Figure 6 shows the effects of varying the screw 
pitch length of the screw impellors for geometry 2. A 
longer pitch means that the length of one rotation of the 
screw is increased, resulting in an increased distance 
between subsequent flights (tips) of the screw. The bulk 
movement of fluid along the mixer is unaffected, as the 
rotation speed of the screw is constant. The mixing 
results for both Volume One and Two are consistent, 
and show that an increase in the pitch length leads to an 
increase in mixing rate. The effect is slightly stronger 
for the down-channel mixing. The down-channel 
mixing is due to changes in the axial velocity near the 
center-line of the mixer (where the twin screws 
intermesh). An increased sensitivity of the down-
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channel mixing due to a change in pitch length is 
consistent with this, as a longer pitch will change the 
angle that the two screws intermesh and is expected to 

lead to significant changes to the flow field in this 
region. 
 

 
 

 

Figure 6: Average mixing versus time for the screw impellors with varying pitch. 

 

 

Figure 7: Average mixing versus time for the kneading block impellors with varying block stagger angle. 

 
 

 

Figure 8: Average mixing versus time for the kneading block impellors with varying gap width. 
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Figure 9: Average mixing versus time for the screw impellors with varying gap width. 

 
 
 Figure 7 shows the effect of the stagger angle 
between subsequent kneading blocks on the average 
mixing for geometry 3. The range of angles considered 
here range from 30 degree (the stagger angle used in 
the original geometry) to 90 degree, where each 
kneading block is perpendicular to the previous. In 
general, the original stagger angle of 30 degree leads to 
the best mixing results. An increase beyond this value 
leads to a decrease in the rate of both down-channel 
and cross-channel mixing. However, this trend breaks 
down at a stagger angle of 90 degree. For this case, the 
kneading blocks are no longer positioned in a rough 
“discrete screw” shape but are simply alternating 
between two different angles. As would be expected, 
this significantly reduces the down-channel mixing in 
the device. At the same time, the cross-channel mixing 
is greatly increased due to the fact that the force exerted 
on the fluid by the kneading blocks is now primarily 
acting in the plane perpendicular to the rotational axis 
of the mixer. These results are consistent with those by 
Lawal and Kalyon (1995), who visualised the transport 
of a “blob” of fluid around the kneading block 
geometry with stagger angles of 30 and 90 degree, and 
found that the blob experienced minimum spreading in 
the axial direction for the 90 degree case. 
 Figure 8 (screw impellors) and Figure 9 (kneading 
blocks) show the effect of varying the gap size between 
the two rotating impellors. The general effect of 
increasing gap size on the mixing is consistent across 
both geometries and both directions considered. An 
increase in the gap size leads to an increase in the 
mixing in both the cross-channel and down-channel 
direction. The effect is stronger in the cross-channel 
direction. In the 2D Boundary Element Method 
simulation of a twin screw mixing by Rios et al (1998), 
the authors found, using a visualization of a tracer line, 
that the flux of fluid between the two barrels of the 
mixer is greater with an increase in the gap size. Their 
2D simulations would more closely represent the 
mixing around the kneading blocks, rather than the 
screw, and are consistent with the mixing measure data 
that we have for our 3D kneading block simulations. 

This leads to the conclusion that, for the kneading 
blocks, the effect of varying the gap size on the flow is 
to increase the transport of fluid solely in the cross-
channel direction, with little or no effect of the mixing 
down the length of the mixer. For the screw module, 
the angle normal to the surface of the impellor in the 
intermeshing region is no longer perpendicular to the 
rotation axis, and therefore a comparison to a 2D 
simulation is no longer valid. However, the general 
effect of increased gap size equaling increased mixing 
is also true here, but this now applies to both the cross-
channel and down-channel mixing. 

CONCLUSION 
We have used numerical simulations of Twin Screw 
extruders to gain insight into their mixing and transport 
properties and how these are affected by changes in 
geometry or fluid fill level. The SPH method was used 
to simulate the fluid, due to the straight forward 
incorporation of free-surfaces and complex 
intermeshing boundary geometry, as well as its 
suitability to mixing problems due to its Lagrangian 
nature. 
 In order to elucidate the mixing processes in the 
Twin Screw extruder we examined the fluid transport in 
and around two different impellor geometries 
comprising of a screw module and a set of kneading 
blocks staggered by a constant angle. The mixing 
around the screw module was found to be minimal and 
its main function was to transport the fluid down the 
length of the mixer. The kneading blocks functioned as 
the primary mixing device. Even rotating at the same 
speed (as the screws), the kneading blocks generate a 
complex velocity field with maximum velocities an 
order of magnitude faster than the screw impellors. 
This field was comprised of strong components both in 
the cross-sectional plane of the mixer, where it 
generally served to move the fluid clockwise around the 
impellors, as well as a strong flow backwards and 
forward along the axis of rotation. Given that 2D 
approximations can sometimes be used to model the 
transport in a Twin Screw extruder, the highly 3D 
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nature of this flow at a low Reynolds number (Re = 
37.5) means that these such approximations should be 
treated with caution.  
 The velocity field around the kneading blocks 
generated strong mixing in all directions. It was found, 
however, that the mixing rate in the down-channel 
direction was dominant, contrary to any expectations 
that the strongest mixing would occur in the same 
rotational plane as the impellors. 
 In order to evaluate the effect of different 
geometric parameters on the mixing, we have 
calculated measures of mixing in simulations with 
varying screw pitch length, kneading block stagger 
angle and gap size between the impellors. Increasing 
the screw pitch length cause the mixing in both the 
down-channel and cross-channel directions to be 
increased. Increasing the kneading block stagger angle 
in general resulted in a reduction in mixing rate, except 
at 90% where the fluid transport in the axial direction 
was restricted. The gap size between the impellors was 
positively correlated with the cross-channel mixing, but 
had little or no effect on the down-channel mixing for 
the kneading blocks.  
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ABSTRACT
This work is devoted to the development of a mathematical and nu-
merical model for the modeling of particulate flows during the phase
change processes including particle melting and solidification. The
model used in the simulations is based on the direct numerical simu-
lation (DNS) approach where no additional semi-empirical expres-
sions for the drag force and the heat transfer between particle and
fluid are necessary. The hydrodynamic forces acting on the parti-
cles are calculated directly through the surface integrals. The parti-
cle collisions are modeled directly using the hard sphere approach,
taking into account the inelastic collisions. The interface velocity
of the melting/solidification (solid-liquid) is calculated by means
of the Stefan condition for each particle. As an illustration of the
model we consider a two-dimensional system consisting of several
circular ice dendrites (40) moving up due to the density difference
in a two-dimensional channel filled with hot (first case) and under-
cooled (second case) water. The analysis of numerical simulations
showed the importance of taking into account the viscous torques
in the calculation the melting particle trajectories. This effect is at-
tributed to particles rotation near the walls caused by the Saffman
force. However, surprisingly in the case of growing particles this ef-
fect does not have significant influence on the particle trajectories.

Keywords: phase change, particles, DNS.

NOMENCLATURE

Greek Symbols
ε Volume fraction, [−]
λ Heat conductivity, [W K−1 m−1]
ρ Density, [kg m−3]
µ Dynamic viscosity, [kg m−1 s−1]
Ω Angular velocity, [s−1]

Latin Symbols
A Area, [m2]
cp Heat capacity, [J kg−1 K−1]

F Force, [kg m s−2]
Fo Fourier number, [−]
Gr Grashof number number, [−]
g Gravitational acceleration, [m s−2]
h f Latent heat, [J kg−1]

I Moment of inertia, [kg m2]
m Mass, [kg]
p Pressure, [Pa]

Re Reynolds number, [−]
u Velocity, [m s−1]
T Temperature, [K]
TM Torque, [N m]
t Time, [s]
V Volume, [m3]

Sub/superscripts
0 Initial or reference value
av Average
i Particle index

INTRODUCTION

The problem of modeling solid-liquid two-phase flows in-
cluding physical and chemical transformations is the subject
of intense research in many engineering sciences, e.g. in
chemistry, metallurgy and geophysics. The basic applica-
tions, where solid-liquid flows play the most important role,
are fluidized beds, sedimentation columns, slurries and min-
ing. These applications have motivated increasing theoretical
and experimental studies of solid-liquid two phase flows. For
a detailed review of existing works devoted to the multi-scale
modeling of two-phase flow, in particular fluidized beds, we
refer the reader to the works published by van der Hoef et al.
(2008) and Zhu et al. (2008).
Applied to the modeling of two-phase flows with solidify-
ing and melting particles the so-called Euler-Euler models
are basically used, e.g. see Beckermann and Wang (1996)
and Wu and Ludwig (2006). The Euler-Euler models use
volume-averaged mass, momentum and energy conservation
equations written for each phase in Eulerian space. How-
ever, additional source terms in each conservation equation
are responsible for the mass, momentum and energy change
between the phases (Wu and Ludwig, 2006). It should be
noted that, in spite of numerous progress in prediction of
dendritic flows, e.g. see Wu and Ludwig (2006), a classi-
cal Euler-Euler multiphase model fails to predict adequately
the sedimentation of free floating dendrites, for example see
the comparison between numerics and experiment published
by Beckermann and Wang (1996).
Due to the microscale character of the phase-change process
occurring at the interface between solid and fluid phases, the
most appropriate model to capture basic physics of moving
melting or growing particles is the so-called direct numerical
simulations model (DNS). It should be noted that originally
the term DNS comes from turbulence modeling, e.g. see the
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review of Moin and Mahesh (1998), where the “DNS”-term
implies that the size of smallest turbulent vortex is larger than
the smallest cell in a computational grid. Applied to simula-
tions of moving particles the main idea of DNS models is to
embed an irregular solid particle/particles into a larger sim-
ple domain and to specify no-slip boundary conditions on the
particle boundaries. Thus, the fluid flow is computed only
between the solid particles. Basically in DNS models, the
hydrodynamic forces acting on the particles are calculated
directly through the surface integrals without the use of any
semi-empirical correlations. The particle collisions are mod-
eled directly by use of the hard or soft sphere approaches,
taking into account the inelastic collisions.
In spite of numerous works devoted to the direct numeri-
cal simulation of the isothermal particulate flows, e.g. see
the representative works Pan et al. (2002) (3D simulation
of 1204 spheres sedimentation using the grid with 3.3 · 106

nodes), and Wan and Turek (2007) (sedimentation of 120
particles in a 2D cavity), there are only few works concen-
trated on modeling the heat and mass transfer process in
solid-fluid two-phase flows, e.g. see Gan et al. (2003); Yu
et al. (2006); Feng and Michaelides (2008, 2009), where
basically only 2D simulations are presented. In particular,
comprehensive DNS modeling of single cylindrical particles
settling and melting in a hot fluid with Prandtl number of
Pr = 0.7 has been carried out by Gan et al. (2003). It was
shown that the melting rate of each particle has a local char-
acter and strongly depends on the sedimentation velocity of
the particle. However, these authors considered only two par-
ticles. Thus, the influence of particle-particle and particle-
wall collisions as well as the hydrodynamic influence of the
wall on the particle dynamic has not been investigated.
Recently, Dierich et al. (2011) performed 2D DNS of ice par-
ticles moving and melting in a closed cavity filled with a hot
water. It was shown that near wall regions the effect of par-
ticle rotation caused by the viscous torque play significant
role in particle trajectories. In this work we perform compar-
ative numerical study of the influence of viscous torques on
melting and solidifying particles moving up in hot and un-
dercooled water, respectively. The implicit fictitious bound-
ary method in finite volume formulation is used to solve the
problem (Ananiev et al. (2009)). The present DNS method
directly solves the mass conservation, momentum and energy
conservation equations on a fixed Eulerian grid for the whole
domain including particles. At the same time the particle dy-
namics and their collisions are solved on a Lagrangian grid
for each particle. The particle-fluid interactions are treated
using both grids.

PROBLEM FORMULATION

The setup of the problem under consideration is illustrated in
Fig. 1. In particular, the system consists of several circular
ice dendrites (40) moving up due to the density difference
in a two-dimensional channel filled with hot (first case) and
undercooled (second case) water. Initially 20 or 40 cylin-
drical ice particles are placed in two lines near the bottom
of an enclosed cavity. The box has a size of L0 = 15mm
and H0 = 25mm. The particles have an initial diameter
of d0 = 0.4mm and the walls are adiabatic with a no–slip
boundary condition. The initial temperature of the water T0
is 283.15K in the warm case and 263.15K in the undercooled
case. The temperature of the ice particles is equal to the melt-
ing temperature Tm = 273.15.
To proceed with the governing equations the following basic
assumptions have been made:
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Figure 1: Setup of ice particles rising up in hot or under-
cooled water.

• The fluid is incompressible and Newtonian. An Eule-
rian grid is used to model the entire fluid flow.

• The Boussinesq approximation is used for the fluid
field to account for the variation of fluid properties
due to the temperature gradients caused by the melt-
ing/solidification of the ice particles.

• The local thermodynamic equilibrium is satisfied on the
particle interface. Due to the macroscopic size of parti-
cles the Gibbs-Thomson effect on the melting tempera-
ture is negligible.

• The particle are cylindrical in shape1.

• The heat transfer inside the particle is not considered.
Thus, the heat transfer equation is solved only on the
Eulerian grid.

• The rate of particle melting is defined by the surface-
averaged heat flux on the particle surface.

• The particle collisions are inelastic and are modeled by
use of the hard sphere model.

Taking into account the assumptions made above, the conser-
vation equations describing the behavior of ice in water take
the following form:

∇ ·~u = 0 (1)

ρ
∂~u
∂ t

+ρ~u ·∇~u =−∇p+∇ · (µ∇~u)+~FB (2)

ρ cp
∂T
∂ t

+ρ cp ∇ · (~uT ) = λ∇
2T. (3)

where ~FB is the vector of buoyancy force resulting from the
Boussinesq approximation. The conservation equations are
only solved in the fluid phase.
The motion of the ice particles is modeled by use of a La-
grangian approach. An impulse conservation equation is

1To model spherical particles 3D simulations are required
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solved for every particle. The collisions are modeled inelas-
tic with a hard sphere model. The equations that govern the
particle translation and rotation are the following ones:

mi
d~ui

dt
= ~Gi +~Fi +~Fcollis

i (4)

Ii
d~Ωi

dt
= ~TMi +~T collis

Mi
(5)

where mi and Ii are the mass and the moment of the particle,
~ui and ~Ωi are its velocity and angular velocity and ~Gi, ~Fi and
~Ti are the force of gravity, the hydrodynamic force and mo-
ment, respectively. Here ~Fcollis

i and ~T collis
Mi

are the force and
the torque due to the collision.
The coupling between the bulk flow and the particles is done
via the hydrodynamic force ~Fi and the torque ~TMi calculated
directly for each particle by use of following expressions:

~Fi =
∮

Si

−p~n +(µ∇~u) ·~ndA (6)

and
~TMi =

∮
Si

(~r−~ri)× ((µ∇~u)×~n) dA. (7)

where~r denotes the coordinates of the surface and~ri are the
coordinates of the mass center. For details on the particle
motion and the collisions modeling we refer to Schmidt and
Nikrityuk (2011). In this work we consider particle motion
with the rotation of the particles caused by the action of the
viscous torque and without the rotational effect.
A 1D model is used to track the interface due to the phase
change of the ice particles. The shape of the particles is fixed
to a cylinder. The change of the volume of the cylinder is
modeled using a Stefan boundary condition and the thermo-
dynamic equilibrium at the particle surface in the following
form:

ρs h f
dVi

d t
=−λ

∮
Si

∂T
∂n

dA, (8)

where Vi is the volume of the particle and the right side is the
surface-averaged heat flux.

THERMODYNAMIC PROPERTIES

The thermodynamic properties of water are highly non-linear
in the temperature range from 363.15 K to 383.15 K. Espe-
cially the density has a maximum at 277.15 K. We use the
properties from VDI Gesellschaft (2006) to calculate a cubic
form of the Boussinesq approximation

~FB =~gρ0
[
β1(T −T0)+β2(T −T0)

2 +β3(T −T0)
3] (9)

with the parameters

T0 = 273.15K ρ0 = 999.84kg m−3

β1 = 6.775 ·10−5 K−1
β2 =−9.216 ·10−6 K−2

β3 = 1.077 ·10−7 K−3

valid for 263 K to 283 K. We also derived from VDI
Gesellschaft (2006) a polynomial for the viscosity of water
in kgm−1 s−1 which has the form:

µ = 9.5989 ·10−2 −6.3085 ·10−4 T +1.047 ·10−6 T 2 (10)

The other properties were assumed to be a constant with
the thermal conductivity of water λ = 0.5723WK−1 m−1

and the thermal capacity cp = 4205Jkg−1 K−1. The den-
sity of the ice ρs = 916.7kgm−3 and the latent heat h f =

333.6kJkg−1 are taken from Lide (2007).

NUMERICAL MODEL

The Navier–Stokes equations (1), (2) and the energy equa-
tion (3) are discretized using a finite volume technique on a
collocated grid. For the diffusive terms a standard second or-
der central difference scheme is used and for the convective
terms a blending scheme with deferred correction between
first order upwind scheme and second order central differ-
ence scheme is used. For the pressure and velocity coupling
the SIMPLE algorithm is used with Rhie and Chow stabi-
lization (Rhie and Chow, 1983). The time derivatives are
discretized using an implicit three time level scheme. The
system of linear equation are solved with the SIP algorithm
developed by Stone (1968). For full details of this algorithm
we refer to Ferziger and Perić (2002).
The boundary conditions at the particle surface uses an
implicit fictitious boundary method (FBM) introduced by
Zienkiewicz (1971). The finite volume formulation of this
method was developed by Ananiev et al. (2009). This
method modifies the matrix coefficients of the finite volume
cells inside the solid region and at the solid-fluid interface
in a simple way to setup the no-slip and Dirichlet boundary
conditions. The full details of this method are described in
Ananiev et al. (2009).

CODE VALIDATION

The interface tracking algorithm was validated with an an-
alytic model for a solidifying cylindrical particle in under-
cooled melt given by Carslaw and Jaeger (1960) and reported
in Dierich et al. (2011). In the second test case we vali-
dated the FBM with experimental results given by Kuehn and
Goldstein (1976, 1978). In this case an annular geometry is
considered with natural convection inside. Both validation
cases showing good results. For full details of the validation
cases and the numerical setup of the validation we refers to
Dierich et al. (2011).
The validation of the particle motion and the collision mod-
eling can be found in Schmidt and Nikrityuk (2011).

RESULTS AND DISCUSSION

To describe the results of the simulation we introduced the
following dimensional parameters:
the initial Reynolds number

Re =
ρ0 ure f d0

µ0
, (11)

the Grashof number

Gr =
gβ1 d3

0 ρ2
0 (T0 −Tm)

µ2
0

(12)

the Fourier number

Fo =
λ t

cp ρ0 d2
0

(13)

With the reference velocity

ure f =

√
gd0

ρ0 −ρs

ρ0
, (14)

and the water properties at 273.15K we get ure f =

0.0181m s−1, Re = 4.03 and Gr = 0.1325. The density ratio
between ice and water is ρ0/ρs = 1.091.
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(a) Fo = 0 (b) Fo = 1.02 (c) Fo = 1.02 (d) Fo = 2.04 (e) Fo = 2.04

(f) Fo = 0 (g) Fo = 1.02 (h) Fo = 1.02 (i) Fo = 2.04 (j) Fo = 2.04

Figure 2: Snapshots of the temperature difference T − Tm and the non-dimensional velocity vectors ~u/ure f for 40 melting ice
particles with rotation in the first line and without rotation in the second line.

To analyze the temporal development of the global flow field
we introduce the volume averaged velocity uav

uav =
1

H0L0

∫ H0

0

∫ L0

0

√
u2

x +u2
y dxdy (15)

The total volume fraction of liquid εav is defined similar way
with

εav =
1

H0L0

∫ H0

0

∫ L0

0
ε dxdy. (16)

to study the dynamics of melting or freezing rate of the par-
ticles. Here ε is the local volume fraction of liquid. It takes
unity if a control volume is occupied by the liquid and zero if
a control volume is taken by the solid phase.
Before we proceed with the analysis of results let us briefly
recall the problem description under investigation. The prin-
ciple scheme of this setup is shown in Fig. 1. Initially the

ice particles are placed near the bottom of the enclosed cav-
ity. Due to the gravitational force and the density difference
between the ice particles and the surrounding water the ice
particles starts rising. While rising the particles starts melt-
ing or the surrounding water freezes at the particles surface
depending on the initial temperature of the water. In this sec-
tion we want to study the influence of the particles rotation on
the melting and solidification rate and describe the influence
of the rotation on the general flow.
For the simulations we use a finite volume grid with 400×
1000 cells. The time step was equal to 5 ·10−4s.
The results of simulations for the melting case are shown in
Fig. 2, which depicts snapshots of the contour plots of the
temperature difference T − Tm and vector plots of the non-
dimensional velocity ~u

ure f
. The first line shows the particle

motion and the temperature field without particle rotation
(the viscous torque is neglected) and the second line shows
the same setup with particle rotation caused by the action of
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(a) Fo = 0 (b) Fo = 0.85 (c) Fo = 0.85 (d) Fo = 1.70 (e) Fo = 1.70

(f) Fo = 0 (g) Fo = 0.85 (h) Fo = 0.85 (i) Fo = 1.70 (j) Fo = 1.70

Figure 3: Snapshots of the temperature difference T −Tm and the non-dimensional velocity ~u/ure f for 20 freezing ice particles
with rotation in the first line and without rotation in the second line.

viscous torque. It can be seen that in the beginning the dif-
ference in flow pattern can be detected which is attributed to
the particle rotation caused by the viscous torque due to fluid
shear near the no-slip wall. As a result of particles rotation
and their continuous rise up a lift force appears which shift
the particles to the center of the cavity, see Fig. 2. Due to
this effect the ice particles with rotational effect form larger
clusters in comparison to non-rotating particles. Translating
this phenomena into classical theory of particle dynamics,
e.g. see Soo (1967), this phenomenon can be classified as
Saffman force. In particular, Saffman found out that a lift
force acts on a particle moving in a viscous fluid in a simple
shear, see Saffman (1965, 1968).

The results for solidifying particles moving in the under-
cooled water are shown in Fig. 3. Surprisingly, only slight
difference between flow pattern for rotating and non-rotating
particles can be detected. We explain this effect by the fact,
that growth of particles breaks the rotational velocity due to

conservation of rotational impulse. Thus, the Saffman effect
plays an insignificant role with progressing solidification of
particles.
The buoyancy has a small influence in both cases because of
the small-sized geometry. A detailed study of the influence
of buoyancy for higher Gr can be found in Yu et al. (2006)
and Feng and Michaelides (2008).
To study the global dynamics if the phase change in the
whole cavity we plot the time history of the total volume
fraction of liquid in Fig. 4. It can be seen that with parti-
cle rotation the melting velocity increases but in both cases
(viscous torque is on and off) the time needed for particles
to be melted completely is nearly identical. In the case of
undercooled water the particle rotation has no influence on
the solidification rate. The average solid growth velocity is
in both cases 6.7 ·10−5 ms−1.
To study the dynamics of flow induced by particles Fig. 5
presents the time history of the volume averaged velocity uav
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which is calculated using Eq. (15). The analysis of Fig. 5

0
0.005

0.01

0.015
0.02

0.025
0.03

0.035

0.04
0.045

0 0.5 1 1.5 2 2.5 3 3.5 4

u
a
v
/u

re
f

Fo

40 particles, melting without rotation
40 particles, melting with rotation
20 particles, freezing without rotation
20 particles, freezing with rotation

Figure 5: Volume averaged velocity uav.

shows that for the melting case two flow phases can be iden-
tified. In particular, the first phase is the acceleration one.
The particles accelerate from rest and rising up due to the
density difference and the volume averaged velocity uav in-
creases. With particle rotation the acceleration starts earlier
but reaches a lower maximum. The general flow structure in
both cases is a downstream in the center of the cavity and
an upstream with the ice particles at the walls, see Figs. 2(c)
and 2(h). The second phase is the breaking phase. Due to
the continuous melting of the particles the size of the particle
decrease and thus the buoyancy force also decreases. This
results in a decrease of uav due to the no-slip boundary con-
ditions at the cavity walls.
In the case of undercooled water only acceleration phase can
be recognized, see Fig. 5. Due to the permanent growing
particles the buoyancy force increases. As a result the vol-
ume averaged velocity increases in time until the particles
reach the top of the cavity. In comparison to the melting-
case the volume averaged velocity uav of the particulate flow
is greater than uav predicted for the not rotating particles-
case.

CONCLUSION

In this work the mathematical and numerical models for
the modeling of particulate flows during the phase change
processes including particle melting and solidification have
been developed. The model is based on the direct numer-
ical simulation (DNS) approach where no additional semi-

empirical expressions for the drag force and the heat trans-
fer between particle and fluid are necessary. The hydrody-
namic forces acting on the particles are calculated directly
through the surface integrals. The particle collisions are
modeled directly using the hard sphere approach, taking into
account the inelastic collisions. The interface velocity of the
melting/solidification (solid-liquid) is calculated by means of
the Stefan condition for each particle. As an illustration of
the model numerical simulations of two-dimensional system
consisting of several circular ice dendrites (40) moving up
due to the density difference in a two-dimensional channel
filled with hot (first case) and undercooled (second case) wa-
ter have been performed. The analysis of results for the case
of melting particles showed significant influence of particle
rotation caused by the viscous torque on trajectories of par-
ticles in the near wall regions. Due to the so-called Saffman
force the particles are shifted from the wall to center of the
cavity. However, surprisingly in the case of growing par-
ticles this effect does not have significant influence on the
particle trajectories. We explain this phenomena by the fact
that the growth of particles breaks the rotation of particles
due to conservation of rotational impulse. Thus, the Saffman
effect plays insignificant role with progressing solidification
of particles.
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ABSTRACT
Chemical-looping combustion is a CO2 capture technology involv-
ing the use of a solid oxygen carrier, typically a metal oxide, which
transfers oxygen from combustion air to coal, avoiding thus a direct
contact between air and coal. Two inter-connected fluidized beds, a
fuel reactor and an air reactor, are used in the process.
This paper is about CFD modeling and simulation of a cold circulat-
ing gas-solid fluidized bed with a binary mixture of solid particles
with different characteristics. Simulations were carried out using a
multi-fluid polydispersed modeling approach (Batrak et al. (2005))
implemented in the NEPTUNE_CFD code, with separate transport
equations for the mean velocity and random kinetic energy for each
particle species and accounting for momentum transfer due to col-
lisions between various particle species. 3D unsteady state simula-
tion results are presented and compared to experiments performed at
Université Technologique de Compiègne (UTC) by Alstom Power
System’s team on an experimental cold flow model that is 10 meters
high with a cross-section of approximately 0.46 m2.
This work is focusing on the importance of the mean momentum
transfer between classes: the smaller particles transfer momentum
to larger ones and trigger their circulation into the larger expanse
of the bed. The influence of the particle characteristics and the in-
ventory of each solid phase were studied. This study demonstrated
that increasing the proportion of small particles in the bed increases
significantly the circulation of large particles.

Keywords: CFD, experimental, hydrodynamics, chemical looping
reactors, Euler/Euler approach, polysolid.

NOMENCLATURE

Greek Symbols
αk Mass fraction of phase k [−]
ε Turbulent dissipation [m2/s3]
µ Dynamic viscosity [Pa/s]
ρk Mass density of phase k [kg/m3]
Σp,i j Stress tensor in momentum equation of phase p [N/m2]
σ Standard deviation [−]
τc

pq Characteristic time between the collision of a particle
of phase p with any particle of phase q [s]

τ t
gp Characteristic eddy-particle interaction time [s]

Latin Symbols
CD Drag coefficient [−]
dp d50 diameter of solid phase p [µm]

E Mean value [−]
ec Inelastic restitution coefficient [−]
gpq Autocorrelation function [−]
Ig→p,i Drag force on phase p [N]
k Turbulent kinetic energy [m2/s2]
np Number of particle of phase p [−]
P Gas pressure [mbars]
qgp Gas-particle velocity correlation[m2/s2]
Qm Mass flux of gas [kg/s]
qp

2 Particle random kinetic energy [m2/s2]
Spq,i Momentum transfer due to collisions between particles

of phase p and phase q [N]
T Gas temperature [◦C]
Uk, j Mean velocity of phase k [m/s]
Vr,i Mean relative velocity [m/s]
Zpq Parameter representative from collisions between solid

phases[−]

INTRODUCTION

Chemical-looping combustion involves the use of a metal ox-
ide (MeOx) as an oxygen carrier which transfers oxygen to
coal during combustion, thus avoiding a direct contact be-
tween air and coal. Usually, the characteristics of MeOx
and coal particles are significantly different in terms of mass
density or diameter distribution which leads to a special be-
havior of the fluidized bed hydrodynamic. The experiments
of Fabre (1995) allowed to characterize the hydrodynamics
of a fluidized bed with a mixture of two particle species
with the same density but very different mean diameters.
Using the work on Discrete Particle Simulation (DPS) per-
formed by Gourdel et al. (1999), a modelling of a binary
mixture of particle species has been developed by Batrak
et al. (2005) and Fede and Simonin (2005) and implemented
in NEPTUNE_CFD. NEPTUNE_CFD is an unstructured
finite volume numerical code developed in the framework
of the NEPTUNE project which is financially supported by
Electricité de France, CEA, AREVA-NP and IRSN.
The recent parallelization of NEPTUNE_CFD considerably
improved its ability to simulate experimental or pilot set up
with a refined grid (Neau et al. (2010)). The simulations
presented here are performed using the NEPTUNE_CFD
code with specific adaptations by IMFT. Therefore, the aim
of this work is to validate this modeling on experimental set
up. Eventually, a characterization of the local mechanisms
making small particles trigger the circulation of bigger ones
is performed.

1



N. Nouyrigat1,3, E. Bouquet2, O. Simonin1,3, V. Lalam2

EXPERIMENTAL STUDY OF BI-SOLID FLUIDIZED
BED

Cold Flow Model description

The Cold Flow Model (CFM) in this study is a Circulat-
ing Fluidized Bed (CFB) based in UTC (France) which
works with air in cold conditions. The characteristics dimen-
sions were calculated and validated by analogy with the real
125 MWe power plant Emile Huchet (France).
The cold flow model is used for furnace hydrodynamics tests.
Picture and schema are given in figure 1 and 3. Solids flow
comes from the furnace and goes into the cyclone 1 and re-
turns to the furnace by loop seal 1, the cyclone 2 in series
captures the smallest particles (fines) from the exhaust of cy-
clone 1. Solids from cyclone 2 are reintroduced into the fur-
nace via loop seal 2. The gas coming from the cyclone 2
exhaust goes through the bag filter before being released out-
side (figure 3).
The furnace in stainless steel has a regular cross-section of
0.456 m2 and a grate section of 0.155 m2. The furnace
widens with a conical shape. The total height of the furnace
is 10 m. In the furnace, three levels of gas injection are avail-
able. The first one introduces the gas in the furnace through
the fluidization grate. This is the primary air flow. The two
other levels, the secondary air flows, introduce the gas di-
rectly in the furnace. The lower and upper secondary air are
located at the level 400 mm and 800 mm from the grate.

Figure 1: Photo of UTC’s Cold Flow Model (CFM)

Two types of solids were used for the tests. The main
solid chosen is ilmenite (Titanium-Iron oxide). According
to granulometric analysis the d50 is about 160 µm. The den-
sity of ilmenite, measured by using a helium Pyctometer is
4600 kg/m3.

For the bi-solid tests, alumina was mixed with ilmenite with
alumina mass ratio between 0 and 7%. According to the data
showed in figure 2, the d50 is about 62 µm and the d90 of
about 120 µm. The alumina density is 1500 kg/m3 (mercury
pyctometer).
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Figure 2: Particle Size Distribution of alumina particles

Figure 3: Schematic view of UTC’s Cold Flow Model (CFM)
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Operating Conditions

The solid mixture, ilmenite with alumina, is introduced in
the reactor in start-up phase. When the necessary amount of
solids is in the cold flow model the inlet air flow is adjusted
to obtain the test conditions. Furnace pressure profile is de-
termined after one hour of stabilization by average value on
5 min. The amount of solids in the reactor is calculated with
the pressure profile along the furnace, the circulating flow
rate is evaluated by blowing empty method. At the end of
a test, when the Cold Flow Model is getting shut-down, the
storage bin, which is on a weighing gauge, is getting filled
and the evolution of weight versus time is recorded. The cir-
culating flow rate corresponds directly to the curve gradient
in the first moment after the loop was stopped.

Experiment uncertainty

In the experiment presented in this paper, the uncertainty on
the estimated circulating mass flux is about 7%. It has been
estimated according to the following calculation:
∆QF

QF
=

2∆m
m

+
2∆t

t
with t = 30 s, m = 200 kg, ∆t = 0.25 s

and ∆m = 5 kg.
It is difficult to estimate the proportion of alumina in the riser.
The loading of alumina and ilmenite in the whole installation
is known at the beginning of the campaign. The more cycles
are performed the less accurate is the estimation of the ratio
of alumina in the installation because of solids leaving the
cyclone.
Moreover, the link between the ratio of alumina in the global
installation and the ratio of alumina in the riser is not easy
to determine. The set-up was not made for taking samples
inside the riser.
The EXP5 experiment was performed at the end of a cam-
paign so it has been assumed that no more than half of the
4% of alumina initially injected has escaped from the circu-
lating system.
The EXP6 experiment was performed at the beginning of a
campaign so the estimation of 5% of alumina in the installa-
tion is fairly accurate.

NUMERICAL MODELING OF THE EXPERIMENTAL
SET-UP

Euler/Euler modeling

In the proposed modeling approach, separate mean transport
equations (mass, momentum and fluctuating kinetic energy)
are solved for each phase and coupled through inter-phase
transfer terms (Simonin (2000), Gobin et al. (2003)). The
transport equations are derived using phase ensemble aver-
aging weighed by the gas density for the continuous phase
and by using kinetic theory of granular flows supplemented
by fluid drag and turbulence effects for the dispersed phase.
The solved equations are presented in Annexe A.

Mesh and geometry

Figure 4 shows a view of the CFB UTC mesh, which is
formed by a layer of quadrangles. This mesh is composed
of about 850 000 cells with a volume from 1 cm3 to 10 cm3.
The smallest are placed close to the injection region of the
fluidization gas while the largest are in top part of the bed.
Secondary injectors are situated at height z= 400 mm (4 in-
jectors) and z= 800 mm (8 injectors).

Boundary conditions and initial conditions

Physical properties

The fluidization gas is air at T = 50◦C, P = 1 bar. The im-
posed diameter for particulate phases is chosen to be the d50
of each phase.
Gas (Air): ρg = 1.09 kg ·m−3, µ = 1.98.10−5 Pa · s

Table 1: Characteristics of modeled particles
Type Density d50 Terminal settling

(kg/m3) (µm) velocity
Alumina 1500 60 0.14 m/s
Ilmenite 4600 160 1.7 m/s

Boundary conditions

All simulations have been performed with imposed solid in-
ventory (cf. Table 2) and fluidization velocity so that the
solid circulation mass flux is a result of our simulation.

Table 2: Imposed inventory for each case.
Case Ilmenite Alumina Inventory
Alu 0% 259 kg - 259 kg
Alu 2% 253.9 kg 5.1 kg 259 kg
Alu 4% 253.9 kg 10.6 kg 264.5 kg
Alu 10% 233.1 kg 25.9 kg 259 kg

The gas is injected as follows and corresponds to a gas
velocity in the main section of 3.8 m/s.
Fluidization grid : Qm = 0.4992 kg · s−1.
Secondary inlet flow z=400 mm. For each injector
(among 4): Qm = 0.2090 kg · s−1.
Secondary inlet flow z=800 mm. For each injector
(among 8): Qm = 0.0699 kg · s−1.
The solid mass flux injected at the inlet is equal to the solid

Figure 4: Schematic view of the mesh and geometry of
UTC’s CFM
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mass flux at the outlet.

The fluidization grid is considered as a smooth wall for the
particle boundary conditions. So, a slip condition for particle
velocity and a zero flux for random kinetic energy and flux-
particle covariance are imposed. The outlet of the riser is a
free inlet-outlet. If the flow is coming back, the volume frac-
tion of particles is imposed equal to 10−12. Standard wall
friction functions are used for the velocities and the turbu-
lence properties of the continuous phase. A slip condition
for the velocity and zero flux for particle random kinetic en-
ergy are imposed on the dispersed phases,corresponding to
elastic particle bouncing on smooth wall without friction.

Numerical information

The time of calculation and averaging is sum up in Table 3.

Table 3: Numerical information
Case Simulation Duration of the CPU time (h) per

time (s) averaging (s) physical s
Alu 0% 20 s 10 s 10 days, 64 proc.
Alu 2% 42 s 10 s 22 days, 64 proc.
Alu 4% 34 s 10 s 18 days, 64 proc.
Alu 10% 27 s 7 s 15 days, 64 proc.

The processors used for those simulations are referenced be-
low: Intel Xeon Quad-Core E5472 owns 4 cores with a 3
GHz frequency or Nehalem EX owns 4 cores with a 2.8 Ghz
frequency.
Whenever possible, the duration of the time averaging is
about the duration of the transitory state. The transitory state
is considered to be achieved when the circulating mass flux
oscillates around a constant value.

RESULTS

Macroscopic results

All presented results of NEPTUNE_CFD are time-averaged
on the duration of the averaging which can be seen in Table
3. All the plots of a parameter along Y direction are taken in
the center of the bed: x = 0.265 m.

Monosolid cases

As expected, in figure 5, the experiments show that increas-
ing the inventory increases the pressure drop inside the bed.
Experiment and simulation pressure profiles fit well in figure
5: the simulation predicts the dense part for z < 1m and the
dilute zone between z > 2 m. The evolution of the pressure
is linear in both zones.

Bisolid cases

Experiment and simulation pressure profiles in figure 6 are
taken along the wall and fit well. The influence of alumina
makes the pressure profile closer to the case of a perfectly
homogeneous bed. This trend is confirmed by the profiles
of time and space averaged αs along the bed (figure 7). The
space averaging is the mean value of the time averaged quan-
tity at each height. In the monosolid case the volume fraction
of solid reaches 21% in the bottom part while the maximum
is 17% when there is 4% of alumina in the bed. The ratio of
alumina strongly decreases the averaged volume fraction of
solid in the dense part of the bed. Figure 7 shows that the hy-
drodynamics is established for z > 4 m. Figure 8 shows that
adding alumina to the inventory decreases the local volume
fraction of solid in the dense part of the bed. Moreover, it is

Figure 5: Simulation and experimental pressure vertical pro-
files of mono-solid comparable cases

0 20 40 60 80 100 120
0

2

4

6

8

10

Pressure (mbars)

H
ei

gh
t (

m
)

 

 

Experiment 2%−4%
Neptune_CFD 2% 
Neptune_CFD 4%

Figure 6: Simulation and experimental pressure profiles of
bi-solid comparable cases

0,05 0,1 0,15 0,2
Volume fraction of solid

0
1
2

3
4
5
6

7
8

H
ei

gh
t (

m
)

Alu 0%
Alu 2%
Alu 4%

Figure 7: Time and space averaged volume fraction of solid
(αs) along the bed height

4



A NUMERICAL AND EXPERIMENTAL STUDY OF BISOLID CIRCULATING FLUIDIZED BEDS / CFD11-170

also shown that adding alumina impacts the volume fraction
mainly in the dense part of the bed.

Table 4: Monodisperse experiment and simulation
Case Total Outlet solid

inventory mass flux
EXP 1 260 kg 5.1 kg/s
EXP 2 188 kg 6.2 kg/s
EXP 3 174 kg 5.5 kg/s
EXP 4 151 kg 6.0 kg/s

Neptune_CFD 260 kg 6.5 kg/s

Four similar experiments of a mono-solid circulating flu-
idized bed have been performed and are presented in Table
4. The difference between those cases remains in the inven-
tory of ilmenite. With an imposed gas flux, the circulation of
solids does not seem to be linked to the total mass of solid in
the bed. In the range studied the circulating solid mass flux
is about 6 kg/s. The monodisperse simulation correspond-
ing to EXP1 experiment provides a good estimation of the
circulating ilmenite mass flux. Nevertheless, the modeling
tends to slightly overestimate the predicted mass flux. This
can be due to the modeling of the experiment with a single
mean diameter (d50 = 160 µm). The averaged ilmenite parti-
cles residence time goes from 25 s to 50 s for this experiment
if it is estimated according to the ratio between the mass of
ilmenite in the bed and the circulating flux of ilmenite. It
decreases proportionally to the decrease in the inventory of
solid.

Table 5: Bi-solid experiment and simulation with Ilmenite
and Alumina

Case Total % of Ilmenite Alumina Total
inventory Alumina mass flux mass flux mass flux

EXPE 5 259 kg 2%-4% - - 9.6 kg/s
EXPE 6 193 kg ' 5% - - 9.5 kg/s

Alu 2% 259 kg 2% 7.6 kg/s 0.48 kg/s 8.1 kg/s
Alu 4% 264.5 kg 4% 8.85 kg/s 1.04 kg/s 9.9 kg/s
Alu 10% 259 kg 10% 11.73 kg/s 2.94 kg/s 14.7 kg/s
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Figure 8: Time and space averaged volume fraction of solid
(αs) in the bottom part of the riser for various fraction of
alumina in the bed

Considering that the CFB riser is within a loop, it is hard to
experimentally estimate the fraction of alumina in the inven-
tory. Both bi-solid experiments give a circulating mass flux
between 9 and 10 kg/s. The measurement uncertainty led us
to perform 3 bi-solid simulations presented on Table 5. The
predicted circulating solid mass flux is similar to the experi-
ment results. Moreover, comparing mono-solid and bi-solid
experiment and simulations, there is a significant increase in
the circulation of solids due to the alumina particles. Numer-
ical modeling shows that multiplying the ratio of alumina in
the bed by a factor 2 increases the circulation of ilmenite of
about 16% and multiply the circulation of alumina by a factor
2. Increasing the ratio of alumina in the inventory modifies
the average estimated residence time from 33 to 20 s for il-
menite particles and from 11 to 9 s for alumina particles.
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Figure 9: Influence of alumina on the circulating solid mass
flux

In the range studied, figure 9 shows that ilmenite and alumina
mass fluxes are increasing linearly with the increase in the ra-
tio of alumina. The simulations with NEPTUNE_CFD give
results within the range of uncertainty of the experiments
for bi-solid cases and slightly overestimate the circulation of
solids in the monodisperse case.

Local characterization of the hydrodynamic

Flux and velocities

For all phases in Figures 10,11,12 and 13, there is a zone in
the center of the riser where the net mass fluxes are positive
and constant. This zone tends to widen with the height: for
ilmenite particles this zone goes from 5 cm to 60 cm.
In the lower part of the riser, there is a maximum of particles
and gas mass fluxes at around 10 cm of the walls. Less than
5 cm from the walls, the particles are falling down.
The shapes of the axial mass fluxes profiles do not depend
on the rate of alumina in the bed. Nevertheless, increasing
the rate of alumina in the bed tends to make the solid mass
flux horizontal profile in the established zone (z > 4 m) more
parabolic. For z < 4 m, the influence of alumina particles on
the solid mass flux is limited.
Figures 10 and 11 show that the loading of alumina do
not impact the gas solid mass, but it can strongly im-
pact the local solid mass flux: its value in the center of the
bed goes from 30kg/m2/s (Alu 0%) to 70kg/m2/s (Alu 2%).

In the established zone, the maximum local solid mass flux
is multiplied by a factor 2.3 while the outlet solid mass flux
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is multiplied by a factor 1.3.
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Figure 10: Time averaged horizontal gas mass flux for mono-
solid and bi-solid cases
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Figure 11: Time averaged horizontal solid mass flux for
mono-solid and bi-solid cases

Segregation of particles

But in figure 14, it is seen that regardless to the concentration
of solid, the mixing between both particle species is quite
constant between 0.5 m and 3 m. In both cases, the fraction
of ilmenite decreases with the height.
From Alu 2% to Alu 4%, the calculated fraction of alumina
in the circulating solid mass flux increased from 5% (cor-
responding to αIlm

αIlm+αAlu
= 84%) to 10% corresponding to

αIlm
αIlm+αAlu

= 73.5%). In the outlet region (between z=9.8 m
and z=10.3 m), in the center of the bed, the ratio of ilmenite
plotted in figure 14 tends to this value.

Figure 14 also shows that from z = 0 to z = zoutlet the fraction
of ilmenite in the solid linearly decreases. Its slope increases
while increasing the mass of alumina in the inventory. The
fraction of ilmenite in the solid does not change significantly
along y axis.
In figure 15, the volume fraction of alumina is fluctuating
more than the volume fraction of ilmenite. There is a maxi-

mum of deviation around z=3 m for both phases. In the dense
part of the riser (between 0 and 0.6 m), <α2>

<α>2 ' 2. It corre-
sponds to σ = E which means that the local volume fraction
of solid fluctuates along time between 7% and 23% in the
dense part of the bed. <α2>

<α>2 > 1 is characteristic of cluster
formation. It is mainly occurring below 5 meters.

Collisions influence

Fabre (1995) showed experimentally that collisions between
two different species can increase the circulating solid mass
flux in a CFB.
Gourdel et al. (1999) showed that, if the effect of the corre-
lation induced by fluid turbulence are neglected, the momen-
tum transfer during binary mixture collisions is proportional
to the collision frequency and the mean relative velocity. The
following equation shows that the frequency of collisions be-
tween two different species is linked to the Zpq parameter
which represents the ratio between : the mean relative veloc-
ity between both particles species and the relative fluctuating
velocity variance given in terms of the sum of both particle
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Figure 12: Time averaged horizontal ilmenite mass flux for
bi-solid cases
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Figure 13: Time averaged horizontal alumina mass flux for
bi-solid cases
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species agitation.

τ
c

pq =

(
gpqnqπdpq

2

√
16
3π

(q2
p +q2

q)H(Zpq)

)−1

(1)

with H(Zpq) =
√

1+ πZpq/4 and Zpq =
3
4
(Up−Uq)

2

(qq2+qp2)
.

Figure 16 shows two regions: in the dense region (cf figure
8), Zpq is nearly equal to unity, so the influence of the mean
relative velocity between solid phases is of the same order
of magnitude than the averaged granular temperature of the
solid species. In the dilute part, Zpq«1, so the random ki-
netic energy is predominant compared to the mean relative
velocity between solid phases.
The time averaged equation of momentum for particle phase
is written: [

Up, j
∂

∂x j

]
Up,i =

−αp
∂P
∂xi

+αpρpgi + Ig→p,i−
∂

∂x j
Σp,i j + ∑

q 6=p
Spq,i (2)

0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

Height (m)

α Ilm
/α

so
lid

e

 

 

Alu 2% y=0.1 m      
Alu 2% y=0.43 m   
Alu 2% y=0.8 m
Alu 4% y=0.1 m
Alu 4% y=0.43 m
Alu 4% y=0.8 m

Figure 14: Ratio of the time averaged volume fraction of il-
menite over the total volume fraction of solid along the height
for Alu 2% and Alu 4% cases
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Figure 15: Volume fraction deviation of each solid phase in
Alu 2% case

The first term on the left side of the equation represents
the acceleration of particles. On the right side, the first
corresponds to the pressure gradient, the second to the
gravity contribution, the third to the drag force, the fourth to
the stress tensor and the last one to the collisions between
solid phases. In figure 17, the contribution of each of those
terms in the momentum equation of ilmenite is plotted.
As expected, the stress tensor contribution is negligible.
For both particle species, the contribution of collisions is
negligible compared to drag, gravity and pressure gradient.
It means that adding alumina particles changes the hydrody-
namics of the flow which increases the circulation of solids.
In the upper part of the riser, the competition is between
drag and gravity only.

Figures 18 shows that there is an acceleration zone at about
10 cm from the wall at z = 1 m. In the middle of the bed there
is a deceleration zone. Figure 19 shows that at z = 6.8 m
particles that are falling are accelerating and particles that
are going up are slowing.

The results of this study differ from Batrak’s simulations of
Fabre (1995) experimental work. Batrak showed that in an
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Figure 16: Time averaged value of Zpq parameter in the cen-
ter of the bed for Alu 2% case
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Figure 17: Time averaged terms of the momentum equation
of ilmenite phase in the center of the bed in Alu 2% case
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extreme case, the contribution of the collisions between solid
phases can have a very strong influence on the circulating
mass flux of a binary mixture of particles of same density,
but very different d50 (cf Table 6). The terminal settling ve-
locity of the largest particle phase was larger than the flu-
idization velocity so that with only drag force modeled, no
particle of this solid phase would circulate. In the simula-
tions performed by Batrak, a non negligible amount of large
particles were found in the circulating mass flux (depending
on the proportion of large sand in the riser).

CONCLUSION

The collaboration between Alstom and IMFT results in the
setting of experiments and simulations of mono-solid and bi-
solid circulating fluidized bed. This study showed the ability
of NEPTUNE_CFD to model the hydrodynamics of a labo-
ratory scale CFB cold flow model.
Experimental and simulation pressure profiles fit well for
mono-solid and bi-solid experiments. The circulating solid
mass flux predicted by NEPTUNE_CFD is satisfactory. The
influence of the ratio of fine particles (alumina) in the bed
on the circulation of solids has been quantified and found in
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Figure 18: Time averaged radial terms of momentum equa-
tion of ilmenite phase at z = 1 m in Alu 2% case
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Figure 19: Time averaged terms in momentum equation of
ilmenite phase at z = 6.8 m in Alu 2% case

Table 6: Comparative table between Fabre experiment and
results of this study

Current Density d50 Terminal settling
study (kg/m3) (µm) velocity
Alumina 1500 60 0.14 m/s
Ilmenite 4600 160 1.7 m/s

Gas velocity in
the main section 3.81 m/s

Fabre Density d50 Terminal settling
(1995) (kg/m3) (µm) velocity
Small sand 2650 260 2 m/s
Large sand 2650 1300 9 m/s

Gas velocity in
the main section 4 m/s

the same proportion in both experiment and simulation. The
simulation showed that multiplying the ratio of alumina:

• by a factor 2 increases the circulation of ilmenite of
16%.

• by a factor 5 increases the circulation of ilmenite of
54%.

A local characterization of the hydrodynamics of the riser
was performed:

• Increasing the ratio of alumina in the bed tends to de-
crease the maximum volume fraction in the bed.

• The loading of alumina impacts the hydrodynamics that
increases the circulating solid mass flux. Momentum
transfers during the collisions between solid phases are
not important compared to drag force and gravity in the
range studied.

• The mixing between both particle species is indepen-
dent from the local volume fraction of each particle
phase.

• The local fraction of ilmenite in the solid slightly de-
creases when z increases.

• Clustering is observed in the bed between z = 0 m and
z = 5 m.
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APPENDIX A

Transport equations of the two-fluid modeling

The two-fluid modeling is built on a kinetic approach based
on a joint fluid-particle Probability Density Function (Si-
monin (2000)). The set of PDF’s moment transport equa-
tions is derived from a Boltzmann-like kinetic equation of
the PDF. The resulting mass, momentum and particle agi-
tation transport equations needed closure proposed by Gobin
et al. (2003), Balzer et al. (1996), Gourdel et al. (1999), Fede
and Simonin (2005) and Batrak et al. (2005).
The transport equations of the mass and momentum are:

∂

∂ t
(ρkαk)+

∂

∂xi
(ρkαkUk,i) = 0 (3)

αkρk

(
∂

∂ t
+Uk, j

∂

∂x j

)
Uk,i =

(4)

αkρkgi−αk
∂P
∂xi
− ∂

∂x j
Σk,i j + ∑

q=p,g
I(q→k),i

P is the mean pressure, gi is the ith composant of acceleration
due to gravity imposed to 9.81 kg ·m · s−2 along z direction,
Σk,i j is the viscous stress tensor for the gas phase and the
collision stress for a particle phase, I(p→k) is the average in-
terfacial momentum transfer rate from phase q to phase k.
If k=g, that term represents the drag force, if k=p, it repre-
sents the mean momentum exchanges by collisions (in case
of polydispersion).

Interphase coupling in the momentum equation

Gobin et al. (2003) proposed a closure for the drag force.

Drag force

According to the assumption that particles are hard spherical
spheres translating in a non-uniform flow, the drag force
can be modeled in the momentum equations as a term:
I(g→p) = −

αpρp

τF
gp

Vr,i where Vr,i is the mean gas-particle

relative velocity .

Definition of the drag force characteristic velocity: the
mean gas-particle relative velocity

Vr = Up−Ug−Vd

The drift velocity Vd is due to the transport of particles by gas
turbulence. In industrial fluidized beds, particles are break-
ing the turbulence so its influence is expected to be negli-
gible. Nevertheless, it is modeled according to the work of
Simonin et al. (1993):

Vd,i =−Dgp,i j

[
1

αp

∂αp

∂x j
− 1

αg

∂αg

∂x j

]
(5)

with Dgp,i j =
1
3 qgpτ t

gpδi j. τ t
gp is the characteristic time from

gas-particle turbulence (Simonin et al. (1993)) and qgp is the
fluid-particle velocity correlation.

Definition of the particle relaxation time scale τF
gp

1
τF

gp
=

3
4

ρg

ρp

|< vr >|
dp

<CD > (6)

Gobin et al. (2003) proposed to model <CD > from the drag
law of Wen & Yu limited by the one of Ergun for large solid
volume fraction:

<CD,WY >= CD,WY αp ≤ 0.3

<CD,WY >= min(CD,WY ,CD,Ergun) αp > 0.3
(7)

CD,WY =
24

Rep

[
1+0.15Rep

0.687
]

α−1.7
g (withRep < 1000)

CD,Ergun = 200
αp

Rep
+

7
3

(8)

with Rep = ρg
< vr > dp

µg
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Collisions between particles

The collisions between particles of different characteristics
lead to mean momentum exchange between the two solid
phases. According to Gourdel et al. (1999), the mean mo-
mentum exchange between phase p and phase q writes:

Iq→p,i =−αpρp
mq

mp +mq

1+ ec

2
H1(Zpq)

τc
pq

(Up,i−Uq,i) (9)

mp and mq represent the mass of any particle p and q
respectively, ec is the restitution coefficient, τc

pq the char-
acteristic collision time. H1(Zpq) is a theoretical function
due to the adaptation of the kinetic theory of gas that can be

approximated by H1(Zpq) =
8+3Zpq

6+3Zpq
where Zpq represents

the ratio between the square of the mean relative velocity and
the relative fluctuating velocity variance given in terms of

the sum of both particles specy agitation: Zpq =
(Up−Uq)

2

4
3 (q

2
p +q2

q)
.

The theoretical expression of the characteristic collision

time is:
1

τc
pq

=
(

gpqnqπdpq
2
√

16
3π
(q2

p +q2
q)H(Zpq)

)
, where

H(Zpq) is approximated by H(Zpq) =
√

1+ πZpq
4 , gpq corre-

sponds to the radial distribution function depending on the
maximum random packing of spheres imposed to αmax =
0.64.

Closure models

Turbulent stress tensor of the gas phase
Due to the multi-physics nature of the studied flow, ad-
ditional terms to model the mean momentum exchange
between the fluctuating motions are needed. Our modeling
is based on the work of Balzer et al. (1996) and Vermorel
et al. (2003).

Turbulent stress tensor of the solid phase
Batrak et al. (2005) proposed to write the effective stress ten-
sor of a binary mixture of particles as:

Σp,i j =

[
Pp−λp

∂Up,m

∂xm

]
δi j−µp

[
∂Up,i

∂x j
+

∂Up, j

∂xi
− 2

3
∂Up,m

∂xm
δi j

]
(10)

where µp = αpρp(ν
kin
p +νcol

p ) and the kinetic viscosity νkin
p

is modeled as:[
1
3

qgpτgp +
1
2

τ
F
gp

2
3

q2
p(1+

τF
gp

2
q2

p(1+ α̂pg0Φc)

]
×

[
1+

τF
gp

2
σc

τ̂c
p

]−1

(11)

with Φc =
2
5
(1+ ec)(3ec−1) and σc =

1
5
(1+ ec)(3− ec).

The collisional viscosity, νcol
p is modeled as:

ν
col
p =

4
5

α̂pg0(1+ ec)

ν
kin
p + d̂p

√
2
3

q2
p

π

 (12)

The only parameter to model the interaction between parti-
cles is the restitution coefficient ec. We imposed ec = 0.9,
knowing that the prediction of the bed hydrdynamic is not
very sensitive to this parameter.

The granular pressure Pp and λp:

Pp = αpρp[1+2α̂pg0(1+ ec)]
2
3

q2
p,

λp = αpρp
4
3

α̂pg0(1+ ec)d̂p

√
2
3

q2
p

π

The modified volume fraction, collision diameter, collision

timescale write: α̂p = ∑
q

αp
2mq

mp +mq

[
dpq

dq

]3

,

d̂p =
1

α̂p
∑
q

αq
d4

pq

d3
q

2mq

mp +mq
,

1
τ̂c

p
= ∑

q

2mq

mp +mq

1
τc

pq

The closure of the momentum equation for particles intro-
duced new unknown terms that need closure models too.
A transport equation of the particle turbulent kinetic energy
(q2

p) and of the fluid-particle velocity covariance (qgp) is writ-
ten in the approximate form:

αpρp
∂q2

p

∂ t
+αpρpUp, j

∂q2
p

∂x j
= (13)

∂

∂x j

(
αpρpKt

p
∂q2

p

∂x j

)
−Σp,i j

∂Up,i

∂x j

−
αpρp

τF
gp

[
2q2

p−qgp
]
+∑

q
εpq +∑

q
χpq

with the kinetic diffusivity coefficient:

Kt
p =

[
ν t

gp

σq
+

5
9

τF
gp

2
3

q2
p

]
×

[
1+

5
9

τF
gp

ξc

τc
p

]−1

the dissipation rate due to inelastic collisions:

εpq =−mp

(
2mq

mp+mq

)2 1−e2
c

4
np

τc
pq

2
3
(q2

p +q2
q)

and the production and exchange of agitation between
classes due to collisions:
χpq =

mpmq
mp+mq

1+ec
2

np

τc
pq

×
[

mq
mp+mq

1+ec
2 (Up,i−Un,i)

2H1(Zpq)−
8
3

mpq2
p−mqq2

q
mp+mq

]
Finally, the fluid-particle covariance writes:

[
∂

∂ t
+Up, j

∂

∂x j

]
qgp = (14)

1
αpρp

∂

∂x j

(
αpρp

ν t
gp

σk

∂qgp

∂x j

)
−Rgp,i j

∂Up,i

∂x j

−Rgp, ji
∂Ug,i

∂x j
−

qgp

τ t
gp

− 1
τF

gp

[(
1+

αpρp

αgρg

)
qgp−2k−2

αpρp

αgρg
q2

p

]
Following Février and Simonin (1998), an eddy viscosity as-
sumption is used to predict the fluid-particle velocity corre-
lations tensor components Rgp,i j.
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ABSTRACT 
The Reynolds averaged mixture model provides a 
practical means to estimate the low-order statistical 
properties of multiphase turbulent flows. This approach, 
however, requires a closure model for the Reynolds 
stress. In this paper, a recently developed realizable 
Reynolds stress model for single phase flows is 
extended to multiphase flows. The closure model is 
formulated as a non-negative algebraic mapping of the 
normalized Reynolds (NR-) stress into itself and is, 
thereby, realizable for all flows. The value of the new 
closure strategy will be illustrated in the presentation 
with a few selected examples of multiphase flow 
phenomenon in fluidized beds.   

Keywords: multiphase fluids, turbulent flows, 
Reynolds stress, fluidized beds 
 
NOMENCLATURE 
 
A

   
defined by Eq.(61); also see Eq.(69)   

B  
  

defined by Eq.(62) 

0 1B , B           defined by Eq.(21)  

iC    defined by Eqs.(64) and (65): i = 1, 2  

IC               defined by Eq.(30) 

IC∞     interfacial drag coefficient for large CRe   

RiC    defined by Eq.(51) and (53):  i = 1, 2, 3, 4 

yzC    correlation coefficient, see Figure 1 

cD               defined Eq.(31), m 

x y ze ,e ,e
 

Euclidean base vectors 
3E    Euclidean vector space 

mixf '             defined by Eq.(63) , m/s2   

g
   

acceleration due to gravity, m/s2 

I     unit operator 

S S SI , II , III   defined by Eq.(18), resp., 1 2 3s ,s ,s− − −    

R RII , III   invariants of R , see Eqs.(47) and (48)  

k
j    defined by Eq.(9), kg/(m2-s)  

mixk   defined by Eq.(55),  m2/s2  

n       defined by Eq.(24) 

EN      defined by Eq.(71) 

FN        defined by Eq.(52)  

RN               defined by Eq.(68)  

mixp     instantaneous mixture pressure, kg/(m-s2) 

mixp '   fluctuating mixture pressure, kg/(m-s2) 

cR      defined by Eq.(30) 

cRe       defined by Eq.(31) 

tRe   defined by Eq.(54) 

R
   

defined by Eq.(59) 

E
R         defined by Eq.(70)  

mix
S

  
defined by Eq.(16), 1/s  

t     time, s  
T      Cauchy stress in Eqs.(14a), kg/(m-s2) 

mix
T   mixture stress in Eq.(11), kg/(m-s2) 

u    velocity, m/s 
m
ku    defined by Eq.(5), m/s    

mixu   defined by Eq.(4), m/s 

mixu '   fluctuating mixture velocity, m/s 
2Du   drift velocity, defined by Eq.(9), m/s 

21u                slip velocity, defined by Eq.(22), m/s 

V    volume of flow domain 

FV          finite volume within V ,m3 

kV    volume of Phase k, m3 

kX    defined by Eq.(1) 
x    position vector, m 
x,y,z  coordinate directions, m 
 
Greek symbols  
 

,α β             defined by Eqs.(64) and (65) 

kα                defined by Eq.(2): k = 1,2 

2 maxα            defined by Eq.(2)   

mixε   defined by Eq.(56), m2/s3   

mixκ   defined by Eqs.(15) and (17b), kg/(m-s) 

mixµ    defined by Eqs.(15) and (17a), kg/(m-s) 

Eν        defined by Eq.(71) 

ρ    instantaneous density, kg/m3 
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kρ          density of Phase k: k = 1,2, kg/m3 

mixρ   defined by Eq.(3), kg/m3 

Rτ     defined by Eq.(51), s  

mix
τ     defined by Eq.(14), kg/(m-s2)  

A B C
, ,τ τ τ      defined by Eqs.(14a,b,c), kg/(m-s2)  

Eτ                 defined by Eq.(70)    

wallϒ             defined by Eq.(53)  

MATHEMATICAL OPERATIONS  

a

t

∂
∂

      time derivative of a vector 

a∇    spatial gradient of a vector 

a∇⋅   divergence of a vector 

mixD

D t
   defined by Eq.(13) 

kD

D t
   defined by Eq.(28)  

a     magnitude of a scalar 

a     norm of a vector  

a b⋅   scalar product between two vectors 

a b∧              cross product between two vectors    
TA     transpose of a dyadic-valued operator 

tr(A)     trace of a dyadic-valued operator 

det(A)    determinant of a dyadic-valued operator  

kX a   phase average of a vector  

a< >   Reynolds average of a vector 

INTRODUCTION 
The interpenetrating continua theory for multiphase 
fluids was developed more than forty years ago. The 
success of this approach depends on identifying and 
validating appropriate closure models that connect 
momentum transport phenomena among discrete 
immiscible continua with momentum transport 
phenomena among interpenetrating continua. In this 
paper, a new closure model for the Reynolds stress is 
used to close the set of Reynolds averaged balance 
equations governing the mean mixture momentum and 
the mean phase concentration.  The instantaneous phase 
averaged balance equations and the Reynolds averaged 
balance equations are provided in summary form. 
Specific technical details and arguments related to the 
general development of the multiphase theory are 
readily available in the literature (see, esp., 
Gidaspow,1994; Manninen et al., 1996; Fan and Zhu, 
1998; Crow et al., 1998;  Drew and Passman, 1999; 
Jackson, 2000; Kleinstreuer, 2003; Brennen, 2005; Ishii 
and Hibiki, 2006; and, Prosperetti and Tryggvason, 
2009).  
 
The Reynolds average of the instantaneous field 
equations for the multiphase mixture model yields a set 
of exact, albeit unclosed, equations for the low-order 
statistical properties of the mean mixture velocity, the 

mean mixture pressure, the mean concentration of each 
phase, and the mean phase slip velocities among the 
constituent phases. In this paper, a recently developed   
Reynolds stress closure for single-phase turbulent flows 
(see Koppula, 2009) is formally extended to multiphase 
turbulent flows governed by the mixture model.   

INTERPENETRATING CONTINUA 
A mixture of two or more immiscible continua is a 
discrete dynamic system governed by fundamental 
principles of continuum mechanics. Under many 
circumstances, the low-order statistical properties of a 
suspension can be estimated by using ensemble phase 
averages to replace the space/time discontinuous 
dynamic problem with a space/time continuous dynamic 
problem. In general, the theory of interpenetrating 
continua provides a means to develop a rigorous 
mathematical description of how momentum, energy, 
and mass can be exchanged among the constituent 
phases and, most significantly, how the phases can mix, 
separate, and react.     
 
In order to illustrate the new approach to multiphase 
turbulence, this paper begins by defining a multiphase 
model for two immiscible continua that can exchange 
momentum, but not internal energy or mass. The 
dispersed phase is a solid and the continuous phase is a 
fluid (gas or liquid). The shape and size of individual 
solid particles do not change in the multiphase flow 
environment (i.e., no agglomeration or breakage of 
particles). The intrinsic mass densities of the two 
constituent phases are constant and unequal 
( 1 20 < ρ ≠ ρ ).  
 
Clearly, the equations presented below can be extended 
to include non-isothermal flows and other physical 
phenomena (see the references cited above); however, 
the main objective of this paper is to illustrate how the 
instantaneous equations for multiphase fluids can be 
applied to turbulent flows. Therefore, in the next 
section, the instantaneous phase averaged equations that 
govern the behaviour of two immiscible fluids are 
given. This is followed by a summary of the exact, 
albeit unclosed, Reynolds averaged equations for the 
mean mixture velocity and the mean volume fraction of 
the dispersed phase.  Closure models for the transport of 
mixture momentum and the transport of mixture 
concentration by turbulent fluctuations are also defined.  
 
Mixture properties for two interpenetrating continua can 
be derived by using the following discontinuous phase 
indicator function:  
 

k
k

k

1 , x V V
X (x, t)

0 , x V V

∈ ⊂
≡  ∉ ⊂

.                                         (1)                             

 
For example, the local volume fraction of the k-th phase 
is defined as an ensemble average of kX (see Drew and 
Passman, 1999; as well as Kleinstreuer, 2003): 

k k

2 1 2 max

X , k 1,2

0 1 1

α ≡ =
≤ α = −α ≤ α <

.                                          (2)                            



 Interpenetrating Continua and Multiphase Turbulence / CFD11-171 

3  

The parameter 2 maxα  stems from the physical idea that a 
discrete, unconnected phase cannot exist as a pure 
constituent. This packing constraint is an intrinsic 
property of a specific solid/fluid suspension. It depends 
on the dispersed phase geometry (sphere, ellipsoid, 
etc.), the size distribution of the particulate phase, and 
the physicochemical properties of the solid/fluid 
interface.  
 
The mixture density of two immiscible, constant density 
phases is defined as 
 

mix 1 1 2 2ρ ≡ ρ α +ρ α .                                                      (3)                                               
 
The mixture velocity is defined as the mass average of 
the constituent phase averaged velocities: 
 

 
m m

1 1 1 2 2 2
mix

mix

u u
u

α ρ +α ρ
≡

ρ
.                                       (4)                                                                              

 
The phase averaged velocity is defined by the following 
ensemble average: 
 

 m k
k

k

X u
u , k 1,2

X

ρ
≡ =

ρ
.                                         (5)  

  
The process of phase averaging replaces a non-
penetrating mixture of continua with a mixture of 
interpenetrating continua. The resulting ensemble 
averages are continuous functions of space and time. 
The equations-of-change for the low-order moments of 
the ensemble are exact, but unclosed. There are no a 
priori restrictions on the spatial and temporal behaviour 
of the phase averaged properties. The primary 
motivation for phase averaging is to replace a 
mathematically discontinuous dynamic system with a 
mathematically continuous dynamic system, not 
space/time smoothing.        

THE MIXTURE MODEL 

 
Mass Balance 

An exact equation-of-change for the mixture density is     
 

mix
mix mix( u ) 0

t

∂ρ
+ ∇ ⋅ ρ =

∂
 .                                          (6)                                                                                         

   
If 1 2ρ ≠ ρ , then Eqs.(3) and (6) imply that  
 

2 1 2
mix mix 2

mix

( )
u ( u )

t

ρ −ρ ∂α
∇ ⋅ = − + ⋅∇α

ρ ∂
.                 (7) 

 
Equation (7) shows that a mixture of constant density 
continua has the distinguishing characteristic that the 
divergence of the phase average mixture velocity is not 
zero (i.e., mixu 0∇⋅ ≠ ).  
 
 
 
 

 
Phase Balance  

An exact equation-of-change for the volume fraction of 
the dispersed phase is 
 

2 2
2 2 mix 2

( )
( u ) j

t

∂ ρ α
+∇ ⋅ ρ α = −∇ ⋅

∂
                            (8)  

 
The drift flux of Phase 2 is defined as  
 

m
2 2 2D 2D 2 mix2

j u , u u u≡ ρ α ≡ − .                             (9)                                                                                                    

 
It follows from Eqs.(3) and (4) that  
  

1 2
j j 0+ = .                                                                  (10)   

 

 
Momentum Balance 

An exact, albeit unclosed, equation-of-change for the 
mixture momentum per unit volume is 
 

mix mix
mix mix mix

mixmix mix mix A B C

D u
g T

Dt
T p I ,

ρ = + ρ + ∇ ⋅

= − + τ τ = τ + τ + τ
 .  (11a,b,c) 

 
The Cauchy mixture stress has an isotopic component 
and a deviatoric component. For multiphase fluids, the 
deviatoric component of the stress also has an isotropic 
component (i.e.,

mix
tr( ) 0τ ≠ ). The mixture pressure is 

determined by solving a Poisson equation, which stems 
directly from Eq.(3), Eq.(6), and Eq.(11):  
   

mix mix2
mix 2 1 2

mix mix
mixmix

D u
p ( )( ) (g )

Dt
D u

( ) ( )
Dt

∇ = + ρ −ρ ∇α ⋅ −

+∇ ⋅ ∇ ⋅ τ −ρ ∇ ⋅

 .          (12) 

 
The right-hand-side of Eq.(12) is exact. The substantial 
derivative of the mixture momentum per unit mass is 
defined as  
 

 mixmix mix
mix mix

uD u
u u

Dt t

∂
≡ + ⋅∇

∂
.                             (13) 

 
The deviatoric component of the Cauchy stress is 
caused by three factors:  

A)  interactions at the microhydrodynamic scale;  

B)  non-zero drift velocities; and,  

C)  non-zero statistical slip between phases.   

 
The deviatoric components of the stress are defined as 
follows  
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2

kA
k 1

2
m m

k k k mix k mixB
k 1

2
m m

k k kC
k 1

X T

(u u )(u u )

X (u u )(u u )

=

=

=

τ ≡

τ ≡ − α ρ − −

τ ≡ − ρ − −

∑

∑

∑

.              (14 a,b,c) 

 
Equations (14 a,b,c) are exact and stem directly from a 
phase average over an ensemble of flows of discrete 
immiscible fluids. Each individual phase is a continuum 
that satisfies Cauchy’s equation-of-motion and the 
continuity equation. Possible closure models for each of 
the component stresses in Eq.(14) are briefly discussed 
below. For a formal development and extended 
discussion of these equations, the interested reader 
should refer to Manninen et al. (1996); Drew and 
Passman (1999); and, Kleinstreuer (2003).                                                                                      
 

 
The Mixture Stress Due to Mixture Deformation 

A generalized Newtonian model is often employed to 
account for the stress due to mixture deformation:   

  

mix mix mixA mix mix

2
2 S ( )tr (S ) I

3
τ = + µ − µ − κ .           (15)                                                                   

 
The mixture strain rate 

mix
S is  

 

T
mix mixmix

1
S [( u ) ( u ) ]

2
≡ ∇ + ∇  .                                   (16)                                                                                       

 
The mixture viscosity coefficients, mixµ

 
and mixκ , 

depend on the local volume fraction of the “dispersed” 
phase and the three invariants of the mixture strain rate:  
  

mix mix 2 S S S

mix mix 2 S S S

( , I , II , III )

( , I , II , III )

µ = µ α

κ = κ α
.                                  (17a,b)                                                                                    

 
The three invariants of 

mix
S are defined as follows 

  

S mixmix

S mix mix

S mix mix mix

I tr[ S ] u (see Eq.(7) above)

II tr[ (S ) (S ) ]

III tr[ (S ) (S ) (S ) ]

≡ = ∇ ⋅

≡ ⋅

≡ ⋅ ⋅

.                (18)    

                                                                  
For non-isothermal flows, an equation for the mixture 
temperature can be identified by developing a phase 
average energy balance for the mixture (see Gidaspow, 
1994; and, Kleinstreuer, 2003). In general, the local 
mixture temperature and the local mixture pressure will 
also influence the mixture viscosity coefficients. The 
phenomenological mixture viscosity coefficients 
connect the physical properties of each discrete phase at 
the microhydrodynamic scale with the mixture 
momentum flux in response mixture deformation.  

 
The Mixture Stress Due to Drift Velocities 

For a two-phase fluid, the drift velocities (see Eq.(9) 
above) induce the following exact contribution to the 
deviatoric component of the mixture stress:   
 

B

2

2 k kD kD
k 1

u u
=

τ = − α ρ∑ .                                            (19)                                                                                         

 
Equation (19) is in closed form. The drift stress dyads 
can be calculated by using Eqs.(22) and (32) below. 
     

 
The Mixture Stress Due to Phase Slip 

A statistical phase slip between the instantaneous and 
phase average velocity at the microhydrodynamic scale 
also induces a stress that contributes to the total mixture 
stress (see Eq.(14c) above). A plausible, albeit untested, 
closure hypothesis for 

C
τ   is the assumption that (see p. 

209, Kleinstreuer, 2003): 
 

mix 21 21C C
( u u )τ = τ ρ , where                                       (20) 

 

21u is the phase slip velocity, defined by Eq.(22) below. 
The Cayley-Hamilton (CH-) theorem of linear algebra 
implies that the most general representation of Eq.(20) 
is linear in the phase slip dyad:        

 

0 mix 21 21C

1 mix 21 21 mix 21 21

B tr( u u ) I

1
      B ( u u tr( u u ) I )

3

τ = ρ

+ ρ − ρ
.             (21)   

                              
The phenomenological dimensionless CH-coefficients 

0B  and 1B  may depend on the local volume fraction as 
well as the local mixture pressure and the local mixture 
temperature.  
 

 
Phase Slip Equation 

For two immiscible phases, the local drift velocity, the 
local phase slip velocity, the local volume fraction of 
the dispersed phase, and the densities of the constituent 
phases are related by the following equations:  
 

1 1 2 2
2D 21 1D 12

mix mix

m m
2D 1D 21 2 1

u u , u u

u u u u u

α ρ α ρ
= =

ρ ρ

⇒ − = = −

.                     (22) 

 
Note that  
 

21 12u u 0+ ≡  .                                                            (23)                                                               
                                                                                 
An exact (albeit unclosed) equation-of-change for the 
phase averaged momentum of Phase k can be written as 
follows:  
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m
m mkk
k kk k k k k k

k k k

D u
( X T X uu u u )

D t

g T n n X

α ρ = ∇ ⋅ − ρ + α ρ

+ α ρ − ⋅ ⋅∇

.          (24) 

 
The vector n  in Eq.(24) is defined at the 
microhydrodynamic scale as the outward pointing 
normal vector at the interface between two phases. For  
a two-phase fluid, 2 1n n= − . An exact, but unclosed, 
equation for the exchange of momentum between Phase 
k and the mixture follows by taking the difference 
between Eq.(24) and Eq.(11) multiplied by the volume 
fraction of Phase k:  

 

k

k

mix mix
k k mix

k kmix

{Eq.(24)} {Eq.(11)}

T n n X

D u
( ) (g )

D t

T N

−α ⇒

⋅ ⋅∇ =

+ α ρ −ρ −

+ ⋅∇α +

.                (25) 

                  

                

 
The vector kN in Eq.(25) is defined as follows: 
  

m m
k k k k k k k k mix

m
mix mix k k

k k

N ( X T X uu u u T )

D u D u
( )

D t D t

≡ ∇ ⋅ − ρ + α ρ −α

+ α ρ −
.  (26) 

 
The mixture stress,

mix
T , is given by  

 
2 2

k k mix mix mixmix
k 1 k 1

mix A B C

T X T ( X uu u u )

p I (see Eq.(14) above)
= =

= − ρ −ρ

= − + τ + τ + τ

∑ ∑
.   (27) 

 
The acceleration of Phase k is defined as 
 

m m
m mk k k
k k

D u u
u u

Dt t

∂
≡ + ⋅∇

∂
.                                         (28)  

 
The acceleration of the mixture is defined by Eq.(13) 
above.  
 
Each term in Eq.(25) sums separately to zero, including 
the vector kN :   
 

2

k
k 1

2

k mix
k 1

2 2
m m

k k k k k
k 1 k 1

m2 2
mix mix k k

k k k k
k 1 k 1

N

{ (X T) T }

{ (X uu) ( u u ) }

D u D u
( ) ( ) 0

D t D t

=

=

= =

= =

=

∇ ⋅ −

−∇ ⋅ ρ − α ρ

+ α ρ − α ρ ≡

∑

∑

∑ ∑

∑ ∑

.         (29) 

 

In the absence of mass transfer between phases and 
interfacial tension, the drag on the left-hand-side of 
Eq.(25) can be estimated by using the following 
assumption (see Crow et al.,1998; and, Kleinstreuer, 
2003): 
 

2
C

2 I C mix 21 21
3
C

R 1
T n n X C (Re ) u u

4 2R
3

π
⋅ ⋅∇ = ρ

π
 . (30) 

 
Equation (30) conforms to the common use of a drag 
coefficient to account for the quasi-steady transfer of 
momentum across an interface with a local curvature of 

C1/ R . The characteristic Reynolds number in Eq.(30) is 
defined as follows: 
  

mix 21 C
C C C

mix

u D
Re , D 2R

ρ
= ≡

µ
.                         (31) 

 
An application of Eq.(30) requires a specification of the 
interfacial drag coefficient I CC (Re ) . For example, if 

CRe 1<< , then Stokes’ law implies that I CC 24 / Re= ; 

and, if CRe 1>> , then I IC C 0∞→ > .  
 
The parameter C CD ( 2R )=  in Eq.(31) depends on the 
local particle size distribution of the underlying  
suspension and the local magnitude of the volume 
fraction gradient, 2∇α . Phenomenological equations 

for cD  have been proposed by Ishii and Hibiki (2006).  
 

With 2N 0≅ , Eq. (25) reduces to an algebraic 

equation. This hypothesis (untested) assumes that the 
local transfer of momentum between the mixture and 
the underlying dispersed phase involves a quasi-steady 
balance among three forces: 1) a local drag caused by 
the transfer of momentum between the two underlying 
phases; 2) a net buoyant force due to gravity and the 
acceleration of the mixture; and, 2) a mechano-phoretic 
force caused by a coupling between the local Cauchy 
mixture stress and the local spatial gradient of the 
dispersed phase:   
 

mix 21 21
I C

C

mix mix
2 2 mix 2mix

drag

stress induced
net buoyancy phoresis

u u3
C (Re )

4 D

D u
( ) ( g ) T

D t
−

ρ
=

+ α ρ −ρ − + ⋅∇α






.      (32) 

 
In summary, the instantaneous mixture model is defined 
by Eq.(8) for 2α ; Eq.(11) for mixu ; Eq.(12) for mixp ; 

and, Eq.(32) for 21u . These equations require an 
appropriate set of boundary conditions as well as a 
model for the deviatoric component of the mixture 
stress (i.e., see Eq.(14) for 

mix
τ ). The flux of Phase 2 in 

Eq.(8) is algebraically linked to the phase slip velocity 
determined by Eq.(32) above.  Flow simulations based 
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on the foregoing mixture model requires a specification 
of initial conditions as well as the following set of 
physical property parameters: the phase densities 1ρ  

and 

2ρ ; the packing parameter 2 maxα ; and, the transport 

properties mixµ , mixκ , 0B , 1B , I CC (Re ) , and cD .  

REYNOLDS AVERAGE MIXTURE MODEL 

By conjecture, solutions to the instantaneous mixture 
model defined by Eqs.(8), (11), (12), and (32) are 
“turbulent” if the following two conditions hold within 
some finite domain: 1) the local inertial forces are large 
compared with the local deviatoric forces, i.e.,   
   

mix mix mix Fmix
( u u ) ( ) , x V V∇⋅ ρ ∇ ⋅ τ ∈ ⊆ ; 

 
(33) 

 
and, 2) the instantaneous mixture vorticity is not aligned 
with the instantaneous mixture velocity, i.e.,  
 

mix mix F( u ) u 0 , x V V∇∧ ∧ ≠ ∈ ⊆  .                 (34) 

 
Under the foregoing two conditions, the instantaneous 
velocity field is three dimensional, unsteady, and highly 
sensitive to initial conditions (i.e., the flow is turbulent).  
These characteristics have been the practical experience 
with the single-phase Navier-Stokes equation for more 
than 100 years and have motivated the use of statistical 
continuum methods as a means to understand the 
behaviour of ensembles of turbulent flows (bounded, 
unbounded, rotating, and non-rotating). There is no 
reason to think that the instantaneous mixture equations 
behave differently. Fortunately, for some turbulent 
flows of a Newtonian fluid, low-order statistical 
properties are well-defined and reproducible. This may 
also occur for a class of turbulent flows of multiphase 
mixtures (see Drew and Passman, 1999; Pope, 2000; 
Prosperetti and Tryggvason, 2009).  
 
Turbulent fluctuating fields are formally defined as the 
difference between the instantaneous field and the mean 
field. For example,  
 

2 2 2

mix mix mix

mix mix mix

21 21 21

(x, t) ' (x, t)

u u (x, t) u ' (x, t)

p p (x, t) p ' (x, t)

u u (x, t) u ' (x, t)

α = < α > +α
= < > +
= < > +
= < > +

.                              (35)  

 
The drift flux and the deviatoric mixture stress in 
Eqs.(8) and (11) can also be decomposed into a mean 
component and a fluctuating component: 
 

22 2

mixmix mix

j j j'

'

= < > +

τ = < τ > + τ
.                                                 (36) 

 
The Reynolds average operator is a linear integral 
operator that commutes with temporal and spatial 
derivatives. The Reynolds average of any fluctuating 
field is zero. The Reynolds average of Eq.(3) yields the 
following relationship among the mean mixture density, 

the mean volume fractions, and the constituent 
densities: 
 

mix 1 1 2 2

2 2 1

< ρ > = ρ < α > + ρ < α >
< α > + < α >=

.                             (37) 

 
For multiphase turbulent flows, the set of instantaneous 
mixture equations presented above can be averaged over 
an ensemble of turbulent flows to obtain a set of 
unclosed mean field equations for the mixture. Closure 
models are required to account for the turbulent 
transport of mean mixture momentum and the turbulent 
transport of constituent phases. The resulting set of 
coupled equations govern the behaviour of the mean 
volume fraction 2< α > ; the mean mixture pressure  

mixp< > , the mean mixture velocity mixu< > , and, the 

mean slip velocity 21u< > .  
 
If the above strategy is applied to the Navier-Stokes 
equation, then the unclosed Reynolds averaged Navier-
Stokes (RANS-) equation emerges (see Pope, 2000). If 
the above strategy is applied to Eq.(11), then the 
unclosed Reynolds averaged mixture (RAM-) equation 
emerges (see Eq.(41) below). Like the RANS-equation, 
the closure for the RAM-equation requires a model for 
the Reynolds stress, which accounts for the transport of 
mixture momentum by turbulent fluctuations in the 
mixture velocity. By definition, the eigenvalues of the 
Reynolds stress must be non-positive. This realizability 
condition is one of the most important (and elusive) 
mathematical properties of any turbulent closure model 
for the Reynolds stress (see Pope, 2000). This problem 
is addressed in the approach adopted herein by using a 
theory developed at Michigan State University  by Parks 
(1997), Weisfennig (1997), and Koppula (2009).         
 

 
Reynolds Averaged Mass Balance

 The ensemble average of Eq.(6) yields an exact, 
unclosed equation for the mean mixture density:   
 

mix
mix mix

2 1 2 mix

( u )
t

( ) ' u '

∂ <ρ >
+ ∇ ⋅ < ρ > < >

∂
= − ρ − ρ ∇⋅ < α >

   

.       

 

(38)                                        

 
Equation (38) and the Reynolds average of Eq.(6) place 
a constraint on the divergence of the mean mixture 
velocity (i.e., mixu∇⋅ < > ) and, thereby, the mean 
mixture pressure (cf. Eq.(12) above).     
   

 
Reynolds Average Phase Balance 

The Reynolds average of Eq.(8) yields an exact, 
unclosed equation for the mean volume fraction: 
 

2 2
2 2 mix

2 2 mix2

( )
( u )

t

       [ j ' u ' ]

∂ ρ < α >
+∇ ⋅ ρ < α >< >

∂
= −∇ ⋅ < > −ρ < α >

  .    (39)  
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The flux of Phase 2 caused by the fluctuating drift 
velocity is often neglected compared with the flux 
caused by the fluctuating mixture velocity. Therefore,  
 

2 2 2D 2 2 2D2

neglect

j u ' u '< > = ρ < α > < > +ρ < α >


.          (40) 

 
The mean drift velocity in Eq.(40) is related to the mean 
slip velocity by  formally averaging Eq.(22) and 
neglecting turbulent correlations:  
 

 1 1
2D 21

mix

u u
< α > ρ

< > < >
< ρ >

 .                                  (41)  

                                        

 
Reynolds Average Momentum Balance 

The Reynolds average of Eq.(11) yields an exact, 
unclosed equation for the mean mixture velocity: 
 

  

mix mix

mix mix mix

mix mix

mix mix mixmix

2 1 2 mix

2 1 mix 2 mix

2 mix mix

2 1 2 mix mix

2

1

3,

( u )
t

( u u )

g p

( u ' u ' )

( ) ( ' u ' )
t

( ) [ u ' u '

' u ' u ]

( ) ' u ' u '

∂
< ρ >< >

∂
+∇ ⋅ < ρ >< >< >

= + < ρ > −∇ < >

+ ∇⋅ < τ > −∇ ⋅ < ρ > < >

∂
− ρ −ρ < α >

∂

− ρ −ρ ∇ ⋅ < >< α >

+ < α >< >

− ρ −ρ ∇ ⋅< α >





neglect


             (42)                                          

 
Equation (42), referred to as the RAM-equation, 
depends on three turbulent correlations: 1) a second-
order, vector-valued turbulent flux of the “dispersed” 
phase, 2 mix' u '< α > ; 2) a second-order, dyadic-valued 

turbulent flux of mixture momentum per unit 
mass, mix mixu ' u '< >  ; and, 3) a third-order, dyadic-

valued correlation.  For a single-phase, constant 
property Newtonian fluid, Eq.(42) reduces to the 
RANS-equation.   
 

 
Reynolds Average Phase Slip Equation 

The Reynolds average of Eq.(32) gives an unclosed 
non-linear, algebraic equation for the Reynolds 
averaged slip velocity. If all second-order (and higher) 
turbulent correlations are neglected, then the Reynolds 
averaged slip velocity can be estimated by the following 
equation:  
 

mix 21 21
I C

C

mix mix
2 2 mix

mix 2 2mix

u u3
C ( Re )

4 D

D u
( ) ( g )

D t

p

< ρ > < > < >
< > > =

< >

+ < α > ρ − < ρ > − < >

− < > ∇ < α > + < τ > ⋅ ∇< α >

.    (43) 

The Reynolds average of the mixture acceleration in 
Eq.(43) can be expressed as     
  

mix mix mix
mix mix

mix mix

neglect

D u u
u u

D t t

u ' u '

∂< >
< > = + < > ⋅ ∇< >

∂
+ < ⋅∇ >


.    (44) 

 
Reynolds averages of the deviatoric components of the 
Cauchy stress (see Eqs.(15), (19), and (21) above) also 
give unclosed, non-linear, algebraic equations for the 
mean stresses. If all second order (and higher) turbulent 
correlations are neglected, then the Reynolds averaged 
equations are formally the same as the instantaneous 
equations. This approximation is also used to relate the 
mean viscosity coefficients to the mean volume fraction 
and mean invariants of the strain rate:  
 

mix mix 2 S S S

mix mix 2 S S S

( , I , II , III )

( , I , II , III )

< µ > µ < α > < > < > < >
< κ > κ < α > < > < > < >




.             (45) 

 
The Reynolds averages of the three invariants of the 
strain rate are approximated by 
 

S mixI u< > = ∇⋅ < >    (exact)                                     (46) 

SII tr( S S )< > ≅ < > ⋅ < > ,                                         (47)  

SII tr( S S S )< > ≅ < > ⋅ < > ⋅ < > .                               (48)                              

 

 
Turbulent Mixing of Phases  

A gradient model for the turbulent flux of Phase 2 can 
be written as (see Monin and Yaglom, 1965; 
Weispfennig, 1997; Weispfennig et al., 1999; and, Drew 
and Passman, 1999): 
 

2 mix R mix mix 2' u ' u ' u '< α > = − τ < > ⋅ ∇< α >              (49)                                                                
 
With R 0τ ≥ , Eq.(49) implies that Phase 2 is transported 
from regions of high concentration to regions of low 
concentration inasmuch as 
 

2 mix 2

R mix mix 2 2

u '

u ' u ' : ( ) 0

< α > ⋅ ∇< α > =
− τ < > ∇ < α > ∇ < α > ≤

.   (50)  

                      
The above inequality holds for all flows provided the 
eigenvalues of the dyadic-valued operator mix mixu' u'< >   
are non-negative. The phenomenological turbulent 
transport time in Eq.(49) is defined as follows (see 
Koppula, 2009) 
 

3/2
R3 Fmix

R R1 wall3/2
mix R 2 F

(1 C N )k
C ( )

(1 C N )

+
τ = ϒ

ε +  
.                      (51) 

 
The dimensionless group FN is defined as   
 

F mix mix mixN (k / ) u≡ ε < ∇ >    ;                                (52) 
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the dimensionless wall function wallϒ is defined as  
 

3/4
wall R 4 t t[ 1 C (30 / Re ) exp ( Re / 30)]ϒ ≡ + −  ; and,  (53) 

                                                                 
the turbulent Reynolds number is defined as 
  

2
t mix mix mix mixRe k / ( )≡ ρ µ ε   .                                      (54)  

                                                                  
The turbulent kinetic energy and the turbulent 
dissipation are defined as follow:    
 

mix mix mix

1
k tr( u' u' ) 0

2
≡ < > ≥                                      (55)   

T
mix mix mix mix( u ' ) : ( u ' ) 0ε ≡ ν < ∇ ∇ >  .                      (56)                                                                        

 
The equations that determine the behaviour of these two 
statistical properties of the mixture are formally the 
same as the transport equations used for single phase 
turbulent flows (see Manninen et al., 1996; 
Weispfennig, 1997; Koppula, 2009):    
   

mix
mix mix

mix R mix mix mix

mix mix mixmix

k
u k

t

[ ( I u ' u ' ) k ) ]

u ' u ' S:

∂
+ < > ⋅∇ =

∂
+∇ ν + τ < > ⋅∇

− < > < > −ε

⋅        (57)                                                                        

mix
mix mix

mix R mix mix mix

mix mix mix mix
P D

R R

u
t

[ ( I u ' u ' ) ) ]

u ' u ' S
C C

:

∂ ε
+ < > ⋅∇ε =

∂
+∇ ν + τ < > ⋅∇ε

− < > < > ε
+ −

τ τ

⋅ .       (58) 

                                                                     
The “production” coefficient PC  and the dissipation 

coefficient DC  in Eq.(58) may depend on tRe and FN . 
These coefficients are selected to insure that the 
turbulent dissipation is positive for all turbulent flows. 
The turbulent transport time Rτ in Eq.(58) is defined by 
Eq.(51). Near a solid/fluid interface, the turbulent 
Reynolds number approaches zero and the wall function 
increases inasmuch as 3/4

wall tRe−ϒ → . Consequently, 

Rτ → ∞  as tRe 0→ . Therefore, Eq.(58) can be 
integrated to the solid/fluid interface.         
 

 
Turbulent Mixing of Momentum  

A recently developed algebraic closure model for the 
normalized Reynolds (NR-) stress (i.e., R )  for single 

phase fluids (see Koppula, 2009; Koppula et al., 2009) 
can be used to estimate the NR-stress for multiphase 
fluids. The new closure, which stems directly from an 
analysis of the Navier-Stokes equation for the 
fluctuating velocity, is formulated as a non-negative 
algebraic mapping of R

 
into itself and is, thereby, 

realizable for all turbulent flows.  The following set of 
equations defines the universal, realizable, anisotropic 
prestress (URAPS) closure model for R . Equations 

(59)-(61) below define the preclosure equation 
(Weispfennig, et. al, 1999; Koppula et al., 2009):   
 

mix mix mixu' u' 2 k R< > =                                            (59)  
T

mix mix
T

mix mix

A B Au' u'
R

tr u' u' tr(A B A)

⋅ ⋅< >
≡ =

< > ⋅ ⋅
                        (60)  

1
R mixA [ I u ] −≡ + τ ∇〈 〉                                                (61) 

 
The NR-stress for the mixture satisfies the same 
algebraic preclosure equation as the NR-stress for a 
Newtonian fluid. The algebraic equation for the 
transport time Rτ , defined by Eq.(51) above, is formally 
the same as the turbulent transport time for a single-
phase Newtonian fluid.    
 
Equation (60) shifts the NR-stress closure problem to 
the prestress operator B  defined by Eqs.(62)-(67):  

  

mix mix

mix mix

1 2

f ' f '
B

tr( f ' f ' )

R C ( R I / 3 ) C ( R R (R : R) R )

< >
≡

< >
= + − + −⋅  

      (62)  

 

mix mix mix mix mix mixf ' [ p ' I u ' u ' u ' u ' ]≡ ∇ ⋅ + − < >        (63) 

 

1 R RC [27 det( R )] (II , III )= + β                                    (64)                                                                                

2 R R RC [ II 1/ 3] (II , III )= − − α                                   (65) 
                                                             

min R R max3 / 2 (II , III ) 9− = α < α < α =                        (66) 

min R R max1 (II , III ) / 27 4 / 9− = β < β < β ≡ α + .          (67) 
 
Equations (60) and (62) can be combined to define a 
mapping of the NR-stress into itself (URAPS-equation).  
It is noteworthy that all solutions to the URAPS-
equation are non-negative operators provided Ineqs.(66) 
and (67) for the “extra” anisotropic coefficients, α  and 
β , are satisfied (see Koppula, 2009). The “extra” 
anisotropic coefficients are universal functions of the 
second and third invariants of R : RII tr(R R)≡ ⋅ and 

RIII tr(R R R)≡ ⋅ ⋅ .  

RESULTS 
For simple shear flows, the mean velocity gradient has 
only one component:   
  

R mix R y zu N e eτ ∇ < >= .                                            (68)  

 
For this case, the preclosure operator, defined by 
Eq.(61) above, is  
  

1
R y z R y zA I N e e , A I N e e−= − = +                       (69) 

 
The URAPS-equation (i.e., a combination of Eqs.(60) 
and (62) above) was solved by successive substitution 
with 0.1α =  and 0.01β = − . The coefficients α  and β  
were estimated by using experimental results related to 
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asymptotic homogenous shear for a single phase fluid 
(see Koppula et a., 2009). Figures 1-4 summarize the 
results for R0.001 N 0.1< < .  
  

   
 
Figure 1. The influence of the local shear group on the 

correlation coefficient yzC  of the NR-Stress for 

simple shear ( 0.1α =  and 0.01β = − ).  
 
Figure 1 shows that the URAPS correlation coefficient, 

2
yz yz yy zzC ( R / R R )≡ , increases monotonically with 

RN . A necessary condition for the eigenvalues of the 

NR-stress to be non-negative is yz0 C 1≤ ≤ . The 

URAPS closure predicts that yzC 0=  for RN 0= ; and, 

yz yzC C 0.7∞→ <
 
for RN →∞ . The specific value of 

yzC∞  depends on the value of α  and β . In general, α  

and β are universal functions of the local invariants of 

the NR-stress. The results presented herein are 
encouraging inasmuch as the fundamental coupling 
between the mean velocity gradient and the underlying 
fluctuating velocity field has been captured by the 
URAPS-closure.  
 

 

Figure 2. The influence of the local shear group RN on 
the shear component of the NR-Stress for simple 
shear ( 0.1α =  and 0.01β = − ). 

 
Figure 2 shows that the magnitude of the shear 
component of the NR-stress is consistent with direct 
numerical simulations of simple shear flows of 
Newtonian fluids (see Koppula, 2009). The results 

presented here assume that the “extra” anisotropy 
coefficients α  and β  are constant.  

 
Figure 3 below gives the interesting result that the 
primary and secondary normal stress differences of the 
NR-stress are, respectively, positive and negative for all 
values of RN . This is consistent with experimental (and 
simulation) results for simple turbulent shear flows of a 
single phase fluid (see Koppula, 2009; Pope, 2000). The 
same behaviour is expected for the NR-stress for a 
multiphase fluid governed by the mixture model.    
 

 

Figure 3. The influence of the local shear group on the 
distribution of turbulent kinetic energy among the 
three components of the fluctuating velocity for 
simple shear ( 0.1α =  and 0.01β = − ). 

 
Finally, Figure 4 illustrates that the URAPS closure for 
simple turbulent shear flows (either single phase 
Newtonian fluid or multiphase mixture) acts like a shear 
thinning fluid. 
 

 
 
Figure 4. The influence of the local shear group on the 

viscosity coefficient for simple shear ( 0.1α =  and 
0.01β = − ). 

CONCLUSION 
The foregoing Reynolds averaged equations for the 
mixture model (see Eqs.(38), (39), (42), and (43) above) 
are clearly influenced (either explicitly or implicitly) by 
the following two turbulent correlations: 1) the turbulent 
mixing of  mixture momentum, mix mixu ' u '< > ; and,    

 

yz

yy zz

R

R R

−
 

RN  

RN  

yz

R

R

N

−
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RN  

yzR  

RN  

xxR  

yyR  
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2) the turbulent mixing of the constituent phases,  

2 mix' u '< α > .  Other statistical properties will also 
influence the local behaviour of the mean mixture 
velocity, the mean mixture pressure, the mean volume 
fraction of the dispersed phase, and the mean phase slip 
velocity, but the foregoing two statistical properties are 
presumably the most significant.  
 
The URAPS-closure for the NR-stress, defined by 
Eqs.(59)-(67), provides a new paradigm for estimating 
the low-order statistical properties of turbulent flows for  
single-phase fluids and for multiphase fluids. The 
URAPS theory has much potential to replace the 
ubiquitous, albeit unphysical, “eddy” viscosity (i.e., or 
Boussinesq-) model for the NR-stress:   
 

EE mix mix

mix
E E S S S

mix

E E mix

1 1
R I ( S tr( S ) I )

3 3
k

C (I , II , III )

k ("eddy" viscosity)

= −τ < > − < >

τ ≡
ε

ν ≡ τ

.                  (70) 

 
For simple shear flows, Eq.(70) implies that    
 

yz E E z y mix

xx xx xx E

yz E

R N e e : u

no intrinsic shear thinning phenomenon

1
R R R N 0

3
unphysical equipatition of energy

C 3N

flow restrictions on realizability

= − ≡ −τ ∇ < > ⇒

= = = ∀ ≥ ⇒

= ⇒

.  (71a,b,c) 

  
In contrast to the URAPS closure (cf. Figure 3 above), 
Eq.(71b) shows that the primary and secondary normal 
stress differences are zero for all values of EN . This 
equipartition of turbulent energy among the three 
components of the mixture fluctuating velocity in 
simple shear flows is unphysical.  
 
Eq.(71c) shows that the “eddy” viscosity model is 
realizable provided  EN 1/ 3≤ . Thus, unlike the 

URAPS closure (cf. Figure 1), any realizable “eddy” 
viscosity model is restricted to the benchmark flow used 
to calibrate the model parameters. In contrast, the 
URAPS closure is realizable for all turbulent flows 
provided the universal Ineqs.(66) and (67) are satisfied. 
 
The “eddy” viscosity closure misrepresents the turbulent 
flow physics because it assumes that the eigenvectors of 
the NR-stress are collinear with the eigenvectors of the 
mean strain rate. By comparison, the URAPS closure 
assumes that the eigenvectors of the NR-stress and 
prestress are collinear (see Eq.(62) above). This 
fundamental phenomenological difference supports the 
further development of the URAPS closure as a next 
generation closure for single-phase fluids and for 
multiphase fluids.       
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ABSTRACT
Hydrocyclones have been used since the late 1800’s throughout in-
dustry for particle size classification. A massive body of experi-
mental work has resulted in a number of empirical models that can
predict hydrocyclones’ performance under normal operating condi-
tions. Outside such conditions, e.g. at high solids concentration,
empirical models are no longer reliable. Numerical simulation is a
promising avenue for investigating the behaviour and intrinsic lim-
itations of hydrocyclones outside their normal operating window.
As a necessary first step towards simulating the behaviour of hydro-
cyclones under any type of conditions, a validation of the numerical
methodology has been carried out under dilute condition. Due to
the lack of experimental results at high concentration, a pilot test
rig has been set up to obtain comparison points with our CFD mod-
elling. These experiments provide usefull informations such as the
underflow discharge. This point seems to be the more complicated
in numerical modelling due to the disappearance of the air core and
the accumulation of particles in the bottom part of the cyclone. Af-
ter improving the mesh, three phase flows modelling have been set
up and are still running.

Keywords: Hydrocyclone, Air core, Turbulence model .

NOMENCLATURE

Greek Symbols
αk Volume fraction of phase k [−]
ε Turbulent dissipation [m2/s3]
µ Dynamic viscosity [Pa/s]
ρk Mass density of phase k [kg/m3]
τF

l p Characteristic relaxation time between liquid and par-
ticles [s]

Latin Symbols
CD Drag coefficient [−]
dp d50 diameter of solid phase p [µm]
E Mean value [−]
g Gravity [m/s−2]
Ip,i Drag force on phase p [N]
k Turbulent kinetic energy [m2/s2]
ni Number of particle of phase i [−]
P Pressure [Pa]
r Radius from the centre of the hydrocyclone [Pa]
Rep Particulate Reynolds number [−]
Uk, j Mean velocity of phase k [m/s]
Uθ ,p Tangential velocity of phase p [m/s]
Vr,i Fluid velocity seen by the particles [m/s]

INTRODUCTION

Context

The growing need for energy leads petroleum companies to
seek out new oil and gas resources and more particularly to
liquify non-conventional oils. In particular, beneficiation of
tar sands, which represent nearly 66% of global oil reserves,
has become a major challenge for oil companies. Oil extrac-
tion from tar sands can be done ex-situ by conventional min-
ing techniques followed by separation of oil from water and
sand through a series of unit operations. One driver behind
technological developments is the recognition that benefici-
ation of tar sands has many severe environmental impacts.
One such problem, which has become particularly acute, is
water consumption. Indeed, very large amounts of water are
needed regardless of whether beneficiation is carried out ex-
or in-situ. With the ex-situ option, unit operations must op-
erate at the highest possible solids content so as to consume
as little water as possible. The hydrocycloning stage being
a key unit operation with ex-situ beneficiation, successful
operation of hydrocyclones at high solids concentration is a
cornerstone for optimizing the ex-situ process. This is the
context of this research work.
Several parameters can be adjusted to control the operation
and performance of hydrocyclones:

• Geometrical features: diameter and length of the cylin-
drical section, angle and length of the conical section,
diameter of both the spigot and the vortex finder, or the
geometry of the inlet.

• Feed conditions: solids concentration and flow rate (in-
let pressure).

• Pressure control. The split between upward and down-
ward flow is achieved by controlling the pressure drop
across the hydrocyclone.

Separation performance is based on many such parameters
and has led to numerous experimental studies, mainly in the
field of mineral processing. This large body of experimen-
tal data has led to a number of robust empirical correlations
((Plitt, 1976), (Nageswararao et al., 2004), Krebs Engineer-
ing (Arterbum, 1978)) that permit hydrocyclone selection
and prediction of separation performance. These correlations
are embedded into the main commercial steady-state process
simulators used in the minerals industry. As long as the oper-
ating conditions remain inside the domain of validity of these
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correlations, the predictions made with these experimentally-
based models are reliable. One issue with these models lies
with the fact that we seek to operate at solids concentrations
that are on the high side of their domain of validity, and pos-
sibly beyond. Citing Plitt himself (Plitt, 1976) about high
feed solids content, "it is impossible to represent all slur-
ries accurately with a single simple relationship. At best,
the solids content term only represents an average trend.".
This statement implies that these models do not capture the
physics of particle transport inside a hydrocyclone, which be-
comes a significant issue as solids concentration increases.
Investigation of hydrocyclone operation by numerical simu-
lation, coupled with supporting experiments, has the poten-
tial to overcome the limitations of empirical models and yield
a phenomenological understanding of the internal workings
of a hydrocyclone, and including the relationships between
solids concentration and hydrocyclone performance.

Computational Fluid Dynamics: a literature
overview

Computation Fluid Dynamics (CFD) simulations of hydrocy-
clones did start in the 1990s. A reference paper in this field is
that published by Hsieh and Rajamani (Hsieh and Rajamani,
1991), which resulted from Hsieh’s 1988 PhD thesis (Hsieh
and Rajamani, 1988). Initially, the axisymmetric assumption
was imposed to reduce the simulation domain to two dimen-
sions. The simulated water flow matched closely the fluid
motion measured by Laser Doppler velocimetry inside the
hydrocyclone. Qualitatively, the predictions were correct:
fluid motion in rotation downward along the wall and the
presence of a strong upward central vortex. Close inspection
of the measurements revealed the presence of asymmetrical
fluid flow patterns inside the device (resulting from single in-
jection or multiple tangential injections). Consequently, the
simplified symmetrical geometry was eventually surpassed
by truly three-dimensional simulations. Ever since this pi-
oneer work, three-dimensional simulations of hydrocyclones
have been improving steadily due to the continuous improve-
ment of CFD simulation, such as computer technology, phys-
ical modelling and numerical algorithm.
It goes without saying that all aspects of the flow cannot real-
istically be captured by numerical simulations due to strong
turbulence, anisotropy and the three-phase nature of the flow
(particles, liquid and an air core). Nevertheless, the ques-
tion of selecting a suitable turbulence model is an important
issue. Keeping in mind that Hsieh and Rajamani applied a
simple first order turbulence model throughout their work, a
number of significant turbulence models have been proposed
over time: Renormalization Group (RNG), Reynolds Stress
Model (RSM) and more recently the Large Eddy Simula-
tion (LES). Because of the strong anisotropy of the flow, the
RSM model must be preferred over models that assume local
isotropy of the Reynolds stress tensor. However, the preces-
sion of the air core is problematic because it contributes to
the global unsteadyness of the flow. Thus, fluctuating veloc-
ity (or turbulence level) profiles are generally not predicted in
the central part of the flow. As shown by Slack et al. (Slack
et al., 2000), LES is probably the more accurate turbulence
modelling approach. It simulates the motion of high-energy
vortices at large scale and applies a turbulence model at small
scale. Unfortunately, this technique is very costly in comput-
ing time and requires algorithms with low numerical diffu-
sion that pose numerical stability problems. Also, from a
physics point of view, the validity of LES models for two-
phase dense flow is still a much debated issue.

Cyclone A B C D E
dimensions 140 56 109 760 236

(mm) (+100)∗
∗: for each additional extension section

Figure 1: Geometric features of Neyrtec’s HC100 hydrocy-
clone.

Over the past decade, numerous publications on hydrocy-
clones have highlighted the importance of the presence of
the air core ((Sripriya et al., 2007), (Neesse and Dueck,
2007), (Dyakowski and Williams, 1995), (Doby et al., 2008),
(Gupta et al., 2008), (Evans et al., 2008)). Indeed, it is some-
times simply mentioned ((Bhaskar et al., 2007), (Narasimha
et al., 2006)) without actually being studied. A suitable
method for deformable interface simulations (VOF - Volume
Of Fluid) can be coupled to a RANS turbulence model or
to large eddy simulation ((Wang and Yu, 2006), (Delgadillo
and Rajamani, 2007), (Chu et al., 2009), (Brennan, 2006)).
However, there was no validation of the simultaneous use of
all these simulation approaches for multiphase flow. Many
questions remain open regarding the reliability of coupled
simulations LES-VOF with solid particles.

EXPERIMENTAL SET-UP

We will apply our CFD model to data of our own using a pi-
lot test rig whose dimensions are reported in Figure 1. Only
operating parameters and global balance (water split and par-
tition function) are accessible with this set-up.
The Neyrtec’s HC100 hydrocyclone is made of interchange-
able polyurethane parts, allowing various geometrical con-
figurations to be tested (see technical specifications in Table
1). The length of the cylindrical body can be adjusted by
three 100mm extensions, and several diameter spigots (6mm
to 18mm) are available. Only one 100mm cylindrical exten-
sion has been installed for the experiments reported here, and
the 18mm diameter spigot was used. The hydrocyclone is fed
using a centrifugal pump that is connected to a 1m3 agitated
sump.
The accurate modelling of the slurry injection is essential to
obtain the right flow simulation inside the hydrocyclone. The
data provided by Neyrtec Mineral are not enough described
to reproduce accurately the inlet pipe. As it can be seen in
Figure 2, the pipe is connected to the cylindrical part through
a rectangular and tangential channel. This area reduction
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Model HC 100
Feed rate (m3/h) 7 - 13.5

Feed pressure (bar) 0.6 - 2.5
Cut size (µm) 7 - 18

Material Polyurethane
Overflow (mm) 33

Underflow (mm) 18

Table 1: General features of Neyrtec’s HC100 hydrocyclone.

leads to a significant increase of inlet velocity compared to a
cylindrical pipe. The rectangular section is about 10mm over
30mm.

Figure 2: HC100 injection.

MODEL DESCRIPTION

Simulations were performed with NEPTUNE_CFD (see
(Ozel et al., 2010), (Galassi et al., 2009), (Laviéville and Si-
monin, 1999), (Laviéville et al., 2006) for details).

NEPTUNE_CFD presentation

The behaviour of multiphase flows can be modelled using
the general Eulerian multi-field balance equations. It may
correspond to distinct physical materials (e.g. gas, liquid and
solid particles) which can be split into different groups (e.g.
water and several groups of different diameter particles); dif-
ferent thermodynamic phases of the same component (e.g.
liquid and its vapour) or physical components, where some
of which may be split into different groups. The following
multi-fluid balance equations are obtained from the funda-
mental conservation laws of Physics, restricted to Newtonian
mechanics:

• mass conservation

• momentum balance

These two conservation laws are written under differential
form which is valid for arbitrary time and location within the
continuum, except across the interfaces between two physi-
cal phases. At the interfaces, jump conditions derived from
the continuous equations are written and integrated through
source and sink terms in the equations.
Equations for m fields that can be a physical phase or a
model field of a physical phase, are written in a symbolic
coordinate-free notation. The particular Cartesian coordinate
system is used only when it makes things clearer. The algo-
rithm, based on the elliptic fractional step method, enforces
mass conservation with original pressure step actualization.

Transport equations

The multi-field mass balance equation for field k is written:

∂

∂ t
(αkρk)+

∂

∂xi

(
αkρkUk,i

)
= 0 (1)

with αk , ρk , Uk , the volumetric fraction, the density and the
mean velocity of phase k.
The multi-fluid momentum balance equation for phase k is
defined as follows:

∂

∂ t

(
αkρkUk,i

)
+

∂

∂x j

(
αkρkUk, jUk,i

)
=

(2)

−αk
∂P
∂xi

+ Ik,i +αkρkgi +
∂

∂x j
Tk,i j

with P the mean pressure, Ik,i the average interfacial momen-
tum transfer, gi acceleration due to gravity and Tk,i j the ef-
fective stress tensor.
Ik,i, which accounts for momentum transfer rate from liquid
to solid phase, can be modelled using an estimate of the drag
force between phases (when k = l, we refer to the liquid and
k = p to the class p of particles).

Il,i =−Ip,i =
αpρp

τF
l p

Vr,i with
1

τF
l p

=
3
4

ρl 〈CD〉p
ρpdp

〈|Vr|〉

τF
l p is the particle relaxation time scale, <>p the ensemble

average operator over the particulate phase (Simonin, 1996).
Vr,i is the average of the local relative velocity and can be
expressed in terms of the averaged velocity between phases
and drift velocity (which is modelled). The mean drag coef-
ficient of a single particle, 〈CD〉p can be written as a function
of particulate Reynolds number. It is defined by Wen and
Yu and Ergun’s correlations. The combination of these two
correlations was proposed by Gobin et al. in (Gobin et al.,
2003):

〈
CD
〉

p =


Min

[〈
CWen&Yu

D

〉
p

;
〈

CErgun
D

〉
p

]
if αp > 0.3

〈
CWen&Yu

D

〉
p

if αp ≤ 0.3

(3)

with 〈
CErgun

D

〉
p
= 200

αp

Rep
+

7
3

(4)

〈
CWen&Yu

D

〉
p
=


α
−1.7
l

24
Rep

(
1+0.15Re0.687

p
)

if Rep < 1000

0.44α
−1.7
l if Rep ≥ 1000

(5)

Rep =
αlρldp 〈|Vr|〉

µl
(6)

Turbulence modelling

Ensemble averaging is usually applied to instantaneous
Navier-Stokes equations in order to study industrial flows.
It is convenient to analyse the flow into two parts: the mean
(or average) flow field and fluctuations (ũi =Ui +ui). These
new equations are called Reynolds Averaged Navier-Stokes
(RANS) equations. The effective stress tensor, Tk,i j , in Eq.
2 contains two contributions: a collisional or molecular vis-
cosity term θk,i j respectively for solid or liquid phase, and
the Reynolds stress tensor

〈
ρkuk,iuk, j

〉
k due to turbulence or

fluctuations in phase k.
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Figure 3: Mesh with air-core modelling by a vertical tube

For the solid phase, the kinetic stress tensor,
〈
ρpup,iup, j

〉
p,

represents the transport of momentum by particle velocity
fluctuations. The collisional stress tensor, θp,i j, accounts for
transport and sink of the momentum. The constitutive rela-
tions for viscosity and diffusivity are derived in the frame-
work of the kinetic theory of dry granular flows.
The Reynold’s stress model (RSM) is a second order turbu-
lence model. With RSM, the turbulent viscosity approach has
been complemented and the Reynolds stresses are computed
directly. The exact Reynolds stress transport equation ac-
counts for the directional effects of the Reynolds stress fields.
The Reynolds stress model involves calculation of the in-
dividual Reynolds stresses,

〈
ρkuk,iuk, j

〉
k, using differential

transport equations and leads to higher computational costs.
The individual Reynolds stresses are then used to obtain clo-
sure of the Reynolds-averaged momentum equation.

Computational domain

Most hydrocyclones operate with a central air core resulting
from air aspiration through the spigot ; this forces the fluid
and lighter particles to exit through the vortex finder. The
origin of the air core comes from air being sucked through
the spigot that is open to the atmosphere. The air accumu-
lates in the area of low pressure, which forms the air core.
One consequence of the presence of the air core is that it re-
duces the effective area available for the fluid to exit through
the spigot. This reduction in section contributes to increas-
ing the pressure drop across the hydrocyclone, which has a
major effect on water split.
The introduction of a metal rod at the centre of the cyclone
((Sripriya et al., 2007), (Gupta et al., 2008), (Evans et al.,
2008)) has been reproduced but with gas-liquid interface
boundary conditions (shear free condition allowing slip). By
this way, the air core is fixed at the centre of the hydrocy-
clone. The incentive for using this air-core modelling ap-
proach is that it is clearly less computer intensive than a fully
resolved solution, which requires solving a three-phase (gas-
liquid-solid) flow modelling over an even greater number of
cells. The air core diameter is not fitted with any optical
means in the experiments and is estimated through several
computations with different tube diameter and has been fixed
to 90% of the spigot diameter (16.2mm). The sensibility to
this parameter has been carried out and the choice of tube
diameter does not appear to be critical for prediction of hy-
drocyclone separation performance from CFD simulation.

Details on simulation

The inlet flow assumes uniform solid concentration. In the
inlet section, the Reynolds number reaches 700,000 and fully
turbulent conditions are used for the boundary conditions.
With a tube approach for modelling the air core, shear free
boundary conditions are imposed as per a gas-liquid inter-
face. Outlet boundary conditions are similar for all cases and
are adapted for water and particles simulations. A fixed pres-
sure (atmospheric pressure) is applied at both outlets, which
allows species to enter through the outlets (underflow and
overflow sections) if the pressure inside the device becomes
lower than atmospheric pressure. With liquid-solid simula-
tion, the vertical tube replaces the air core and no species
should flow in when the tube diameter is given its correct
value.
The flow in the narrow section of the conical part is a criti-
cal point with meshing of the domain. Indeed, meshing the
region between the air core and the spigot wall requires care
(diameter 18mm where 90% is filled by the air core). The size
of the cells is almost uniform within the grid while the small-
est dimension is about 1.5 10−4m. The mesh is composed
of roughly 450,000 hexahedral and pentahedral structured
cells. At the beginning of a simulation, the hydrocyclone is
full of water. During the transient part of the simulation, par-
ticles are fed into the domain. Eventually, a steady-state is
reached, and time averages are formed for all system vari-
ables to analyze their statistics. For instance, the total CPU
time on 40 processors took about 3.5 106s (1 day) for the
calculation with the tube approach and 1wt% of silica with
solid-solid interactions.

RESULTS

Description of particle separation

A hydrocyclone is a size classifier used to process slurries.
The separation mechanism is based on enhanced gravity and
takes advantage of particle size and density. Although the
hydrocyclone may be used to different ends, this study deals
only with solid-liquid separation. The slurry is tangentially
injected into the cylindrical zone, which provides a very high
rotation rate to the slurry. Solid particles, associated to higher
density than the liquid, are efficiently dragged towards the
outer wall by centrifugal forces induced by the curvature of
streamlines (see Figure 4).
The centrifugal acceleration can be several thousand times
the acceleration of Earth’s gravity, typically between 1000g
and 5000g depending on dimensions and operating condi-
tions of the hydrocyclone. The particulate bed that forms on
the wall of the cylindrical body flows down the conical sec-
tion, which ends through a narrow section tube (spigot).
The overflow (which carries fine and light particles) exits
through a tube (vortex finder) that dips into the cylindrical
body. The progressive downward reduction in section of the
cone and the continuous increase of the solid fraction yield
a significant pressure drop increase, which dictates the flow
through this tube.
Consequently, the water split (recovery of water to overflow)
is generally high (around 90%). However, in multiphase
flow, a small amount of water exits through the underflow
and bypasses the separation process, recovering fine particles
to the underflow by entrainment.

Numerical validation under dilute conditions

The first part of our numerical work was the validation of our
simulations on a reference test case (Davailles et al., 2011).
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Figure 4: Water streamlines

This reference presents single phase flow results, with ve-
locity profiles and mass balance information. For multiphase
flows, under dilute conditions, partition curves are presented.
The selection of both turbulence and air-core models was
carried out simultaneously, as both air-core modelling tech-
niques were tested with two turbulence models, k− ε and
Ri j − ε (RSM, second order model). The air core has been
modelled by a vertical tube as explained previously and by a
real air core.
For the real air-core with k− ε turbulence model, the pre-
dicted behaviour of the hydrocyclone is not relevant because
there is no air sucked by the underflow due to a poor pre-
diction of the pressure distribution in the central part of the
device.
The Ri j−ε model reproduces accurately axial and tangential
velocity profiles, but the k−ε model underestimates axial ve-
locity in the centre of the cyclone and yields a poor prediction
of tangential velocity. From these results, we can conclude
that velocity profiles are the right parameters for the selec-
tion of a suitable turbulence model, here Ri j−ε . In addition,
since predictions with the real air-core or with the vertical
tube are very close, we can also conclude that an appropri-
ate turbulence model together with the air core modelled as
a constant diameter tube is suited for simulating the physics
of the hydrocyclone.
Overall, we find that our CFD predictions are in good agree-
ment with the behaviour of the hydrocyclone measured by
Hsieh (Hsieh and Rajamani, 1988), from the velocity pro-
files measured locally inside the separator to the macroscopic
performance of the hydrocyclone, as the water split and the
partition function. These encouraging results confirm that
the hypotheses and boundary conditions used for our CFD
simulation of the hydrocyclone capture the key features of
the physics of the separation that takes place inside a hydro-
cyclone under dilute conditions.

Computation of LGC experiments

Water split

For a hydrocyclone operating under continuous processing
conditions with fixed inlet parameters, we first compared ex-

perimentally measured water split values with simulation re-
sults.
The pressure drop across the hydrocyclone is caused by the
section restriction in the conical region and spigot, and by the
presence of the air core. Most of the feed water flows through
the vortex finder and is recovered to the overflow (see Table
2).

Experimental water-split 94%
Numerical water-split 98%

Table 2: Comparison of experimental and numerical water-
split.

The numerical value of water split is close to the experi-
ments. It has been shown (Davailles et al., 2011) that a cor-
rect water-split is necessary but not sufficient to validate a
simulation method.

Tangential Velocity

Centrifugal force is the origin of particles separation. In-
duced by the high tangential inlet velocity, it depends on
density and particles diameter (see Equation 7). In our case,
particles differ only by their size.

Fc = (ρp−ρl)
πd3

p

6

U2
θ p

r
(7)

In the central part of the cyclone, where tangential velocity
is higher (see a hydrocyclone slice coloured by tangential ve-
locity in Figure 5 and profiles in Figure 6), centrifugal force
is large. This also depends strongly on the size of particles
(see Figure 7 for a solid volume fraction repartition).

Figure 5: Tangential velocity within the hydrocyclone.

Velocity profiles are similar to those previously computed
(Davailles et al., 2011) and experimentally measured (Hsieh
and Rajamani, 1988). Due to the high velocity and the low
radius of streamline curvature in the central part, centrifugal
force is very high and larger particles can not flow through
the overflow. Figure 7 shows separation differences between
particles. Smallest particles are insensitive to centrifugal
force and are homogeneously dispersed within the hydro-
cyclone whereas largest particles are concentrated along the
walls.
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Figure 6: Tangential velocity profiles at three hydrocyclone
heights.

Figure 7: Solid volume fraction 0.1m above the underflow
outlet.

Partition curve

A computation of 1wt% silica feed case has been done. This
level of dilution falls also well inside the domain of applica-
bility of empirical models, so that measured, CFD-predicted
and Plitt’s model predictions can be compared. Measured
and predicted partition functions are plotted in Figure 8 for
one particular set of operating conditions.

Figure 8: Partition function for 1wt% silica feed.

CONCLUSION AND PERSPECTIVES

Conclusion

A CFD model, previously derived and validated against ex-
perimental data, has been applied to a new hydrocyclone
without any adjustments. Separation performances have
been well described in dilute regime.
All things considered, the agreement between the partition
functions plotted in Figure 8 is quite remarkable. Adding
to the thorough validation we made against Hsieh’s data
(Davailles et al., 2011), this confirms that the numerical ap-
proach we have presented here for simulating hydrocyclones,
which does not require any empirical parameter adjustment,
yields accurate prediction of the behaviour of hydrocyclones
under dilute conditions.

Perspectives

The increase of feed solids content highlights some impor-
tant points. In dilute regime, the underflow discharges in
spray and an air core exists in the middle of the hydrocy-
clone. At higher concentration and higher inlet pressure, too
much particles are centrifugated in the bottom part of the cy-
clone and block the air suction. Numerically, with the air
core modelling as a tube and with high feed solids content,
after the transient regime where particles are injected into
the cyclone, the computation stops when an accumulation of
particles blocks the flow in the conical part.
A full mesh option with a real computation of the air core
must be considered. The accumulation of particles in the
conical part stops air’s aspiration and make the underflow
discharges in rope. The air core cannot totally disappear and
it terminates in the solids stored in the conical part of the
cyclone.
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ABSTRACT 

A strategy for design and optimisation of chemical processes 
involving multiple fluidized bed reactors is presented through 
a combination of standard design calculations, process 
simulation and computational fluid dynamics (CFD). This 
strategy aims to give a superior level of confidence in the 
process design of interconnected fluidized beds. The strategy 
is demonstrated in designing a chemical looping combustion 
(CLC) process that generates 12.5 kW of heat in the air 
reactor. The air reactor was operated as a fluidized bed riser 
and the fuel reactor as a bubbling fluidized bed. Operation in a 
suitable flow regime for each reactor was the starting point for 
the design. Flow rates and reactor diameters were 
subsequently calculated based on the limitations imposed by 
the fluidization regime selected. Process simulation was used 
to design the heat extraction strategy and complete the energy 
balance. Finally, CFD was used to find the required height of 
the riser and bed mass of the bubbling bed. CFD was selected 
among other simpler and faster modelling alternatives because 
of the generality it offers. The complexity of a reactive gas-
solid flow system combined with the wide range of flow 
regimes achievable in a fluidized bed demands the use of a 
fundamental flow modelling tool such as CFD. The resulting 
design strategy will allow for very economical investigations 
into various design and optimization considerations related to 
interconnected fluidized bed reactor systems. It also offers a 
platform from which to conduct virtual prototyping 
investigations for new process concepts which will lead to 
significant economic benefits when compared to a traditional 
experimental process development strategy.  
  
Keywords: Computational Fluid Dynamics; Design; 
Process Simulation; Chemical Looping Combustion; 
Multiphase Reactors; Fluidization. 

NOMENCLATURE 

Main Symbol definitions: 
Greek symbols: 
α  Volume fraction 

t∆  Time step size (s) 

x∆  Cell width (m) 

y∆  Cell height (m) 

φ  Specularity coefficient 

gsφ  Interphase energy transfer 

ϕ  Angle of contact 

γ  Dissipation rate  

γ  Stoichiometric coefficient  

sgΗ  Interphase energy exchange coefficient  

µ  Viscosity (kg/m.s) 

sΘ  Granular temperature (m2/s2) 

ρ  Density (kg/m2) 

sτ  Particle relaxation time (s) 

sτ


 Shear stress at the wall (N/m2) 

τ  Stress tensor 

υ  Superficial velocity (m/s) 

rυ  Terminal velocity (m/s) 

υ  Velocity vector (m/s) 
Regular symbols: 
A Cross sectional area (m2) 

DC  Drag coefficient 

C  Molar concentration (mol/m3) 

d  Diameter (m) 

e  Restitution coefficient 

f  Drag function 

g  Gravitational acceleration (m/s2) 

g  Gravity vector (m/s2) 

0,ssg Radial distribution function 

h  Enthalpy (J) 

I  Identity tensor 

J


 Diffusive flux (kg/m2s) 

sgK  Interphase momentum exchange coefficient (kg/m3s) 

k  Reaction rate constant (m/s) 

k  Diffusion coefficient (kg/m.s) 

M  Molar weight (kg/kmol) 
m  Mass (kg) 

N  Number of moles (mol) 

Nu  Nusselt number 

Pr  Prantl number 
p  Pressure (Pa) 

sq  Granular temperature at the wall 

q  Energy diffusion 

Res Slip Reynolds Number 
HR  Heterogeneous reaction rate (kmol/m3s) 

S  Source term 

T  Temperature (K) 
t  Time (s) 

,||sU


 Solids velocity parallel to the wall (m/s) 

u  x-velocity (m/s) 

v  y-velocity (m/s) 

V  Volume (m3) 

x  Species mass fraction 

Y  Species mass fraction 
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Sub- and superscript definitions: 
Greek symbols: 

sΘ  Granular temperature  

υ  Momentum 
Regular symbols: 
g  Gas 

f  Formation 

h  Gas 

i  Species i 
max Maximum or maximum packing 

net  Average property of a mixture of phases 

2O  Oxygen 

ox  Oxidation 

p  Product 

r  Reactant 
red Reduction 

s  Solid 

ss  Solid-solid 

sw  Solid-wall 

T  Transposed 
tot  Total 

INTRODUCTION 

In recent years, extensive research effort has been directed at 
methods for reducing CO2 emissions. Fossil fuel combustion 
is the major source of these emissions and will be for many 
years to come. Power production is responsible for roughly 
one third of CO2 emissions (Hertzog, et al.,2000), making it a 
suitable field in which to implement CO2 reduction strategies. 
CO2 capture and storage has emerged as the most promising of 
these strategies. Many options exist for CO2 storage and 
methods for achieving this are reasonably well developed 
(Lyngfelt, et al.,2001). The separation and capture of CO2 can 
be very costly, however. Separation processes either require 
large amounts of energy or involve highly toxic compounds. 
The process of chemical looping combustion (CLC) operates 
in such a way that a relatively pure stream of CO2 and water 
vapour is delivered as one of the outlet streams. This inherent 
CO2 separation eliminates the need for additional costly or 
dangerous separation processes. A good review of the CLC 
process can be found in a published review paper (Hossain 
and de Lasa,2008), but a short summary will be given here: 
The CLC process operates by recirculating an oxygen carrier 
between two reactors where it is contacted separately with air 
and fuel. In the so called ‘air reactor’, the oxygen carrier is 
oxidized by air, producing a flue gas stream of oxygen 
depleted air. The oxidized carrier then transports the oxygen to 
a ‘fuel reactor’ where it is again reduced by the fuel gas. Flue 
gas from this reactor contains only CO2 and water vapour and 
therefore requires only cooling for complete CO2 separation.  
Fluidized bed reactors are used in the CLC process, with the 
oxygen carrier serving as the bed medium. Reactivity studies 
have led to a consensus about the use of a bubbling fluidized 
bed for the fuel reactor and a circulating fluidized bed for the 
air reactor (Kronberger, et al.,2005), although a circulating 
fluidized bed has also recently been used for the fuel reactor 
(Kolbitsch, et al.,2009).  
The design of fluidized bed reactors is very challenging 
though. Complex gas-solid hydrodynamics inherent to these 
reactors is closely coupled to heat transfer and reaction 
kinetics. Due to this intimate coupling leading to a highly non-
linear system, the development of a sufficiently general 
empirical model is not possible. Such an empirical model has 
been proposed (Kolbitsch, et al.,2009), based on results from a 
functional CLC test rig, but such a tool will not have the 
generality required to investigate the wide range of conditions 
for which the present design methodology is intended.   

This paper explores the possibility of using computational 
fluid dynamics (CFD) and process simulation where the 
intimate coupling between hydrodynamics, reaction kinetics 
and energy transport is inherently accounted for. A reliable 
CFD-based simulation tool, integrated into a mass and energy 
balance design strategy, would allow the designer to explore 
many different process setups at minimal costs. This would 
not only be beneficial in terms of process design, but also in 
terms of optimization and process scale up. 

GENERAL DESIGN METHODOLOGY 

A flow diagram of the design process proposed in this work is 
given in Figure 1. The design is begun by some basic 
decisions involving process operating temperature and 
pressure as well as the type of oxygen carrier used. This is 
followed by standard design calculations to select the 
appropriate flow regime for each reactor and then performing 
mass balance calculations to calculate the stream flow rates 
and cross sectional area of each reactor. Subsequently, process 
simulation is used for the energy balance and for determining 
the points at which heat will be extracted from the system. 
Finally, CFD simulations are employed to find the height of 
the reactor that will be required to deliver the performance of 
the process unit used in the process simulation.  

  

Figure 1: Summary of the design procedure.  

Coupling standard design calculations, process simulation and 
CFD in this way offers a virtual prototyping platform to 
analyse the response of overall system performance to changes 
in any design or operating variable. When considering the 
large number of variables that are involved in the design and 
operation of a CLC system, such a generic design 
methodology is sorely needed to ensure a reasonably 
optimized design at an acceptable cost.  

DESIGN OUTLINE 

The following sections will complete a typical first iteration in 
the design process of an interconnected fluidized bed system 
in order to demonstrate the proposed design methodology. A 
CLC system generating 12.5 kW of heat in the air reactor will 
be designed.   
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Design calculations for the air reactor 

The air reactor will be operated as a fluidized bed riser at 1243 
K based on the design of a unit at Chalmers University of 
Technology, Sweden (Lyngfelt, et al.,2001). For oxygen 
carrier materials, Ni/NiO particles with a mean diameter of 80 
μm and a density of 1515 kg/m3 will be used. The particles are 
supported by Bentonite so that the weight fraction of Ni/NiO 
is 74% (Ryu, et al.,2001). This particle was selected because 
the associated kinetic data was available within the literature.  
The first step is to decide on the superficial gas velocity and 
solids flux that will be used in the riser. Based on a previous 
CFD modelling work (Ellis, et al.,2011), the riser will be 
operated in a dilute transport flow regime and a flux of 40 
kg/m2s will be selected. This flux is also in the range used by 
other authors presenting CLC systems (Kolbitsch, et al.,2009, 
Lyngfelt, et al.,2001). In order to select the correct superficial 
gas velocity, the flow regime diagrams of (Bi and Grace,1995) 
are consulted. The transition velocity to core-annular dilute 

transport ( )CAV  is found by the following equation: 
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=   
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Equation (1) can be plotted as a function of superficial 
velocity and solids mass flux (Figure 2). According to Figure 
2, at a solids flux of 40 kg/m2s, the superficial velocity will 
have to be in excess of 4.1 m/s in order to operate outside the 
fast fluidization regime. A superficial velocity of 5 m/s will 
therefore be selected.  

 

Figure 2: The fast fluidization regime for the specified 
system design.  

The molar conversion rate required to generate 12.5 kW of 
heat can be calculated from knowledge of the heat of reaction 
for the specific oxygen carrier employed. The heat of reaction 
for the oxidation of Ni is 240.3 kJ/mol, resulting in a required 
conversion rate of  
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The desired level of conversion of the oxygen carrier is the 
next important consideration to be made. Within the current 
design methodology this consideration is made iteratively and 
will be taken as 3.6% (molar) in this case. This value is within 
the normal range (Lyngfelt, et al.,2001). Under this 
conversion criterion, the molar rate at which Ni/NiO needs to 
be fed to the system is 
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The total mass flow rate of oxygen carrier material can now be 
calculated from the knowledge that each particle contains 74% 
(mass) of Ni/NiO (Ryu, et al.,2001). Here the assumption will 

be made that the Ni/NiO has the properties of NiO. This is an 
acceptable assumption since NiO levels generally do not drop 
below 95% during the cycling of the oxygen carrier (Lyngfelt, 
et al.,2001).  
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From this mass flow rate and the prescribed flux of 40 kg/m2s, 
the required area of the riser can be calculated. 
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 (5) 

This translates to a cylindrical riser with a diameter of 0.068 
m. A superficial air flow velocity of 5 m/s in this reactor 
would introduce the following mass flow of air at 1243 K: 
 5 0.00365 0.284 0.00518 kg/sair air airm v Aρ= = ⋅ ⋅ =  (6) 

The molar flow rate of oxygen provided by this mass flow rate 
is 

 2

2

2,

0.00518 0.233
0.0378 mol/s

0.032

air O
O

r O

m x
M

M
⋅

= = =
  (7) 

Ni reacts with oxygen in a stoichiometric ratio of 2:1, meaning 
that the prescribed airflow contains sufficient oxygen to 
oxidize 0.0756 mol/s of Ni. The desired conversion of 0.052 
mol/s (Equation (2)) of Ni can thus be attained with only 
0.052 0.0756 100% 69%× =  of the available oxygen.  

The reactor length required to attain this amount of conversion 
will depend primarily on the reaction rate and the quality of 
gas solid contact achieved in the reactor. These gas-solid 
interactions are highly complex and the required reactor height 
cannot be determined by simple calculations or correlations. 
This value therefore needs to be determined from physical or 
numerical experimentation. CFD simulations will be used for 
this purpose in the current study.  

Design calculations for the fuel reactor 

A bubbling bed operated at 1223 K will be used for the fuel 
reactor following the operating conditions used in (Lyngfelt, et 
al.,2001). Due to the interconnectedness of the system, the 
3.6% (molar) oxidation conversion achieved in the air reactor 
has to be mirrored by reduction in the fuel reactor.  
Similarly to the riser calculations, the first step in designing 
the bubbling fluidized bed is the determination of the correct 
fluidization velocity. This will be done according to diagrams 
provided by (Bi and Grace,1995) to ensure that the reactor 
functions in the bubbling fluidization regime. 
Bubbling fluidization occurs between the minimum 

fluidization velocity ( )mfV and the critical velocity ( )CV  

where the standard deviation of differential pressure 
fluctuations reaches a maximum and turbulent fluidization 
ensues. This point occurs somewhat before significant 
entrainment of particles actually begins to take place. These 
velocities are non-dimensionalized by means of the Reynolds 

number ( )( )Re g s gdρ ν µ=  and the Archimedes number

( )( )( )3 2Ar g s g s ggdρ ρ ρ µ= + . 

 2Re 27.2 0.0408Ar 27.2mf = + −  (8) 

 0.45Re 1.24Arc =  (9) 

Equations (8) and (9) represent the boundaries of the bubbling 
fluidization regime and can be plotted in terms of non-
dimensional parameters as shown in Figure 3. 
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Figure 3: The bubbling fluidization regime for the 
specified system design. 

Since the particles employed in this system are very small, the 
Archimedes number (1.17) is small as well. At this low 
Archimedes number, Figure 3 shows a very large region over 
which bubbling fluidization occurs. A mid-range value of 

1 3Re Ar 0.1=  will be implemented as a first iteration. This 

translates to a gas superficial velocity of 0.177 m/s. This 
velocity was calculated on physical properties that would 
result from a mixture of 2:1 CO2 and H2O since these will be 
the most abundant species in the actual reactor.  
The primary reaction occurring in the fuel reactor converts one 
mole of CH4 to one mole of CO2 and two moles of H2O. Thus, 
the volume of gas fed to the system will triple if the reaction 
goes to completion. The feed rate of the reacting gas will 
therefore have to be reduced by a factor of 3 in order to ensure 
that the designed superficial velocity is achieved in the 
majority of the reactor. The inlet gas will therefore be injected 
at a velocity of 0.177 3 0.059 m/s= . 

Reduction in the fuel reactor must occur at the same rate of 
0.052 mol/s (Equation (2)) as was the rate of oxidation in the 
air reactor. NiO reacts with methane in a stoichiometric ratio 
of 4:1, so a molar flow rate of 0.013 mol/s of methane is 
required. It is desired that all of the methane be depleted in the 
reactor, but this might not be practically possible and only a 

fraction ( ),Me conx  will react. Additionally, the fuel gas might 

not be pure methane, thus containing only a mass fraction of 

methane ( )Mex . With these considerations, the required mass 

flow rate of fuel gas can be calculated. It will be assumed that 
99.9% of the methane is converted and that the feed comprises 
of 90% methane and 10% argon. 
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The required reactor cross sectional area for this mass flow 
can now be calculated.  
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This translates to a required reactor diameter of 0.171 m. The 
bed height required to attain 99.9% conversion of the methane 
in the feed stream must now be determined by means of 
physical or numerical experimentation.  

ENERGY BALANCE 

The oxygen carrier material is also a carrier of a substantial 
amount of thermal energy. It will be heated up substantially by 
the exothermic reaction in the air reactor, and subsequently 
cooled down by the endothermic reaction in the fuel reactor. 

Thermal coupling between the reactors is thus of great 
importance.  

Process flow simulation  

The commercial software package METSIM (Proware,2009) 
was chosen to perform the mass and energy balance. 
Reactions are modelled by specifying an extent of reaction. 
This value is provided to METSIM to describe the fraction of 
the component to be reacted provided there are adequate 
quantities of other reactants taking part in the reaction. Only 
the primary reactions were simulated. For the air reactor:  

22Ni + O 2NiO→  

The extent of reaction for this process is 1, implying that all 
the Ni generated in the fuel reactor will be converted to NiO in 
the air reactor. The reaction considered for the fuel reactor is:  

4 2 2CH  + 4NiO 4Ni + 2H O + CO→  

Following the considerations in equation (10), the extent of 
reaction is defined as 0.999 for this reaction. 
In order to ensure a maximum amount of energy extraction in 
the gas streams, gasses will be fed to both reactors at a 
temperature of 300 K. The remainder of the heat will be 
extracted by heat exchanger which extracts the heat directly 
from the solids stream. A cyclone with a pre-specified 
separation efficiency of 0.999 was also included. Fines lost in 
the cyclone are subsequently replaced by fresh solids also 
entering at 300 K. The resulting process simulation is shown 
in Figure 4.  

 

Figure 4: Process simulation of the CLC process.  

The heat available for extraction from each of these sources 
can be calculated from the differences in enthalpies of entering 
and exiting streams shown in Table 1.  

Table 1: Temperature and enthalpy values of all streams 
in the process simulation.  

# Description 
Temp 
(K) 

Enthalpy 
(kJ/s) 

1 Solids recycle from FR to AR 1223.00 139.83 
2 Air feed to AR 300.00 0.01 
3 Mixed gas/solids from AR 1264.90 152.34 
4 Gas and lost fines 1264.90 4.88 
5 Solids retrieved by cyclone 1264.90 147.47 
9 Cooled solids stream  1239.23 143.39 
10 Feed of fresh solids 300.00 0.00 
11 Fresh solids stream to FR 1238.40 143.39 
12 Fuel gas stream to FR 300.00 0.00 
13 Off gas from FR 1223.00 1.51 

Table 2: Heat available for extraction from different 
points in the system. 

Unit Heat rate (kW) Percentage (%) 
Air Reactor outlet gas 4.87 46.56 
Fuel Reactor outlet gas 1.51 14.44 
Heat Exchanger 4.08 39.00 
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It is clear from Table 2 that a substantial amount of the heat 
has to be extracted directly from the solids.  

CFD MODELLING OF THE REACTORS 

The calculations in the previous sections can now be used to 
design the reactors by means of CFD. Each reactor has to be 
designed so that the pre-specified conversion can be achieved. 
In the air reactor, the conversion will increase with increased 
reactor length, while the conversion in the fuel reactor will 
increase with increasing bed height. Computational fluid 
dynamics was therefore implemented to find the required 
length of the air reactor and bed height of the fuel reactor.  

Equation system 

The full set of model equations are given in Table 3. Further 
description of the equation setup can be found in (Cloete, et 
al.,2011), but a concise version will be given here.  
The two phases involved in the simulation was described 
according to the Eulerian-Eulerian Two Fluid Model (TFM). 
In this methodology, both the gas and particle phases are 
treated as fluids with a separate set of conservation equations 
being solved for each phase. The stresses within the fluid 
representing the particle phase is modelled according tot the 
kinetic theory of granular flows (KTGF) in order to 
approximate the behaviour of the actual particles. The KTGF 
is derived from the kinetic theory of gasses and likens the 
uncorrelated particle motions to those of molecules in a gas. In 
a gas, these motions are expressed as the temperature and an 
analogous quantity is defined and conserved in the KTGF as 
the granular temperature. Values for the viscosity and pressure 
within the fluid are then derived from the granular 
temperature. The resulting equation set for the KTGF is 
summarized in Table 3. For the bubbling bed, the conservation 
equation for the granular temperature was solved in its 
algebraic form by neglecting the contributions of convection 
and diffusion. This is an appropriate approximation in a dense, 
slow moving bed. The fast riser, on the other had, required the 
solution of the full partial differential equation for granular 
temperature.   
Closure relations are used to model the interaction between 
phases. The inter-phase momentum exchange is modelled by a 
drag correlation. Two different drag correlations were 
employed to model the two reactors in this study based on 
literature recommendations. The model of (Syamlal, et 
al.,1993) was used for the bubbling bed and the (Wen and 
Yu,1966) model for the riser.  
Heat transfer between the different phases was modelled 
according to (Gunn,1978). 
Heterogeneous reaction kinetics were modelled according to 
the shrinking core analogy with reaction rate control 
(Levenspiel,1999). The assumption was also made that the 
surface area presented by the unreacted shrinking core is 
constant. This is an appropriate assumption if the conversion 
that the oxygen carrier undergoes is low (3.6% in this case). 
Reaction rate constants were taken from experiments 
performed by (Ryu, et al.,2001). The reduction rate was 
expressed for chemical reaction control and could be used 
directly, but the oxidation rate was derived for ash layer 
diffusion control and had to be estimated in chemical reaction 
control form from data given in the paper. Diffusion through 
the ash layer will not be controlling for the first 3.6% of 
conversion since there is practically no ash layer present at 
this stage. A model using only ash layer control will therefore 
greatly over-predict the reaction rate in this study where only a 
small amount of conversion is achieved in the reactor.  

 

Geometry and boundary conditions 

The reactor geometry and boundary conditions were 
determined in the ‘design outline’ and ‘energy balance’ 
sections and can now be used as input to the CFD models.  

Riser 
The riser was simulated as a simple 2D rectangular geometry, 
0.068 m in width and 11 m long. It was meshed with 
rectangular cells, 20 particle diameters in width and 40 
particle diameters in height, following experience from a 
previous study on dilute risers (Ellis, et al.,2011).  
The solids entered the reactor from two inlets, 0.0096 m wide, 
located 0.1 m from the bottom on both sides of the reactor. 
Solids velocity was specified as 0.312 m/s at a volume fraction 
of 0.3 and a temperature of 1223K. Air entered at the bottom 
with a velocity of 1.213 m/s and a temperature of 300K and 
consisted of 21 mol% O2 and 79 mol% N2. The solids stream 
consisted of 26 weight% bentonite and 74 weight% Ni. No 
NiO was included even though the vast majority of the particle 
would consist of NiO in reality. This was done because the 
reaction would occur on the thin layer of pure Ni that would 
was deposited on the particle surface in the fuel reactor. The 
surface reaction would therefore experience the particle to 
consist of only Ni and no NiO. The heat capacity of the Ni 
species in the present simulation was set to that of NiO, 
however, in order to correctly simulate the thermal behaviour 
of the particle. 
A no-slip wall boundary condition was specified for the gas, 
while a partial slip boundary condition was specified for the 
solids (Johnson and Jackson,1987). The two tuning constants, 
the specularity coefficient and particle-wall restitution 
coefficient, were specified as 0.01 and 0.2 respectively 
following a previous study (Cloete, et al.,2011). 
The outlet was specified as a pressure outlet at atmospheric 
pressure.  

Bubbling bed 
The bubbling bed was also simulated as a simple 2D 
rectangular geometry, 0.1715 m in diameter and 0.5 m in 
height. Separate inlets and outlets were specified for the gas 
and solids phases. Gas entered from a velocity inlet at the 
bottom and exited through an atmospheric pressure outlet at 
the top. Solids entered from the right through a velocity inlet, 
0.0096 m wide, located 0.3834 m from the bottom and exited 
through an atmospheric pressure outlet, 0.05 m wide, located 
0.343 m from the bottom. The domain was meshed with 
square cells, 15 particle diameters in width.  
Gas entered the reactor at a velocity of 0.0145 m/s, a 
temperature of 300K and a composition of 90 weight% CH4 
and 10 weight% Ar. Solids entered the reactor at a velocity of 
0.745 m/s, a temperature of 1238.4K and a composition of 
0.26 weight% bentonite and 0.76 weight% NiO.  
The gas wall boundary condition was specified as no-slip 
while the (Johnson and Jackson,1987) boundary condition was 
specified for the solids with a specularity coefficient of 0.5.  

Solver settings 

The commercial CFD package, FLUENT 12.1 was used as the 
flow solver to carry out the simulations. The phase-coupled 
SIMPLE algorithm (Patankar,1980) was selected for pressure-
velocity coupling, the QUICK scheme (Leonard and 
Mokhtari,1990) was employed for volume fraction 
discretization while a standard second order upwind scheme 
was used for discretization of all remaining equations. 
Temporal discretization was carried out using a 1st order 
implicit scheme in the bubbling bed, but a 2nd order implicit 
scheme was used for the riser (Cloete, et al.,2011).
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Table 3: Model equations. 

Mass conservation:  
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Species conservation:  
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Energy conservation:
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Kinetic theory of granular flows:  
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Heat exchange:  
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Heterogeneous reactions:  

For reaction aA bB cC dD+ → +  where A and C belongs to the gas phase and B and D to the solids phase 
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Hydrodynamic CFD validation 

Although CFD models have never been thoroughly validated 
against experimental data collected in a reacting system, 
hydrodynamic validation has been completed to increase 
confidence in model predictions. Hydrodynamic validation of 
CFD models describing riser flows have been carried out in a 
previous work by the present authors (Ellis, et al.,2011). A full 
length riser was simulated in 2D in a system in which fine 
particles (78 μm and 1560 kg/m3) were fluidized with a 
mixture of helium and air so as to approximate hydrodynamic 
conditions occurring in reactive flows. These cold flow 
conditions approximate the system simulated in this paper 
very closely. The ability of the model to correctly predict 
radial segregation in riser flows was also validated in (Cloete, 
et al.,2011).  
Hydrodynamics occurring in a bubbling bed is generally 
accepted to be significantly less challenging to model than that 
occurring in a riser and has been experimentally validated 
(Taghipour, et al.,2005). 

Design of air reactor by CFD 

Snapshots of instantaneous flow behaviour in the riser are 
given in Figure 5. The importance of resolving the particulate 
structures is well emphasised in this figure and is in 
accordance with a previous work by the authors (Cloete, et 
al.,2011). It is clear that there exists substantial radial 
segregation in all four variables plotted, even in the very dilute 
upper regions of the riser (right of Figure 5). The high degree 
of coupling between the four flow variables can also clearly be 

seen, emphasizing the interconnectedness between mass, 
momentum, energy and species conservation and transport.   
It is shown that solids volume fraction is concentrated more 
towards the walls of the riser in a typical core annular flow 
pattern with high velocities in the core and low or even 
negative velocities in the annulus region. These solid 
structures increase the overall solids holdup in the riser, giving 
more surface area for reaction. The higher solids concentration 
at the walls causes a higher reaction rate in this region, 
consuming O2 at a much higher rate than occurs in the central 
regions. A situation then arises where the majority of solids 
are concentrated in areas that are depleted of O2. This will 
decrease the overall reaction rate. Larger temperatures are 
observed towards the walls of the riser since the rate of the 
exothermic reaction is higher in these regions. This, in turn, 
will cause an increase in the overall reaction rate. In order to 
capture these effects, it is essential that the cluster formation is 
adequately resolved. Coarser grid simulations may look 
alluring due to the decreased computational costs associated, 
but will be highly inaccurate if clustering is lost.  
All of the above-mentioned effects are even more pronounced 
in the lower regions of the riser (left of Figure 5). It is shown 
that the reaction can only occur on the surface of the clusters 
being injected from the solids inlets since the O2 mass fraction 
is close to zero within the cluster itself. The rapid rate at which 
the hot solids warm up the cold gas feed is also worth 
mentioning. Due to the small particles size and the large 
density difference between the phases, the gas is heated up 
almost instantly upon contact with the solids.  

 

 

Figure 5: Instantaneous contours of solids volume fraction, gas vertical velocity (m/s), O2 mass fraction and solids 
temperature (K) in two short sections of the riser. The four figures on the left represent the lower regions where the solids are 
injected, while the four on the right are in the upper half where the flow is fully developed.  

The molar conversion of Ni to NiO along the length of the 
riser is shown in Figure 6. Recall that the molar conversion of 
the Ni/NiO in both reactors was assumed to be 3.6% in 
equation (3). The air reactor will therefore have to be 
sufficiently long in order to achieve the desired conversion. 
For this purpose, the Ni conversion along the length of the 
riser can be plotted as in Figure 6. It is seen that the desired 
conversion of 3.6 % can be achieved with a reactor height of 

10 m. Another interesting feature of Figure 6 is that the 
conversion curve along the height of the reactor seems to be 
almost linear. This is somewhat surprising since it was 
expected that the reaction would slow down more as the 
oxygen is depleted higher up in the reactor. It is apparent, 
however, that the decrease in O2 concentration is balanced by 
the significant increase in temperature which in turn increases 
the reaction rate constant. 
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Figure 6:  Time averaged Ni conversion, O2 concentration and temperature along the length of the riser.  

 

Design of the fuel reactor by CFD 

Figure 7 shows the instantaneous flow behaviour in the 
bubbling bed. It is shown that bubbles are not as distinct as is 
often the case with bubbling bed simulations. This is due to 
the fine powder used in the present simulation setup. The 
temperature contours in the bubbling bed indicate a virtually 
uniform temperature profile. Recall that the gas is injected at 
temperature of 300K and the solids at a temperature of 
1238.4K which could suggest large temperature variations to 
be present. It is clear, however, that the heat capacity of the 
dense mass of solids is sufficient to not show any visible 
impact of the cold gas injection. It can also be seen from 
Figure 7 that the present solids inlet condition allows the 
freshly injected solids to slip a significant distance down the 
wall before being properly mixed into the remainder of the 
bed. Once the fresh solids are entrained by the rising bubbles, 
however, mixing is rapid as is characteristic of fluidized beds. 
There will therefore be no cold-spots in the reactor where the 
reaction rate is slowed down significantly. Results also 
indicate that there will be no short-circuiting of the freshly 
injected solids to the solids outlet on the opposite side of the 
reactor. The contours of the methane mass fraction indicate 
the very high reaction rates right at the bottom of the reactor 
where the dense solids meet the highly concentrated methane 
feed stream. Some degree of reactant slip can be observed, but 
this is minimal due to the large reaction rate and the 
suppressed bubble formation.  

 

Figure 7: Contours of instantaneous solids volume 
fraction, solids temperature (K) and CH4 mass fraction for 
the bubbling bed.  

The design specification of the fuel reactor was the conversion 
of 99.9% (mass) of the incoming methane gas. This 
conversion factor along the length of the bed is plotted in 
Figure 8. 

  

Figure 8: Mass percentage of injected methane remaining.  

The bed height required to achieve the designed 99.9% (mass) 
methane conversion can be taken from Figure 8 as 0.35 m. It 
is clear that there is an exponential drop in the rate of 
conversion towards the top of the bubbling bed due to the 
decrease in the methane available for reaction. The reaction in 
the fuel reactor is endothermic, so a larger extent of reaction 
will only slow the reaction down further by lowering the 
temperature. Figure 8 also shows that about 90% of the bed 
height is required to achieve the final 10% of conversion. 
Despite this relatively inefficient use of bed mass, the bed is 
still quite small due to the high reactivity of methane with the 
chosen oxygen carrier. A plot of conversion vs. time published 
previously (Ryu, et al.,2001) shows that the oxygen carrier 
needs less than 2 seconds in an atmosphere of only 5% 
methane to reach the required conversion of 3.6% at 1023 K. 
The concentrated form in which the methane was injected also 
ensured very rapid reaction in the lower parts of the bed.  
This high reactivity would support the decision of another 
work (Kolbitsch, et al.,2009) to also operate the fuel reactor as 
a circulating fluidized bed. If the bed is operated in a more 
dilute regime, fewer solids will be available for reaction and 
the gas superficial velocity through the bed will be higher. 
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Both these factors will require a longer bed height and the 
required reactor diameter will be reduced. 

CONCLUSIONS 

A design support tool for interconnected fluidized bed 
processes has been developed. The strategy is based on a 
combination of flow regime considerations, mass balance 
calculations, process simulation and computational fluid 
dynamics. A typical first iteration in the conceptual design of a 
small scale CLC system was presented for demonstrative 
purposes. The air reactor was designed as a riser operating in 
the dilute core annular transport regime, while the fuel reactor 
was designed as a bubbling fluidized bed. The design strategy 
resulted in complete reactor specifications in terms of reactor 
dimensions as well as feed flow rates and temperatures.  
The resulting CLC system clearly indicated the areas in which 
optimization is required. For example, the air reactor was too 
tall and the fuel reactor too short, implying that the gas feed 
velocities to both reactors should be altered accordingly in the 
next design iteration. It is likely that a substantial number of 
design iterations will be required before the system is 
sufficiently optimized.    
The design strategy requires the specification of a large 
number of design variables such as operating temperature and 
pressure, type of oxygen carrier material, the flow regime in 
which the reactors will operate and the degree of reactant 
conversion required. This large number of design variables 
grants great freedom in the design process, but will require a 
substantial amount of experimentation to find a suitably 
optimized combination. The proposed design support tool can 
complete such design iterations in a timely and cost effective 
manner. 
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ABSTRACT
This work is devoted to the three dimensional numerical simula-
tions of the heat and fluid flow past and through a porous spherical
particle over a wide range of Reynolds numbers (20 < Re < 500)
corresponding to the steady state flow and different values of poros-
ity varied between 0.62 and 0.92. The porosity of a particle is
modeled using two approaches corresponding to microscopic and
macroscopic representation of pores, respectively. In particular, in
the first approach the porous particle is represented by a cluster
of small spherical particles distributed inside the diameter of the
porous particle. The second approach represents the porosity im-
plicitly utilizing the so-called permeability model adopting Blake-
Kozeny relation to treat the fluid and heat flow inside a particle. The
comparison of both models showed good agreement for a porosity
below 0.7. The analysis of numerical simulations showed, that for
a constant Reynolds number (Re < 100) with increase of porosity,
the value of the drag coefficient decreases slightly. However with
increase of the Reynolds number (Re > 100) a local maximum in
the drag force coefficient for the porosity of about 0.76 was ob-
served. Based on the results of simulations expressions for the drag
coefficient and the surface averaged Nusselt number are derived and
examined.

Keywords: 3D fluid flow, porosity, heat transfer, drag force, Nus-
selt number, permeability.

NOMENCLATURE

Greek Symbols
β Volumetric expansion coefficient, [1/K].
ε Void fraction (particle porosity).
ζ Volume fraction of fluid in a cell.
ζsur f Volume fraction of fluid in an interface cell.
λ Thermal conductivity, [W/m·K].
µ Dynamic viscosity, [N·s/m2].
ν Kinematic viscosity, [m2/s].
ρ Mass density, [kg/m3].

Latin Symbols
A Surface of non-porous sphere, [m2].
A∑ Total solid surface in a porous sphere, [m2].
Ap Projected frontal surface area, [m2].
CD Drag coefficient.
cp Isobaric heat capacity, [J/kg·K].
d Characteristic inner length, [m].

dp Diameter of small sphere inside global sphere, [m].
D Diameter of global sphere, [m].
FD Drag force, [N].
~g Gravity force, [kg·m/s2].
Gr Grashof number.
~ix Unit vector in x-direction.
~n Normal vector.
Nu Nusselt number.
p Pressure, [Pa].
Pr Prandtl number.
Q Heat, [J].
Q̇ Heat flux, [W ].
Ra Rayleigh number.
Re Reynolds number.
T Temperature, [K].
TS Surface Temperature, [K].
T∞ Inflow Temperature, [K].
~u Velocity vector, [m/s].
ux Velocity vectors x-component, [m/s].
U0 Inflow velocity, [m/s].
VΣ Full sphere volume, [m3].

Sub/superscripts
x With respect to x-coordinate.
y With respect to y-coordinate.
z With respect to z-coordinate.

INTRODUCTION

The understanding of particulate flows has great importance
for adequate modeling of fluid-particle flows in many indus-
trial applications, especially in chemical engineering applied
to fluidized bed reactors. In spite of the growing use of flu-
idized bed reactors in many technologies relating to the heat
and mass transfer processes, the behavior of fluid-particle
flows in this class of reactors is still not completely under-
stood, e.g. see (van der Hoef et al., 2008). Numerical mod-
els used in computer simulations of particulate flows, e.g. the
most used one is the discrete particle models (DPM) (van der
Hoef et al., 2008; Zhu et al., 2008), became important tools
in predicting and tuning the performance of industrial facili-
ties. However, closure relations for the particle-fluid interac-
tion and the heat transfer between particle and fluid, which
are very often represented in the form of drag coefficient CD
and Nusselt number Nu relations, respectively, are deciding
to obtain realistic results using DPM. Basically, most drag
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models and heat transfer coefficient closures, e.g. Ranz-
Marshall (Ranz and Marshall, 1952), are obtained empiri-
cally for ideal spherical particles (Whitaker, 1972; Ranade,
2002). In reality however, particles often are porous initially,
or they become porous, e.g. due to drying or pyrolyze.
Several authors have studied the influence of sphere-porosity
on the drag force, e.g. see (Nandakumar and Masliyah, 1982;
Feng and Michaelides, 1998). However the works devoted
to the study of the heat flow past a porous sphere are rare.
At the same time the heat and fluid flow around spheres
for a wide range of Reynolds number have been extensively
studied experimentally, analytically and numerically for a
long time, e.g see reviews (Whitaker, 1972; Bagchi et al.,
2001). On the contrary the heat and fluid flow past porous
spherical particles for moderate Reynolds numbers (Re> 10)
has attracted relatively less attention in spite of its actual-
ity for many industrial applications, e.g. gasification of coal
or biomass. Thereby it should be noted, that a wide vari-
ety of analytical and simplified numerical calculations have
been performed to study the flow past and within an iso-
lated permeable spheroid for the creeping flow (Re ≈ 0),
e.g see works (Joseph and Tao, 1964; Neale et al., 1973),
which has rather more theoretical than practical relevance.
Almost all of the semi-analytical studies are based on the
solution of the Stokes creeping flow equation outside the
spheroid and the Darcy equations within the spheroid. The
latest study of this art has been done by (Vainshtein et al.,
2002). It was found that, at a low Reynolds number, the
drag on a permeable sphere is less than that for an imper-
meable sphere. (Masliyah and Polikar, 1980) confirmed this
findings experimentally, but at the same time it was found
out, that at Reynolds numbers (7 < Re < 120) the drag for
a porous sphere can be higher than the drag of an imper-
meable sphere. Recently, (Bhattacharyya et al., 2006) and
(Yu et al., 2011) studied numerically the steady flow around
and through a porous cylinder for the Reynolds numbers
5 < Re < 40, Darcy numbers 10−6 ≤ Da ≤ 100 and poros-
ity in the range 0.629 ≤ ε ≤ 0.999. In both works the so-
called single-domain based models have been utilized, where
the porosity has been modeled implicitly using Darcy and
Forchheimer source terms added to Navier-Stokes equation.
It was shown numerically that the drag ratio between porous
and non-porous cylinders decreases rapidly by Da < 10−2.
However, macroscopic representation of porosity using per-
meability approach might be fairly inaccurate in respect to
prediction of the heat and fluid flow inside a porous parti-
cle. Moreover, the prediction of the permeability for various
porous media is a problem in itself, e.g. see (Bear, 1988;
Kaviany, 1995). From this point of view, the main objec-
tive of this work is to investigate numerically the steady flow
and heat transfer past and inside a porous sphere using two
independent approaches corresponding to microscopic and
macroscopic representation of porosity, respectively. The
definition of both models is given in the next section. The
main aim is to characterize the gas flow and the heat transfer
behavior as a function of the Reynolds number and porosity.

PROBLEM AND MODEL DESCRIPTION

Before we proceed with mathematical model formulation let
us describe the setup under investigation. The computational
domain is presented schematically in Fig. 1 which shows a
porous spherical particle of diameter D = 2R0 = 788 ·10−6 m
placed in an uniform gas flow with velocity U0.
The size of the computational domain is 16D, 4D and 4D in
x, y and z directions, respectively. The center of the particle

is located in the middle of y and z axis having y = 2D and
z = 2D, respectively, and at x = 4D on the x axis, see Fig. 1.
The temperature of the solid surface inside the porous sphere,
TS, is constant and equals to 400 K. The temperature of the
inflow gas is T∞ = 300 K. The porosity of the particle is mod-
eled using two approaches defined as follows:

1. Microscopic approach: the porosity of the sphere is rep-
resented by a cluster of small spherical particles dis-
tributed regularly inside the diameter of the porous par-
ticle, see Figs. 2 and 3. The porosity of the global
sphere is varied with the change of the number of small
spheres, n∑, in the cluster, see Table 1.

2. Macroscopic approach: the porosity is modeled im-
plicitly using the so-called permeability model adopting
Blake-Kozeny relation (Bear, 1988) to treat the heat and
fluid flow inside a particle, see Fig. 2.

The cluster porosity and Darcy number have the following
form:

ε ≈
D3 −n∑ d3

p

D3 (1)

Da =
K
D2 (2)

where K is permeability, n∑ is the number of small spheres
inside the global sphere and dp is the diameter of small
sphere, dp ≈ 100 ·10−6 m.
The Reynolds number is based on the free stream velocity U0
and the diameter of the sphere D:

Re =
U0D

ν
, (3)

where ν is the kinematic viscosity.

Figure 1: Axionometric projection of the computational do-
main.

To proceed with the governing equations the following basic
assumptions have been made:

1. The gas flow is incompressible.

2. The viscous heating effect is neglected.

3. The transport properties are constant resulting in the
Prandtl number Pr = 0.71.

4. The buoyancy effect is neglected.
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Figure 2: Scheme of a porous sphere representation using ex-
plicit (including microscopic features) and implicit definition
of porosity.

Figure 3: Scheme of a porous sphere represented using clus-
ter of small spheres arranged regularly inside the radius R0.

Taking into account the assumptions made above, the conser-
vation equations for mass, momentum and energy transport
written in Eulerian coordinates have the following form:

∇ ·~u = 0, (4)

ρ
∂~u
∂ t

+ρ~u ·∇~u =−∇p+µ ∇
2~u+~Fporous, (5)

ρ cp
∂T
∂ t

+ρ cp~u · ∇T = λ∇
2T +Qporous. (6)

It is~u the velocity vector, ρ the density, p the pressure, µ the
dynamic viscosity and cp the heat capacity.
The last terms on the right hand side in Eqs. (5 and 6) are
switched on only for macroscopic model. In particular, the
fluid flow in the porous region is modeled by adding the so-
called Darcy’s term to momentum conservation equations:

~Fporous =

{
0, if ζ = 1, out of porous sphere
− µ~u

Ku
, if 0 ≤ ζ < 1, in porous sphere (7)

where ζ = ζ (x,y,z) is the volume fraction of fluid in a
cell. The permeability coefficient Ku is calculated using the
Carman-Kozeny relation (Bear, 1988):

Ku =
cud2

180
· ε3

(1− ε)2 , (8)

To model the influence of the porosity on the heat trans-
fer through the particle, a Darcy’s-like term is introduced

(Dierich and Nikrityuk, 2010):

Qporous =

{
0, ζ = 1
− 1

KT
(T −TS), 0 ≤ ζ < 1

(9)

KT =
cT d2

180
· ε3

(1− ε)2 , (10)

where ε is the porosity of the spherical particle and cu and
cT are constants, which make the dimensions of Ku and KT
consistent with the other terms in the momentum and energy
equations, respectively (Dierich and Nikrityuk, 2010). Here,
d is a characteristic inner length, which depends on the struc-
ture of the porous particle. In this work we use two different
models to define d. In the first model, d is calculated as the
distance between the centers of two small spheres as follows:

d1 = D · sin
π

n∑

, (11)

In the second model, d is set in relationship with the full
spheres volume VΣ as well as the given porosity ε as follows:

d2 =
(ε ·VΣ)

1
3

π
, (12)

The values of di, ε and the corresponding number of small
spheres n∑ in the particle cluster are given in Table 1.

Table 1: Characteristic lengths, the surface enlargement
A∑/A and number of particles in the cluster in dependence
of porosity ε

ε d1/10−4 m d2/10−4 m A∑/A n∑

0.6212 1.6751 2.6623 2.81 219
0.6728 1.6751 2.8078 2.47 175
0.7614 1.6751 3.0492 1.82 132
0.8703 3.7213 3.3334 0.98 67
0.9175 3.7213 3.4528 0.67 43

The values of Darcy number calculated for different porosi-
ties using Eq. (8) are given in Table 2.

Table 2: Darcy-Number calculated for different values of
porosity

ε 0.6212 0.6728 0.7614 0.8703 0.9175
Dad1/10−4 4.194 7.141 19.46 485.5 1406
Dad2/10−4 10.59 20.06 64.5 389.6 1210

NUMERICS

The numerical simulations of heat and fluid flow past a
porous particle represented by cluster of small spheres (Mi-
croscale approach), see Fig. 3, are performed using com-
mercial CFD solver (ANSYS Inc., 2011). For the solution of
the system of linearized algebraic equations an implicit lin-
ear equation solver (Gauß-Seidel) is applied in conjunction
with an algebraic multigrid method (AMG). The SIMPLE
algorithm is used to solve pressure and velocity equations in
a coupled way (Patankar, 1980). For spatial discretization
of convective terms the QUICK scheme (Leonard, 1979) is
applied. The computational grids, which were built using
commercial software GAMBIT, have up to 7 · 106 tetrahe-
dral elements. The simulations were performed in parallel
mode using 8 processors in one run.
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The numerical simulations of heat and fluid flow past a
porous particle represented by a single sphere with given
porosity (Macroscale approach) are performed using an open
source 3D Cartesian grid-finite-volume code for the isother-
mal flows (Ferziger and Peric, 2002), which was adopted for
the solution of heat transfer problems. The diffusive fluxes
are approximated using central difference scheme. The con-
vection terms are discretized using the deferred correction
scheme, which converges to the second-order central differ-
ence scheme, for details see (Ferziger and Peric, 2002). The
SIMPLE algorithm for collocated variables arrangement is
used to solve the pressure equation. The linear equation sys-
tem is solved implicitly by the vectorized incomplete LU
decomposition method of Stone (Stone, 1968; Leister and
Peric, 1994). The pressure and velocity fields on a non-
staggered grid are coupled by the momentum interpolation
technique of Rhie and Chow (Rhie and Chow, 1983).
To set the no-slip boundary conditions on the surface of non-
permeable sphere we use the so-called porous medium ap-
proach (Khadra et al., 2000), which can be considered as
a variant of continuous forcing model within an Immersed
Boundary method, for details we refer to the review of (Mit-
tal and Iaccarino, 2005). It should be noted that originally
the porous medium approach comes from solidification mod-
eling. In this method, a source term, called the Darcy drag,
is added to the Navier-Stokes equations, in order to damp
the velocity in the cells occupied by the solid fraction. This
solid region is assumed to be a porous medium, character-
ized by its permeability K(t,~x) which can be variable in time
and space (Khadra et al., 2000). Detailed description of this
method can be found in (Khadra et al., 2000).
The boundary conditions are set to an inflow at the west side
and an outflow at the east side. The remaining boundaries are
defined of Neumann type. On the inflow a constant tempera-
ture boundary is set and on all other boundaries a symmetry
boundary condition is applied.
For the interface reconstruction on fixed Cartesian grid we
use the so-called supersampling method, see (Watt, 1999).
In contrast to the stair-step approximation the supersampling
method belongs to the family of SLIC methods (Simple Line
Interface Method). Applying SLIC strategy for the interface
reconstruction, we assume that the interface thickness has
the size of one cell. Figure 4 illustrates the calculation of
the volume fraction of fluid ζint in the interface cell. The
porosity in the interface cells, εint , is defined as follows:

εint = 1−ζint ε (13)

Figure 4: Demonstration of 2D supersampling in a CV with
an ordered 10×10 pattern.

The source terms ~Fporous and Qporous in equ. (5) and (6), re-
spectively, are linearized following recommendations given

by Patankar (Patankar, 1980) as follows:

S = SC +SPΦ
bc
P , (14)

where Φbc
P is the value of the principle variable (TS or uS)

inside the porous region. Applying the present case to this
equation, the SC and SP are

Su
C = 0, Su

P =−µ
1

Ku
, ST

C =
TS

KT
, ST

P =−µ
1

KT
(15)

The grids used are given in Table 3. Local grid refinement
inside the particle was used, see Figure 5. The amount of the
control volumes inside the particle ranges from the 50th to
the 80th part of the particle diameter, see Table 3 for more
details.

Figure 5: Zoomed frontal view on a used Grid with refine-
ment of the control volume sizes around the particle.

Table 3: Information on the grids used in macroscale simu-
lations.

Re CVs along the diameter D Grid
21.35 50 246×96×96
53.38 50 246×96×96
106.78 50 246×96×96
213.55 60 294×114×114
266.93 60 294×114×114
320.32 80 392×152×152
389.72 80 392×152×152
427.1 80 392×152×152
480.48 80 392×152×152

CODE VALIDATION

For the purpose of code validation, the results of a 3D simu-
lation are compared with experimental results of Kuehn and
Goldstein, see (Kuehn and Goldstein, 1976, 1978). Here, the
numerical prediction of temperature profiles along the sym-
metry lines are compared with experimental data. The exper-
imental set up includes a hot isothermal inner cylinder placed
in the center of another cold isothermal outer cylinder, see
Figure 6.
Due to the gravity field a buoyancy induced flow occurs. The
inner cylinder with the radius of Ri = 0.0178m has the con-
stant surface temperature Ti = 373K and the outer cylinder
with the radius of R0 = 0.0463m has the constant tempera-
ture T0 = 327K. The space between the cylinders is filled
with the air. The whole set up corresponds to the following
non-dimensional numbers:

Gr =
gβ (Ts −T∞)

ν2 L3 = 7.963 ·104

Pr =
ν

a
=

µcp

λ
= 0.707,

Ra = Gr ·Pr = 5.630 ·104.

(16)
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Figure 6: Natural convection between two concentric cylin-
ders (left) and 3D contour plot of temperature between the
concentric cylinders (right).

The numerical simulations are performed on Grids having
100× 100× 1, 100× 100× 10, 100× 100× 50 and 100×
100×100 CVs, respectively. The boundary conditions in the
north and the south direction are set to be symmetric. The
fluid is treated as incompressible. Additional simulations
which were done by use of a commercial software, where
the fluid was taken as a compressible media, showed identi-
cal results. The temperature contour plot and flow pattern are
shown in Figure 6.

Figure 7: Temperature profiles along the vertical symmetry
line against experimental data of Kuehn and Goldstein, see
(Kuehn and Goldstein, 1976, 1978).

The comparison of temperature profiles along the symme-
try line compared with the data of Kuehn and Goldstein are
given in Figure 7. The agreement between the numerical pre-
diction and the experimental results was very good.
In order to check the accuracy of the code in respect to the
heat and fluid flow past a single sphere a set of simulations
has been performed using the computational domain shown
in Fig. 1. The sphere is assumed to be non-porous. We
compare the drag coefficient and the surface-averaged Nus-
selt number calculated using our code against well tabulated
values, see (Haider and Levenspiel, 1989; Schlichting and
Gersten, 2006) and (Ranz and Marshall, 1952; Bagchi et al.,
2001), respectively. The drag coefficient and the surface-
averaged Nusselt number are defined as follows:

Nu =
2R0

A(TS −T∞)

∫
S

∇T ·~ndS (17)

CD =
FD

ρU2
0 Ap

, (18)

where the drag force FD is calculated integrating the incom-
pressible stress tensor over the surface of the sphere as fol-
lows:

FD = µ

∫
S

∇ux ·~ndS−
∫

S
p~ix ·~ndS, (19)

Here~ix the unit vector in x direction, A is the surface of the
sphere, Ap the projected frontal area of the sphere, TS is the
temperature of the isothermal sphere and T∞ is the inflow
temperature of the fluid.
Here we note that by calculation of velocity gradients the lin-
ear approximation has been used. This was possible due to
good resolved grids providing for the maximum of the di-
mensionless wall distance lower than y+max < 0.9.
The results of the comparison are shown in Fig. 8. A good
agreement can be seen.
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Figure 8: Drag coefficient validation with (Haider and Lev-
enspiel, 1989; Schlichting and Gersten, 2006) (upper) and
Nusselt number validation with (Ranz and Marshall, 1952;
Bagchi et al., 2001) (lower).

RESULTS

Next we present the results of three-dimensional simulations
using both microscale and macroscale models. In the frame
of macroscale model we use two different expressions for the
characteristic size of pores given by Eqs. (11, 12). Next in
the text these both equations are referred as ’Model 1’ and
’Model 2’, respectively. The results of microscale model are
presented using abbreviation ’Golia et al.’ due to the fact that
some results are taken from the work (Golia et al., 2011).
It is well known fact, that heat and fluid flow past sphere are
governed by Re, Nu and Pr numbers. In the case of a porous
sphere the porosity ε or the Darcy number Da and the surface
ratio A∑/A have to be added into consideration. Here A∑/A
characterizes the surface difference between porous and non-
porous particles.
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To proceed, Figs. 9 and 10 present the vector and contour
plots of the non-dimensional temperature T−T∞

TS−T∞
predicted us-

ing microscale and macroscale models for different particle
porosities and Reynolds numbers, respectively. It can be
seen that when the particle porosity is less than 0.62 corre-
sponding to the Darcy number Da< 7 ·10−4, the gas does not
penetrate the particle for almost all Re numbers under con-
sideration due to the large flow resistance. In particular, it is
evident that for ε = 0.62 and Re = 213 the flow pattern are
similar to the heat and fluid flow past solid sphere predicted
by (Bagchi et al., 2001). The only difference is that both
models predict insignificant flow penetration into the porous
sphere near the forward stagnation point. The increase of
porosity up to ε ≈ 0.76 leads to the ’flow trough’ effect, when
the cold gas flows through the hot porous sphere, see Fig. 9
(middle). As a result, the gas inside the sphere is cooled down
and at the same time more gas is heated behind the sphere,
see Fig. 11. Next increase of the porosity up to ε ≈ 0.87 al-
lows more gas to pass through the porous particle. It should
be noted that with increase of porosity the so-called flow re-
laminization occurs. This effect increases the value of crit-
ical Re when the flow becomes unsteady. This finding is in
good agreement with results of (Bhattacharyya et al., 2006;
Yu et al., 2011), who discovered similar effect for the porous
cylinder using macroscale model. Finally, it should be noted
that at high Reynolds numbers (Re > 300) and ε ≥ 0.76 the
flow field predicted using the macroscale model completely
differs from that obtained by the microscale model. This ef-
fect continues at higher porosities ε , where the macroscale
models are only able to predict the correct fluid flow for
Reynolds number below Re < 50. To study qualitatively
the effect of porosity on the drag coefficient and parallel to
compare microscale and macroscale models we plot in Fig.
12 drag coefficient in dependence on the porosity predicted
using both models for different Re. The analysis of results
shows that the drag coefficient almost does not change in the
range of ε ≤ 0.7 and Re ≤ 50. However, the increase of per-
meability ε leads to the slight decrease of the drag coeffi-
cient, which is somehow logically. A highly porous sphere
allows the gas to flow through it thus the drag must decrease.
Unlikely, the macroscale model predicts higher decrease of
cD in comparison to microscale model. This fact shows that
macroscale model overpredicts the change of drag coefficient
for high porosity values ε > 0.7. However, at the same time
both models produce comparable results for ε < 0.7, see Fig.
12.
Finally, we compare the surface-averaged Nusselt numbers
computed using microscale and macroscale models for dif-
ferent Re and ε . Additionally we use well-known Ranz
& Marshall (Ranz and Marshall, 1952) and Gunn’s (Gunn,
1978) semi-empirical relations, which have the following
form:

Nu = 2+0.6Re1/2 Pr1/3, (20)

Nu =
(
7−10ε +5ε

2) ·(1+0.7Re1/5 Pr1/3
)
+ (21)

+
(
1.33−2.4ε +1.2ε

2) Re0.7 Pr1/3,

respectively. Here Gunn’s correlation, Eq. (21), is based on
a stochastic model of the packed bed configuration (Gunn,
1978). Figure 9: Microscale model: Distribution of the non-

dimensional temperature T−T∞

TS−T∞
predicted for different parti-

cle porosity and Re numbers (x−y plane, z= 0): ε = 0.6212,
Re = 213.55 (upper). ε = 0.7614, Re = 320.32 (middle).
ε = 0.8703, Re = 480.48 (lower).
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Figure 10: Macroscale model: Distribution of the non-
dimensional temperature T−T∞

TS−T∞
predicted for different parti-

cle porosity and Re numbers (x−y plane, z= 0): ε = 0.6212,
Re = 213.55 (upper). ε = 0.7614, Re = 320.32 (middle).
ε = 0.8703, Re = 480.48 (lower).

Figure 11: Streamlines and the surface temperature calcu-
lated using macroscale model for ε = 0.7614, Re = 213.55
(upper) and using microscale model for ε = 0.6212, Re =
213.55 (lower).

In the case of macroscopic model the surface-averaged Nu
has been computed using Eq. (17). In the frame of micro-
scopic model the surface-averaged Nusselt number was de-
rived as follows:

Nu =
1
nΣ

nΣ

∑
i=1

2rp

A(TS −T∞)

∫
Sp

∇T ·~ndSp (22)

The Nu calculated using microscale model has been approx-
imated as follows (Golia et al., 2011):

Nu =
(
4.31−12.71ε +9.81ε

2) (23)

·
(

1+0.8Re0.6 Pr1/3
)

The variations of surface-averaged Nu as a function of
Reynolds number evaluated using models described above
are depicted in Figs. 13 and 14. In particular, from Fig.
13(upper) it can be seen that the Nusselt number calculated
from Ranz & Marshall equation has good agreement with Nu
predicted by macroscale model. The values of Nu predicted
by microscale model lie below Ranz & Marshall. Surpris-
ingly we found out, that by dividing the surface averaged
Nusselt number with the surface enlargement factor AΣ/A

7
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Figure 12: Drag coefficient in dependence on the porosity
predicted for different Re using microscale (pointed as Go-
lia et al.) and macroscale models. Here, Re = 20 (upper),
Re = 50 (upper-middle), Re = 100 (lower-middle), Re = 200
(lower). Model 1 and Model 2 correspond to Eqs. (11) and
(12), respectively.

(given in Tab. 1) as follows:

Nupor =
A

A∑

·Nu (24)

the macroscale models predict the exact surface averaged
Nusselt number of the microscale model and Ranz & Mar-
shall relation, see Fig. 13 (lower). However, the increase of
the porosity value leads to the deviation between macroscale
and microscale models, see Fig. 14. At the same time the
Ranz & Marshall relation corrected using Eq. (24) produced
the results close to microscale models even for high poros-
ity values for Re < 100. The comparison of Nu behavior
predicted for ε = 0.87 using Gunn’s relation and microscale
models showed good agreement. Unlikely the macroscale
model showed poor performance by high porosities ε > 0.8
and Reynolds numbers Re > 100.
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Figure 13: Surface-averaged Nusselt number in dependence
on the Reynolds number predicted using microscale (pointed
as Golia et al.) and macroscale models and compared with
semi-empirical Ranz & Marshall (Ranz and Marshall, 1952)
and Gunn (Gunn, 1978) relations. Here ε = 0.6212, (up-
per) figure shows the results gained without surface correc-
tion and (lower) figure depicts results calculated using sur-
face correction, see Eq. (24). Model 1 and Model 2 corre-
spond to Eqs. (11) and (12), respectively.
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Figure 14: Surface-averaged Nusselt number in dependence
on the Reynolds number predicted using microscale (pointed
as Golia et al.) and macroscale models and compared with
semi-empirical Ranz & Marshall (Ranz and Marshall, 1952)
and Gunn (Gunn, 1978) relations. Here ε = 0.6728 (up-
per), ε = 0.7614 (middle), ε = 0.8703 (lower). Model 1 and
Model 2 correspond to Eqs. (11) and (12), respectively.

CONCLUSION

The interphase heat transfer between gas and the porous par-
ticle with different porosities has been studied numerically
using two independent approaches corresponding to micro-
scopic and macroscopic representation of pores, respectively.
In particular, in first approach the porous particle is repre-
sented by a cluster of small spherical particles distributed in-
side the diameter of the porous particle. Second approach
represents the porosity implicitly utilizing the so-called per-
meability model adopting Blake-Kozeny relation to treat the
heat and fluid flow inside a particle. The comparison of both
models in the range of parameters 20 < Re < 500, 0.6 < ε <
0.92 showed good agreement for the porosity ε > 0.7 cor-
responding to the Darcy number Da > 10−3. The analysis
of microscale numerical simulations showed that for a con-
stant Reynolds number (Re < 100) with increase of porosity
the value of the drag coefficient decreases slightly. However
with increase of the Reynolds number (Re > 100) a local in-
crease of the drag coefficient was observed for the porosity
of about 0.76. Based on the results of simulations expres-
sions for the drag coefficient and the surface averaged Nus-
selt number are derived and examined. Syrprisiglu, it was
found out that microscale and macroscale simulations agree
well for ε < 0.7 if surface enlargement ratio is taken into
account by calculation of the Nusselt number. The use of
this kind correction in Ranz & Marshall relation produces
results close to both numerical models. However, with the
increase of Reynolds number and porosity Da > 10−3 leads
to the deviation in Nu = f (Re,Pr,ε) calculated using both
models due to penetration of gas flow in the porous sphere.

ACKNOWLEDGMENTS

The authors appreciate the financial support of the Gov-
ernment of Saxony and the Federal Ministry of Education
and Science of Federal Republic of Germany as a part of
the Centre of Innovation Competence VIRTUHCON. The
three-month stay of Mr. A. Golia at Technische Universi-
tate Bergakademie Freiberg was financed by DAAD (Ger-
man Echange Service) in the frame of WISE trainee-ship.

REFERENCES

ANSYS Inc. (2011). “Ansys/fluentTM v 13.0. – Com-
mercially available CFD software package based on the Fi-
nite Volume method. Southpointe, 275 Technology Drive,
Canonsburg, PA 15317, U.S.A., www.ansys.com”.

BAGCHI, P. et al. (2001). “Direct numerical simulation of
flow and heat transfer from a sphere in a uniform cross-flow”.
J. Fluids Engineering, 123, 347–358.

BEAR, J. (1988). Dynamics of Fluids in Porous Media.
Dover Publications. Inc., New York.

BHATTACHARYYA, S. et al. (2006). “Fluid motion
around and through a porous cylinder”. Chem. Eng. Science,
61, 4451–4461.

DIERICH, F. and NIKRITYUK, P. (2010). “A numerical
study of the influence of surface roughness on the convective
heat transfer in a gas flow”. CMES: Computer Modeling Eng.
& Sci., 64, 251–266.

FENG, Z. and MICHAELIDES, E. (1998). “Motion of
a permeable sphere at finite but small reynolds numbers”.
Phys. Fluids, 10, 1375–1383.

FERZIGER, J.H. and PERIC, M. (2002). Computational
Methods for Fluid Dynamics. 3rd ed. Springer, Berlin.

GOLIA, A. et al. (2011). “Three dimensional simulations
of the heat and fluid flow inside and past a porous spherical
particle”. Computers & Chem. Eng., submitted.

9



K. Wittig, A. Golia, P. Nikrityuk

GUNN, D. (1978). “Transfer of heat or mass to particles
in fixed and fluidised beds”. Int. J. Heat Mass Transfer, 21,
467–476.

HAIDER, A. and LEVENSPIEL, O. (1989). “Drag co-
efficient and terminal velocity of spherical and nonspherical
particles”. Powder Technology, 58, 63–70.

JOSEPH, D. and TAO, L. (1964). “The effect of perme-
ability on the low motion of a porous sphere in a viscous
liquid”. Z. Angew. Math. Mech., 44, 361–364.

KAVIANY, F. (1995). Principles of Heat Transfer in
Porous Media. Springer-Verlag, Berlin.

KHADRA, K. et al. (2000). “Fictitious domain approach
for numerical modelling of navier-stokes equations.” Int. J.
Numer. Methods Fluids, 34, 651–684.

KUEHN, T. and GOLDSTEIN, R. (1976). “An experimen-
tal and theoretical study of natural convection in the annulus
between horizontal concentric cylinders”. J. Fluid Mech., 74,
695–719.

KUEHN, T. and GOLDSTEIN, R. (1978). “An experi-
mental study of natural convection heat transfer in concentric
and eccentric horizontal cylindrical annuli”. J. Heat Trans-
fer, 100, 635–640.

LEISTER, H.J. and PERIC, M. (1994). “Vectorized
strongly implicit solving procedure for a seven-diagonal co-
efficient matrix”. Int. J. Num. Meth. Heat and Fluid Flow, 4,
159–172.

LEONARD, B. (1979). “A stable and accurate convective
modeling procedure based on quadratic upstream interpola-
tion”. Comp. Meth. Appl. Mech. Eng., 19, 59–98.

MASLIYAH, J. and POLIKAR, M. (1980). “Terminal ve-
locities of porous spheres”. Can. J. Chem. Eng., 58, 299–302.

MITTAL, R. and IACCARINO, G. (2005). “Immersed
boundary methods.” Annu. Rev. Fluid Mech, 37, 239–261.

NANDAKUMAR, K. and MASLIYAH, J. (1982). “Lam-
inar flow past a permeable sphere”. Can. J. Chem. Eng., 60,
202–211.

NEALE, G. et al. (1973). “Creeping flow relative to per-
meable spheres”. Chem. Eng. Sci., 28, 1865–1874.

PATANKAR, S. (1980). Numerical heat transfer and fluid
flow. Hemisphere Publishing Corporation.

RANADE, V. (2002). Computational Flow Modeling for
Chemical Reactor Engineering. Academic Press.

RANZ, W. and MARSHALL, W. (1952). “Evaporation
from drops, part i & ii”. Chem. Eng. Progress, 48, 141–146,
173–180.

RHIE, C. and CHOW, W. (1983). “Numerical study of the
turbulent flow past an airfoil with trailing edge separation”.
AIAA, 21, 1525–1532.

SCHLICHTING, H. and GERSTEN, K. (2006).
Grenzschicht-Theorie. 10th ed. Springer, Berlin.

STONE, H.L. (1968). “Iterative solution of implicit ap-
proximations of multidimensional partial differential equa-
tions”. SIAM J. Numer. Anal., 5, 530–558.

VAINSHTEIN, P. et al. (2002). “Creeping flow past and
within a permeable spheroid”. Int. J. Multiphase Flows, 28,
1945–1963.

VAN DER HOEF, M. et al. (2008). “Numerical Simula-
tion of Dense Gas-Solid Fluidized Beds: A Multiscale Mod-
eling Strategy”. Annu. Rev. Fluid Mech., 40, 47–70.

WATT, A. (1999). 3D Computer Graphics. 3rd ed.
Addison-Wesley Longman, Amsterdam.

WHITAKER, S. (1972). “Forced convection heat transfer
correlations for flow in pipes, past flat plates, single cylin-
ders, single spheres, and for flow in packed beds and tube
bundles”. AIChE, 18, 361–371.

YU, P. et al. (2011). “Steady flow around and through a
permeable circular cylinder”. Computers & Fluids, 42, 1–12.

ZHU, H. et al. (2008). “Discrete particle simulation of
particulet systems: A review of major applications and find-
ings”. Chem. Eng. Sci., 63, 5728–577.

10



8th International Conference on CFD in Oil & Gas, Metallurgical and Process Industries 
SINTEF/NTNU, Trondheim Norway 
21-23 June 2011 

CFD11-176 

 

1 

 
 

CFD SIMULATION OF BATH DYNAMICS IN THE HISMELT SMELT REDUCTION 
VESSEL FOR IRON PRODUCTION 

 
Darrin STEPHENS1 , Mandar TABIB

1 CSIRO Mathematics Informatics and Statistics Division, Victoria 3169, AUSTRALIA 

1, Mark  DAVIS2 and M. Philip SCHWARZ1* 

2HIsmelt Corporation Pty Ltd, WA, Australia 
 

* E-mail: Phil.Schwarz@csiro.au; darrin.stephens@csiro.au; mandar.tabib@gmail.com  
 

ABSTRACT 
CFD has played a crucial role in enabling the design and 
scale-up of the HIsmelt® direct smelting technology. The 
HIsmelt® Process is a potential replacement for blast-furnace 
technology owing to its efficiency, cost advantage and lower 
environmental impact. An existing PHOENICS-based CFD 
model of the molten bath dynamics in the process vessel has 
been transferred to ANSYS-CFX to improve its accuracy and 
to enable efficient analysis on an unstructured mesh. The basic 
model involves Lagrangian particle tracking of iron ore and 
coal particles through two Eulerian phases representing metal 
and slag. The model incorporates reactions involving coal 
devolatilisation, coal dissolution, and ore reduction. A 
sensitivity study shows that an increase in the number of 
particles used improves convergence, and the CFD model has 
been applied to study a 2.7m diameter pilot smelter.  

Keywords: CFD, smelt-reduction, multiphase modelling, 
Lagrangian, iron-making, computational fluid dynamics.  

NOMENCLATURE 
 
Greek symbols 
•  Fractional phase hold-up, [ ] 
• Turbulence energy dissipation rate per unit mass, [m2/s3] 
µT Turbulent viscosity, [Pa s] 
ρ Density, [kg/m3] 
σk Prandtl number for turbulence kinetic energy, [ ] 
σε Prandtl number for turbulence energy dissipation rate, [ ] 
•k Shear stress of phase k, [Pa] 
 
Latin symbols 
Cµ Constant in k-ε model, [ ] 
g Acceleration due to gravity, [m/s2] 
G Generation term, [kg/ms2]  
k  Turbulence kinetic energy per unit mass, [m2/s2] 
MI Total interfacial force between two phases, [N/m3] 

FD Drag force, [N/m3] 
P Pressure, [N/m2] 
S  Strain rate, [1/s]. 
t  Time, [s] 
u Velocity vector, [m/s] 
 
Subscripts 
r Phase   
g Gas phase  
l Liquid bath phase 

INTRODUCTION 

Computational fluid dynamics (CFD) has played a 
crucial role in enabling the design and scale-up of the 
HIsmelt® direct smelting technology (Hardie et al., 
1992; Davis et al., 2003; Davis et al., 1998; Schwarz, 
1994, 2001). This process, developed by Rio Tinto, has 
the potential to replace the blast furnace technology for 
iron-making operations since it offers the advantages of 
lower operating costs and capital intensity, lower 
environmental impact, and greater raw material and 
operational flexibility (Goodman, 2007; Bates and 
Goldsworthy, 2002; Bates and Coad, 2000). The first 
commercial HIsmelt plant which is jointly owned by 
Rio Tinto, Nucor Corporation, Mitsubishi Corporation 
and Shougang Corporation was hot commissioned in 
April 2005 at Kwinana, Western Australia. 

The process was developed and scaled up over several 
years with the critical assistance of a substantial amount 
of CFD and physical modeling (eg Schwarz and Dang, 
1995; Schwarz and Taylor, 1998, 2001). The modelling 
and design studies utilized two linked state-of-the-art 
CFD models of the smelt reduction vessel (SRV):  the 
“bath model” and the “topspace model” (Davis et al, 
2003). The “bath model”, described by Schwarz (1994, 
2001) covers the bath and the fountain of droplets 
generated by gas injection and reaction, and the 
“topspace model” covers the droplet zone and the top 
gas space including the combustion zone (ie the upper 
region of the smelter). The driver for developing two 
models is that different modelling techniques are 
optimal for the two halves of the SRV, and this enables 
the flow simulations to be performed in a reasonable 
time. The information from the bath model is fed to the 
topspace model, and the topspace model can then be 
used for fast turn-around design and scale-up analyses, 
since it takes comparatively much less time to run than 
the bath model (Davis et al., 2003; Davis et al., 1998).  
The reason the bath model takes much greater 
simulation time is because it is a three dimensional 
transient multiphase multi-component Eulerian-Eulerian 
reactive CFD model that incorporates both Lagrangian 
tracking of ore/coal particles and an algebraic slip 
model to allow for both slag and metal components in 
the liquid bath, a technique first described by Schwarz 
and Taylor (1998). It is not surprising that this model 
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takes substantial computer time, and is challenging in 
terms of its physics and numerics. Even two-phase 
simulation of non-reactive gas injection involves 
substantial challenges, as described by Schwarz (1996) 
and Schwarz and Dang (1995). 

In this work, the focus has been on the transfer of the 
bath model to the ANSYS-CFX platform to reduce 
convergence time and to allow the model to easily 
utilize an unstructured mesh. Several new features have 
been incorporated in the CFX implementation to 
improve its convergence speed, accuracy and 
functionality compared to the earlier PHOENICS-based 
model. The present paper describes the convergence 
study performed using the updated CFD bath model as 
applied to the HIsmelt large-scale pilot SRV. In the 
following sections, a brief description of the HIsmelt 
Process is given, followed by a description of the 
present CFD bath model, and results pertaining to its 
convergence properties. 

THE HISMELT PROCESS 
 
The HIsmelt Process (as illustrated schematically in 
Figure 1) involves injection of fine iron ores and non-
coking coals directly into a molten iron bath, contained 
within a Smelt Reduction Vessel (SRV) operating at 
approximately 1450ºC, to produce high quality molten 
pig iron. Nitrogen gas is used as the conveying medium 
for lance injection of these particles. The high velocity 
injection results in significant penetration of these solids 
into the molten metal and the reactions taking place can 
be represented in an idealised way by dissolution of coal 
into the molten iron:  
 
Ccoal (s)           [C]iron (l) (1) 
 
Where, Ccoal is the fixed (non-volatile) component in the 
coal particle which gets dissolved into the liquid molten 
bath to form dissolved carbon [C]iron .  The reduction of 
iron ore by the dissolved carbon to form molten iron is 
represented as: 
     
3[C]iron + Fe2O3           2[Fe]iron + 3CO (2) 
 
Gas is generated in the coal devolatilisation process and 
from moisture associated with the ore/coal, so that the 
main gases generated in the bath are H2 and CO: 
 
Ccoal devolatilisation ,  H2O + C             H2 + CO (3) 
 
The second reaction being highly endothermic requires 
a constant external supply of heat to sustain it. This 
external supply of heat comes from the exothermic post-
combustion reaction in the top-space region of smelter. 
Carbon monoxide and hydrogen released from the bath 
undergo combustion by reacting with a hot oxygen-
enriched air blast. This air blast is injected at 1200ºC 
into the top-space via a central swirl lance. The 
Combustion takes place as follows: 
 
2CO + O2            2CO2 (4) 
 

2H2 + O2             2H2O (5) 
 
Thus, the key to the process is moving this combustion 
heat from the top-space combustion region down to the 
lower smelting region without compromising the 
oxygen potential in either zone. The reactions (3-5) are 
modelled in the topspace model, and are described in 
Davis et al. (2003) and Davis et al. (1998). 

 
Figure 1: Schematic of the HIsmelt Process 

 
The high rate of production of CO and H2 in the lower 
melt regions results in an aggressive eruption of the bath 
liquid. Metal and slag are thrown upward in a fountain-
like manner, forming a gas permeable region with high 
surface area for heat transfer. Hot combustion gases 
pass through this region and, in the process, deliver heat 
to the droplets of slag and metal, which subsequently 
carry it back to the bath. The high rate of liquid eruption 
results in only a small increase in temperature for a 
typical droplet, as it passes through the hot combustion 
zone. Thus, smelting continues to occur in a region of 
low oxygen potential in the lower melt regions of 
smelter, and exothermic combustion continues higher 
up in the region of the hot blast lance (where oxygen 
potential is relatively high). This heat loop drives the 
direct smelting process.   
 
A nearly constant level of molten metal in the hearth is 
required to avoid submergence of a solids injection 
lance into it. This is achieved by taking the metal out 
continuously via an overflow forehearth, while the slag 
is taken out periodically from the side-wall of the vessel 
via a water-cooled slag notch. 

MODEL DESCRIPTION 
 
As mentioned, HIsmelt design and scale-up has been 
carried out using two separate but linked models: the 
bath model and the topspace model. The topspace 
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model simulates flow of gas (hot blast and bath gases), 
the fountain of liquid droplets and combustion of 
char/soot particles including heat transfer effects 
(radiation and wall heat transfer). The topspace model 
covers the upper parts of the fountain above the slag 
surface, where collisions between droplets are rare and a 
particle tracking approach, first developed by Crowe et 
al (1977), is best for treating the motion of the liquid 
phase. 
 
On the other hand in the bath model (which simulates 
smelting reduction), the volume fractions of both liquid 
bath phase and gas phase in the system are comparable, 
and the existence of a large liquid-continuous domain 
(the bath proper) means that Lagrangian tracking is 
inappropriate. Both these fluid phases (liquid bath and 
gas) and the particles are all composed of multiple 
components (See Table 1 and Figure 2). Hence, a multi-
component multi-fluid Eulerian-Eulerian approach is 
the most appropriate way to model both the liquid bath 
phase and gas phase, with the iron ore and coal particles 
in the bath being tracked using the Lagrangian 
approach. Further, the Eulerian-Eulerian model must 
simulate both the gas-continuous regions in which the 
liquid bath phase is assumed to be in dispersed form 
(splashes of droplets, fingers, sheets, etc in the upper 
regions of the SRV), as well as the liquid-continuous 
regions of the bath-proper in which the gas is assumed 
to be in the form of dispersed bubbles. A continuous 
interpolation between these two regimes was employed 
in the PHOENICS HIsmelt bath model to obtain the 
interfacial area between the phases for enabling 
computation of interfacial momentum and mass 
exchange, and this formulation has been coded into 
CFX using its so-called “mixture model”. This basis of 
the bath model has been described by Schwarz (1992, 
2001), Schwarz and Taylor (2000) and Davis et al 
(2003). 
 
Table 1: Phases and their compositions 

Phase Type Components 
Gas 

Eulerian 
N2, CO, H2 

Bath Fe, Carbon, Slag 

Ore 
(OreG, OreL) 

Lagrangian Fe2O3, H2O 

Coal 
(CoalRawG,   
CoalRawL)   

Lagrangian 
Coal fixed component, 
and Coal volatile 
component.  

 
The focus of this work is the CFD bath model which is 
more complex from a multi-phase point of view and 
consumes more simulation time. Figure 2 shows the 
possible configurations of the various materials used in 
the bath model including the material transfer due to the 
reactions. The bath phase is made up of two 
components, slag and metal. The slag is treated as a 
constant composition component, while the metal is 
considered to be a variable composition mixture of iron 
and carbon. An Algebraic Slip Model is used to account 
for the relative motion of slag and metal (Fe/C melt), as 
first demonstrated in models of gas injection into a 
slag/metal bath by Schwarz and Taylor (1998). The gas 

is a variable composition mixture of nitrogen (the 
carrier gas for the coal and ore), hydrogen (evolved 
from coal devolatilisation) and carbon monoxide (a 
product of coal devolatilisation and ore reduction). The 
coal is treated as a variable composition mixture of 
fixed carbon and volatile carbon. The iron ore particles 
are considered to be composed of hematite and moisture 
(H2O). The materials (or mass) are transferred according 
to the reactions (equations 1-3) describing coal 
dissolution, ore reduction and coal devolatilisation. 

 

 
Figure 2: Material descriptions adopted for the multi-
phase multi-component model. 
 
Mathematically, the solution of continuity and 
momentum equations for each Eulerian phase (gas and 
liquid bath) enables computation of their velocity, 
volume fraction and turbulence level. These transport 
equations can be written as: 
 
Continuity equation with mass transfer 

( ) ( ) rrrrrr S
t

=⋅∇+
∂
∂

uαραρ  (6) 

Here, the phases r are liquid bath phase (r=l) and gas 
phase (r=g).  The term Sr is the net mass transfer to 
phase r from other interacting phases due to various 
reactions (described in detail in sections below). 
 
Momentum equation 

( ) ( )
'

,, rMS
rF

Mg
rr

P
rrijr

rrrrrrrt

+++∇−




⋅∇−=

⋅∇+
∂
∂
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 (7) 

1=∑ rα  (8)  

The terms on the right hand side of the momentum 
equation, equation (7), represent respectively the stress, 
pressure gradient, gravity, momentum exchange 
between the phases due to interfacial forces (only drag 
force is considered here) and the net momentum transfer 
to phase r by other phases due to net mass transfer 

( '
rMS ). Pressure is shared by both the phases. The stress 

term for phase r is described as follows: 

B a t h G a s 

C o a l 
O r e 

S l a g M e t a l 

F e C 

N 2 H 2 C O 

C f C v o l 
F e 2 O 3 H2O 



D. Stephens , M. V. Tabib, M. Davis and M. P. Schwarz 
 

4 

( ) ( )





 ∇−∇+∇−= r

T

rrreffrij I uuu .
3

2
,, µτ  (9) 

where, reff ,µ is the effective viscosity and the strain rate 

S is ( )( )T

rr uu ∇+∇ . The effective viscosity for each 
phase is composed of two contributions: the molecular 
viscosity and the turbulent viscosity. The turbulent eddy 
viscosity is formulated using the k-• turbulence model 
and turbulence is considered homogeneous for both the 
phases (so both k and • values are the same for both the 
phases).  

ε
ρµ µ

2

,

k
CrrT =

 
(10) 

The turbulence kinetic energy (k) and its energy 
dissipation rate (ε) are calculated from their governing 
transport equations (equations 11-12 respectively). The 
term mτ in these equations (as computed by equation 
15) takes into account the phasic turbulent viscosity 
(equation 10) and the molecular viscosity of each phase.   
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where, 

ggllm αραρρ +=   (13) 

ggllm uuu αα +=    (14) 

ggllm αταττ +=   (15) 

The model constants used are the standard values, viz. 
Cµ =0.09; σk=1.00; σε=1.00; Cε1=1.44, Cε2=1.92. The 
term G in the above equations is the production of 
turbulence kinetic energy and is described by: 
 

mm uG ∇= :τ   (16) 
 
Species Transport 

The mass fraction of individual components (CO, H2) in 
the multi-component gas phase is computed by solving 
each component’s transport equation with relevant 
source/sink terms corresponding to the component 
(equation 17), while the mass fraction of N2  in the gas 
phase is determined using constraint equation 18. 

( ) gigiggigiggg

gigg SYY
t

Y
+∇Γ⋅∇=⋅∇+

∂

∂
αρα

ρα
u

  (17)
 

1=∑ giY  (18) 

where Y is the mass fraction of species i in the r phase. 
Similarly, the mass fraction of individual components 
(Fe/C and slag) in the multi-component liquid phase is 
obtained by applying the algebraic slip model (ASM, 
equation 19 - 20). This is done in order to enable the 

separation of slag from metal. The slag is considered to 
be continuous in the liquid bath and its fraction is 
computed using constraint equation 21. The ASM 
enables computation of the slip velocity between metal 
(Fe/C) and slag, and the drift velocity of Fe/C.  The drift 
velocity of a component is taken relative to the mixture 
(ie. the liquid bath) velocity, whereas the slip velocity of 
a component is taken relative to the velocity of 
continuous medium in the mixture (ie. slag velocity in 
this case).  
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where, Diu  is the drift velocity of species i, and it is 

related to the slip velocity Siu  by equation 20. 

Diu = ∑−
i

giSigSig Yuu
 (20) 

1=∑ liY  (21) 

 
Lagrangian particle tracking of ore and coal 
 
The velocities and trajectories of representative ore and 
coal particles are computed using the Lagrangian 
tracking approach, which involves solving the 
momentum equations based on Newton’s second law 
(equations 22-24). Ore and coal particles are treated as 
separate phases. The interaction between the carrier 
fluid and particles has been treated using two-way 
coupling. The carrier fluid for particles can be the 
Eulerian gas phase or the Eulerian liquid bath phase, the 
appropriate phase being decided based on a critical 
volume fraction of these phases at the location of the 
particle. Particle drag switches from gas to liquid at this 
critical voidage. Equations 22-23 compute the particle 
displacement using forward Euler integration of particle 
velocity over the Lagrangian time-step. In forward 
integration, the particle velocity is calculated at the start 
of the time step and is assumed to prevail over the entire 
time step. At the end of the time step, the new particle 
velocity is computed using the particle momentum 
equation (equation 24). Momentum is transferred 
between fluid and particles only through the inter-phase 
forces (equation 24). In general these forces would be 
drag force, added mass force, pressure force, buoyancy 
force and Basset force. In this work, drag only has been 
considered, since it is the dominant force.  
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The effect of turbulent dispersion of particles and the 
particle-wall interaction has not been considered in the 
present model. The mass and momentum source 
transferred by the particles to the phase in contact (gas 
or bath) is determined by the reactions occurring (ore 
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reduction, coal devolatilisation and coal dissolution). 
The momentum sources arising from drag are computed 
as the particle source term for each particle as they are 
tracked through the flow. These particle sources are 
applied in the control volume in which the particle is 
located during the time step. These sources are then 
applied each time the fluid coefficients are calculated.  

Interfacial mass and momentum exchange 
 
The following phases interact during the simulations 
and exchange mass and momentum (as shown in Figure 
2): The Eulerian-Lagrange pairs Gas/Coal (as 
CoalRawG), Bath/Coal (as CoalRawL), Gas/Ore (as 
OreG) and Bath/Ore (as OreL)), and the Eulerian-
Eulerian phase pair Bath/Gas.  A special treatment 
coded into CFX enables ore and coal particles to be 
transferred from one Eulerian fluid to another. 
 
Regarding momentum transfer due to interfacial forces 
between these pairs, only the drag force is considered. 
The drag coefficient between the gas and liquid bath is 
computed using a user-defined drag function. For the 
ore–gas phase and ore-liquid phase interaction, the drag 
force coefficient is computed using the Schiller-
Naumann drag model. For a coal particle that undergoes 
devolatilisation or dissolution, coal particle porosity is 
computed and used in a user-defined modified Schiller-
Naumann.  The mean particle diameter is used for 
computing drag for ore and coal particles. 

Regarding mass transfer, the net mass source term in the 
continuity equation, equation 6, for a phase ( rS ) and the 
corresponding momentum source term from this net 
mass transfer in the momentum equation, equation 7 
( rMS ) arises from several reactions (ore and water 
reduction, coal dissolution and coal devolatilisation). 
Multiphase reactions have been defined for each of 
these Euler-Lagrange pairs. For the ore reduction 
reaction the reactants were the Lagrangian component 
‘Fe2O3’ in ore and the Eulerian component ‘Carbon’ in 
the liquid bath phase and the products were the Eulerian 
components ‘CO’ in the gas phase and ‘Fe’ in the liquid 
metal bath phase. For the water reduction reaction, the 
reactants were the Lagrangian component ‘H2O’ in ore 
and the Eulerian component ‘Carbon’ in liquid bath 
phase and the products were the Eulerian components 
‘CO’ and ‘H2’ in gas phase. The coal devolatilisation 
reaction involves the Lagrangian coal volatile 
component (Cvol) devolatilising to form Eulerian ‘H2’ 
product in the gas phase. The coal dissolution reaction 
involves the Lagrangian coal fixed component (Cf) 
dissolving into the metallic bath to form the Eulerian 
component ‘Carbon’ in the liquid metal phase. Figure 2 
shows these material transformations: the mass source 
term for the bath phase arises from liquid iron produced 
from ore reduction reaction, and carbon being dissolved 
in the bath through the coal dissolution reaction, while 
the sink term for the bath is the carbon being consumed 
in the ore reduction reaction. Figure 2 also shows that 
the source term for the gas phase arises from CO 
produced from the ore reduction reaction, and the gases 
(H2 , CO and N2) produced from coal de-volatilisation. 

The mass transferred is dependent upon the rate of 
reaction of these reactions as discussed in detail below: 
 
Coal devolatilisation reaction 
 
The volatile carbon component of coal undergoes 
devolatization while passing through both the bath and 
gas phase.  A simplified coal devolatization reaction is 
represented as:  
 

22 NCOHCvol ++→        (27) 
 
The main aim of including devolatilisation in the bath 
model is to allow for the generation of large volumes of 
volatiles gas within the bath (H2 , CO and N2) and to 
approximately simulate the spatial distribution of this 
generation. Data from the literature have been used to 
give a simple representation of the way coal particles 
degas. A simplified linear fit to the Orsten and Oeters 
(1989) results, as illustrated in Figure 3, was 
implemented in the previous CFD model in PHOENICS 
(Schwarz, 1994). According to this approximate fit, no 
gas is generated during an initial “dead” time interval, 
td, and degassing is completed at time tf. Values of these 
parameters interpolated from a diagram of Orsten and 
Oeters (1989) are given in Table 2 below.  

      

0

1

td tf Time  

Figure 3: Simplified devolatilisation history used for 
coal particles in the bath. 

While the PHOENICS model used single values for td 
and tf, the CFX model allows for variable values 
depending on the particle size. This is achieved using a 
curve fit to the data in Table 2 allowing calculation of td 
and tf from intermediate coal particle diameters. The 
respective equation for td and tf are: 
 

ddx

dxdxtd

8.231075.1

1094.11095.8
26

39411

−−

−=
 (28) 

ddx

dxdxtd

0.791002.2

1071.11095.5
26

39411

−−

−=
 (29) 

 
Table 2: Coal devolatilisation parameters (derived from 
Orsten and Oeters, 1989). 
 

Particle diameter 
(mm) 

td  
(s) 

tf  
(s) 

0.1 0.016 0.027 
0.2 0.048 0.083 
0.4 0.170 0.260 
0.6 0.310 0.480 

Fractional 
Degassed 
volume 
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0.8 0.470 0.720 
Coal devolatilisation can occur when the particles are in 
either the gas or liquid phases. The mass fraction of 
volatile carbon resulting from the devolatilisation step 
can be used to calculate what the initial particle 
diameter for each track would have been and hence the 
values of td and tf. This ensures a mass release from the 
particles similar to Figure 3. During devolatilisation, the 
particle diameter stays constant as the particle becomes 
more porous. While this could be treated using the 
swelling model already in CFX, such an approach 
would not allow the particle size to decrease during the 
dissolution reaction. The solution for this is to calculate 
the initial particle diameter on each track by using the 
volatile mass fraction and using this diameter in the 
drag law. Once devolatilisation is complete the particle 
diameter can then reduce on a mass basis.  The rate of 
devolatilisation reaction for each track is computed as: 
 

df

ppVol

tt

VC
Rate

−
=

ρ
 (30) 

where Vp is the initial volume of the particle in the track. 
The rate of production of each component (CO, H2 , N2)  
is obtained by multiplying the rate with the mass 
coefficients of component. The mass coefficients are  
obtained based on the composition of the volatile gas.   
 
Coal Dissolution 
 

(s) (l)C C→  (31) 
This reaction can only occur between coal and liquid 
and it is assumed that this process only occurs after 
devolatilisation is complete. The carbon is allowed to 
dissolve into the metal. In reality, some of the coal will 
not contact metal, but will rather react in slag. The metal 
volume fraction was used in the PHOENICS model to 
weight the reaction rate. The equation for the mass 
dissolution rate in metal, Rcoal , is: 
 

( ), ,
coal

p coal l carbon sat carbon metal

dR
A h C C

dt
ρ φ= −

 (32) 
 
where Ap,coal is the coal particle interfacial area, • l is the 
liquid density, h is the mass transfer coefficient for 
liquid side transport, Ccarbon,sat is the saturation carbon 
concentration in the bath, Ccarbon is the carbon 
concentration in the vicinity of the particle and • metal is 
the metal mass fraction in the vicinity of the particle. 
The particles shrink as they dissolve, so the interfacial 
area is: 

2
, ,p coal p coalA dπ=

 (33) 
Incomplete wetting of the surface of the coal particle by 
the bath at a gas-liquid interface can be taken into 
account by the bath volume fraction but has been 
neglected in this work.  
 
Ore Dissolution 
 

2 3(s) (l) (l) (g)Fe O + 3C 2Fe + 3CO→  (34) 
Here, we simplify by assuming that all the iron (Fe) 
produced reports to the metal phase.  In reality, some 

ore will melt as FeOx in slag. The equation for the mass 
reaction rate, Rore is: 
 

metalcarbonilorep
ore CShA

dt

dR φρ,=  (35) 

 
where, Ap,ore is the ore particle interfacial area. Si 
represents the stoichiometric coefficient for component 
i.   The stochiometric coefficient of a component in 
equation 35 enables us to compute the rate of 
production/disappearance of components. 
 

196
84

;
196
112

;
196
36

;
196
160

32
==== COFeCOFe SSSS            (36) 

 
The particles shrink as they dissolve, so the interfacial 
area is: 

 
2

, ,p ore p oreA dπ=  (37) 
 
The mass transfer coefficient, h, is estimated based on 
reported reaction rates measured for ore reduction, eg 
Nagasaka and Banya (1992). Table 3 below summarizes 
the discussions above. 
 
Table 3: Reaction physics summary 
 

    

SIMULATION PARAMETERS 
 
The 2.7m diameter SRV for the large-scale HIsmelt 
pilot plant that operated at Kwinana for several years 
was simulated as a test-base for the upgraded model. 
The use of a symmetry boundary condition enables the 
simulation of only half the geometry (see Figure 4). The 
grid comprises a tetrahedral unstructured mesh with 
0.42 million elements (0.08 million nodes), with a high 
density fine grid near the lance injection to account for 
high velocity gradients in this region. To account for 
near wall flow conditions, scalable wall function models 
have been used. Adaptive time stepping has been used 
to enable convergence in the least compute time, and a 
minimum time step of 8 x 10-4 s is applied. The highly 

Feed 
Physics/ 
Reaction 

Where? Depends on 

Coal 

Devolatilisation 
Bath and 
Gas 

Time and 
particle diameter. 
Particle diameter 
remains constant. 
 

Dissolution 
Bath 
(Metal) 

Carbon 
concentration in 
the Bath. 
Liquid side mass 
transfer control. 
Particle diameter 
reduces. 

Ore Reduction Metal 

Carbon 
concentration in 
the bath. 
Liquid side mass 
transfer control. 
Particle diameter 
reduces. 
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transient nature of the simulation involving splashing of 
liquid into the fountain affects the number of iterations 
required to ensure convergence at each time-step. 
Consequently, an adaptive time-step is needed to 
maintain convergence within 10 coefficient iterations. 
The convergence criterion has been set at 5 x 10-4 RMS 
value for momentum and volume-fraction equations. 
The bath model is simulated for 10 s and this takes 
around 4 days of computational time on a 4 processor 
parallel simulation. A high-resolution scheme has been 
selected as the discretization scheme for computing 
advection fluxes. The scheme ensures a solution as 
close to second order accuracy as possible while 
maintaining boundedness (Barth and Jesperson,1989). 
The temporal discretization uses a second order 
backward Euler scheme. The volume fraction equation 
is solved in a segregated way in the coupled CFX 
solver. The properties (such as density and dynamic 
viscosity) of all the components have been computed at 
the reactor temperature (1437ºC) and pressure 
(1.65 bar), and the simulation is run at isothermal 
conditions. For gaseous components, the ideal gas law is 
used to compute the density at the reactor temperature 
and pressure. A Rosin-Rammler particle size 
distribution was used for both coal and ore particles, 
with Rosin Rammler mean size for coal being 290 µm 
and for ore being around 1000 µm. These particles are 
injected uniformly from the lances at a rate proportional 
to their inlet mass flow rate.  A limit of 80,000 particles 
per phase (ore and coal phase) has been enabled to 
avoid escalation in computational memory 
requirements. 
 

 
Figure 4 : The grid  used in HIsmelt study. 

RESULTS – CONVERGENCE STUDY 
 

The purpose of this study was to identify which 
variables/complexities/coupling-effects were delaying 
convergence and fixing them so the model could be run 
with a larger time-step with convergence being achieved 
within ten coefficient iterations. To accomplish this, we 
reduced the complexity of the bath model step-by-step 
and also removed the coupling-effects and source- 
effects one-by-one to see which made a difference to the 
convergence. This was done in the following manner: 

(a) Model run without particles and without reactions. 
(b) Model run without any reactions.  
(c) Model run without any particles. 
(d) Model run with particles but without any source 

terms (ie no interphase coupling). 
(e) Model run with particles but coupling limited to: 

Gas|Ore phase drag coupling only. 
Gas|Coal phase drag coupling only. 
Bath|Ore phase drag coupling only. 
Bath|Coal phase drag coupling only. 

(f) Model run by removing reactions one-by-one: 
Run without the ore reduction reaction. 
Run without Coal devolatilisation reaction. 

(g) Model run by increasing the number of particles by 
factor two, eight, twenty and forty. 

 
It was observed that when the code is run without 
reactions but with particles turned on, the particle 
source term from Gas-Coal phase coupling was 
responsible for the delayed convergence. The increase 
in number of tracks by a factor of twenty improved the 
convergence significantly, and the solver was seen to be 
running with a larger time step. It could be said that the 
increase in particle tracking time has been outweighed 
by the improvement in particle source smoothness. 
However, as the reactions were put back on, the solver 
convergence slowed down, but this time, the delay in 
convergence arose from the mass fraction equations 
(especially, Fe and C).  In order to check whether this 
was because of any specific reaction source term, the 
reactions were removed one by one. The removal of the 
ore-reduction reaction ensured that there was no Ore-Fe 
source terms, and the value of sources for Ore-CO and 
Ore-Carbon were very low, but this did not lead to a 
higher time step. Similarly, the removal of other 
reactions to eliminate the effect of other source-terms 
(from water-reduction and coal-devolatilisation) did not 
enable convergence to happen with a larger time step, 
but at the lower time step of 0.8 msec. It was observed 
that whenever splashing was occurring and the fountain 
was being created, the number of coefficient iterations 
required to reach convergence within a time-step 
increased. To enable the convergence within 10 
coefficient iterations, the solver was lowering the time 
step. Thus, this exercise helped us to understand that the 
use of an optimal number of particles in the simulation 
can play a beneficial role in improving convergence, but 
the dynamics of the system are such that we will have to 
run it at a time step of 0.8 msec to achieve convergence 
within 10 iterations per time step. Nonetheless, the 
performance of this model was significantly faster than 
the earlier PHOENICS-based model, and can be used 
with an unstructured mesh as illustrated below. 

Inlet for Coal and Ore 
particles transported by 
Nitrogen gas. 

   Outlet.  

Symmetry BC 
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MODEL APPLICATION 
 
This model was then applied to study the 2.7m ID 
HIsmelt reactor. The simulation results from this model 
(Figures 5-7) highlight its ability to capture the flow 
dynamics, such as splashing and fountain generation.  
 

 
 (A) 

 
 (B) 
  

 
 (C) 

 
 (D) 
Figure 5 (A-D): Gas volume fraction contours and 
splashing of liquid at time (A) 0.06 s, (B) 0.47 s, (C) 
2.24 s and (D) 9.14 s.  
 
Figure 5 shows the contours of gas volume fraction at 
four different times. The amount of liquid bath volume 
fraction can be deduced from these figures by 
subtracting from unity. The figures show that the model 
is able to capture the splashing of liquid as a result of 
reactions and gas entrainment. It should be noted that 
slopping of the bath can be a major influence on bath 
dynamics over a longer time frame than simulated here 
(Schwarz, 1990). Figure 6 shows the typical trajectories 
of ore particles. 

  
Figure 6: Typical computed trajectories of ore particles. 
 
Figure 7 shows contours of mass-fraction of carbon 
monoxide produced as a result of ore reduction reaction 
at four different time steps.  The CFX-based model has 
been able to capture the flow dynamics within the 
HIsmelt reactor in the same way as the PHOENICS 
model, but with more flexibility and greater numerical 
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accuracy. For example: the CFX model has been able to 
simulate for both unstructured as well as structured grid. 
Further, the CFX model offers flexibility in terms of 
enabling volume fraction equations to be solved in a 
coupled and segregated way. The coupled multigrid 
CFX solver provides linear scale-up for parallel 
processing. This model can be improved further by 
incorporating heat transfer effects. 
  

 
 (A) 

 
 (B) 

 
 (C) 

 
 (D) 
 
Figure 7 (A-D) shows the contour of Carbon-monoxide 
mass fraction  produced at time (A) 0.22 s, (B) 0.47 s, 
(C) 2.4 s and (D) 9.2 s.  
 

CONCLUSION 
 
A complex three dimensional transient multiphase 
multi-component Eulerian-Eulerian reactive CFD model 
which incorporates Lagrangian tracking of ore/coal 
particles, the algebraic slip model and multiphase 
reactions (such as ore reduction, coal dissolution and 
coal devolatilisation) developed over several years and 
used to aid design and scale-up of the HIsmelt SRV 
(Schwarz, 2001) has been transferred from PHOENICS 
to ANSYS-CFX. The new model implementation is 
capable of capturing the flow dynamics within the 
HIsmelt reactor in the same way as the PHOENICS 
model. A convergence study has elucidated the effect of 
particle number on convergence, and also suggests how 
challenging it is to run such a model with a larger time 
step. The PHOENICS topspace model has been used to 
assist design of a commercial 6m ID reactor as well, and 
this model has also been transferred to the CFX 
platform. 
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ABSTRACT
CO and SiO that are emitted from the charge of a silicon furnace
burn in contact with air producing CO2 and SiO2. The combus-
tion of SiO is very fast and increases local temperature, and the
concentrations of radicals and atoms. NOx emission is one of the
major concerns for the metal industry due to strict government reg-
ulations because of its impact on the environment. Formation of
NOx strongly depends on the local temperature and the concen-
trations of atoms and radicals. Little is understood of the role of
the SiO combustion mechanism on NOx formation. In the Present
paper the effect of SiO2 formation on NOx production is studied.
Since there is little available experimental data on reactions of SiO
to form SiO2, a SiO mechanism based on molecular simulations
is proposed. In the Present study two SiO mechanisms, one avail-
able from literature and another based on molecular simulations,
are studied and compared. Performing CFD simulations for a com-
plex 3D industrial furnace is computationally demanding. In the
present study microlevel one grid Perfectly Stirred Reactors (PSR)
calculations are carried out to establish the effect of SiO combus-
tion on NOx formation. Furthermore, a validation test is carried
out for a 3D combustor where the effect of addition of SiO on NOx
production is established. The study showed that considering only
gas phase SiO2 reduced the local temperature and subsequently the
NOx level, while, more realistically, accounting for the formation of
SiO2 in the solid phase generated exothermic heat thus giving very
high local temperatures and subsequently higher NOx production.

Keywords: CFD, chemical reactors, NOx, PSR, Flamelet.

NOMENCLATURE

Greek Symbols
ρ Mass density, [kg/m3]
ω Source term, [1/s]

Latin Symbols
A Arrhenius Reaction Constant, [cm3mol/s].
E Activation Energy, [cal/mol].
T Temperature, [K].
R Universal Gas Constant, [J/kg−mol/K].
Y Species Mass Fraction, [−].
t Time, [s].
P Pressure, [Pa].
h Enthalpy, [J/kg].

Sub/superscripts
i Species i.

INTRODUCTION

In silicon furnaces CO and SiO gases, emitted from the
reaction crater, burn in contact with air that is sucked in
through openings in the side doors of the furnace. Com-
bustion of these gases takes place at very high temperatures
and produces soot, dioxins, CO2, NOx etc. The increase in
peak temperature is extreme when blowing of SiO through
the charge occurs (Bugge et al., 2008). The flow inside the
furnace is very complex involving intense turbulent mecha-
nisms. Formation of NOx strongly depends on the instan-
taneous temperature and therefore on turbulence. Solving
unsteady turbulent flows is a challenging problem due to the
wide range of length and time scales. A fine grid and high
order spatial and temporal discretization schemes are desir-
able for resolving all the length and time scales. Direct nu-
merical simulation (DNS) resolves all the length and time
scales. DNS resolves the whole turbulence energy spectrum
on the grid scales and does not require modeling. DNS is
the most accurate methodology for understanding the physics
of unsteady turbulent flows. However, DNS is computation-
ally demanding and limited to simple academic problems.
The other approach, called Large Eddy Simulation (LES)
resolves the major portion of the turbulence energy spec-
trum, and is a promising tool for understanding the physics
of unsteady turbulent flow at comparatively lower costs. In
LES, the large geometrically dependent, energy-carrying ed-
dies are resolved on grid scales, whereas the dynamics of
the smaller, more universal scales are modeled using a sub-
grid scale (SGS) model. However, due to computational con-
straints DNS and LES are mostly limited to simpler prob-
lems. Until now, most of the industrial problems are solved
using Reynolds Averaging Technique. In RANS the govern-
ing equations are either time averaged or ensemble averaged
and turbulence is modeled using a closure model. There
are many turbulence closure models and their application
depends on the case and the boundary conditions (Wilcox,
1993). Modeling combustion is a challenging task because
of its interaction with turbulence. Combustion takes place
on dissipative scales (close to Kolmogorov scales) where a
reaction between fuel and oxidizer is modeled through the
Arrhenius rate law. The Arrhenius rate law depends on the
instantaneous temperatures. However, in RANS only mean
values are estimated and turbulence is modeled. Therefore
closure of the Arrhenius rate law is a challenging task in tur-
bulent flows. In order to solve the turbulence-chemistry inter-
action problem a closure is required, which is referred to as
combustion modeling. Depending on the type of flows, com-
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bustion models are divided into three categories: premixed,
non-premixed and partially premixed.
Combustion of fuel in the presence of O2/N2 leads to the for-
mation of NOx, especially at high temperatures. NOx emis-
sions contribute to air pollution, the formation of fine parti-
cles and ozone smog, and NOx also causes acid rain, which
reduces the pH of surface water, thereby degrading water
quality and harming fish. Thus, a fundamental understand-
ing of the emission of hazardous species such as NOx during
combustion is essential. To develop a low NOx burner, a bet-
ter understanding of the interactions between turbulence and
chemistry is necessary. NOx formation in turbulent flames
is a complex process that requires accurate modeling of both
the chemistry and the turbulence.
Combustion of SiO leads to the formation of SiO2 parti-
cles, which results in substantial heat release. Formation
of NOx depends on the temperature as well as on the con-
centrations of radicals such as OH and the atoms O, H and
N. Therefore, it is very important to estimate the amount
of heat and radical generation during the combustion of CO
and SiO. The chemical mechanism of CO combustion with
and without water is well understood, but the correspond-
ing mechanism of SiO combustion is still unclear. Although
SiO combustion has been studied previously (Chagger et al.,
1996; Koda and Fujiwara, 1988), these mechanisms were
never validated experimentally and furthermore there is no
well established theoretical background behind these mech-
anisms. In the present study a SiO mechanism based on
molecular simulations is proposed. In the present paper two
steps are assumed for formation of SiO2. The first step is
conversion of gas phase SiO to gas phase SiO2, which is en-
dothermic, and the second step is conversion of gas phase
SiO2 to condensed phase SiO2, which is exothermic. In
the present study, SiO2 in the condensed phase is approxi-
mated as a gas phase molecule where the heat of formation
of the gas-solid phase change is accounted for by adjusting
the thermodynamic properties of SiO2 to those of the con-
densed phase.

MICRO SCALE MODELING: REACTOR STUDIES

A first step in numerical modeling of any reactive flow is grid
generation for the complex domain. Then Navier-Stokes (N-
S) equations along with transport equations are solved on
each grid cells as shown in Figure 1. In reactive flows,
combustion-turbulence interaction is performed through a
model such as flamelet, Eddy Dissipation Concept (EDC)
etc. The EDC model is quite popular for industrial furnace
modeling. In EDC, transport equations for species are solved
and reaction kinetics is accounted for with Perfectly Stirred
Reactors (PSR) (Magnussen, 1981). Performing PSR calcu-
lation at each cell throughout the flow domain (millions of
cells) is quite computationally demanding. Since in the EDC
model, all the information about kinetics is modeled through
PSR, it is possible to study the effect of the SiO mechanism
with a stand alone PSR. In the present study a PSR calcu-
lation of a single cell as shown in Figure 2 is carried out.
Figure 2 shows the homogeneous Perfectly Stirred Reactors
(PSR), which is interacting with a control volume (CV). A
perfectly stirred reactor is an ideal reactor where perfect mix-
ing occurs. While implementing EDC model for turbulent
flows, the product mass fraction Y ∗

i is estimated at each com-
putational cell from the reactant mass fractions and reactor
residence time, τ∗. The τ∗ is calculated from the turbulence
models and it is a parameter for the problem. Initially small
values of residence time is chosen to allow combustion for a

given equivalence ratio. On further decreasing the residence
time, the system of equations has no solution. This gives the
blowout limit, which indicates that there is not enough time
for the reaction to occur within the reactor. Since blowout
was not the major concern for the present study a complete
mixing between fuel and oxidizer is assumed and the reactor
is considered as a closed PSR as shown in Figure 3. The fol-
lowing system of equations, one for each species, are solved
to estimate the final species mass fractions.

Figure 1: A Typical Grid Used for the CFD study

dh
dt

= 0 (1)

d p
dt

= 0 (2)

dYi

dt
= ωi (3)

where ωi is evaluated from a chemical mechanism. Accord-
ingly, in PSR a set of ODEs needs to be integrated to the
steady state or the reactor residence time. The mechanisms
used in the stand alone PSR study consists of a CO-H2 mech-
anism of M. C. Drake and R. J. Blint (Drake and Blint, 1989)
either combined with the SiO mechanism given in table 1,
hereafter referred to as ’SiO-1’ or the SiO mechanism given
in table 2, hereafter referred to as ’SiO-2’. The SiO-1 mech-
anism (Andersson, 2011) is based on the molecular simu-
lation studies and SiO-2 was taken from the available liter-
ature data (Chagger et al., 1996; Koda and Fujiwara, 1988).
Furthermore, the mechanisms also consist of three routes of
NOx formation (1) thermal, (2) prompt and (3) N2O. In or-
der to perform a comparison between these mechanisms, the
PSR calculations were performed with a well tested numeri-
cal reactor code (Lilleberg et al., 2009). The ODE-integrator
RADAU5 (Hairer and Wanner, 1996) was used to integrate
Equations (1), (2) and (3).

Table 1: SiO combustion mechanism SiO-1:Proposed
reaction A β Ea
SiO + O2 → SiO2(g) + O 2 ·31x1013 0 26·0x103

SiO + OH → SiO2(g) + H 1·8x1010 0.78 1·218x103

REACTION RATE CALCULATIONS

Two reactions for forming SiO2 were considered for creating
the data in Table 1 (mechanism SiO-1): SiO + O2 → SiO2 +
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Figure 2: Fine-structure interaction with surroundings
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Figure 3: Close Reactor Modeling

O and SiO + OH → SiO2 + H. The rates of these reactions
have not been studied experimentally and we therefore de-
cided to use calculated data from molecular simulations. The
rate coefficients for the SiO + OH reaction were taken from a
previous theoretical study (Zachariah and Tsang, 1995). Due
to the lack of reliable data on the SiO + O2 reaction we cal-
culated the rate coefficients using molecular simulation tech-
niques (Andersson, 2011) in the temperature range 300 -
3000 K. These rate coefficients were then fitted to an Ar-
rhenius expression for ease of inclusion in the CFD model-
ing. The methods used for calculating the rate coefficients
were a combination of quantum chemical electronic struc-
ture calculations with molecular geometry optimization us-
ing the Gaussian 09 program package (Frisch et al., 2009)
and Transition State Theory (Steinfeld et al., 1989) rate cal-
culations where the rate coefficients are calculated using data
on reaction barrier height and molecular vibrational and ro-
tational energy levels. All the needed data can be calculated
using quantum chemistry methods and the only concern is to
choose a method that gives sufficient accuracy for the appli-
cation in question. We chose to use Density Functional The-
ory with the M06-2X density functional (Zhao and Truhlar,
2008) since this has been shown to give very good to excel-
lent results for calculating reaction barrier heights and at the
same time be computationally affordable.

RESULTS AND DISCUSSION ON PSR CALCULA-
TION

Oxidation of CO in the presence of water occurs faster than
oxidation in dry conditions. Therefore addition of small
amounts of water can produce better combustion efficiency
in a furnace. In silicon furnaces, water is also emitted from
the crater of the furnace along with CO and SiO. On the other
hand, the presence of water can reduce the final tempera-
tures, leading to lower thermodynamic efficiencies and can,
also, affect ignition conditions, blowout characteristics and
the mechanisms of pollutant formation (Costa et al., 2003).
Bhargava et al. (Bhargava et al., 2000) compared experimen-
tal results (obtained by injecting humid air in aeronautical
turbines) with a series of perfectly stirred reactors calcula-
tions. They concluded that water vapor presence reduces the

Table 2: SiO combustion Mechanism SiO-2 (Chagger et al.,
1996)

reaction A β Ea
SiO + O2 → SiO2(g) + O 1·0x1013 0 6·5x103

SiO + OH → SiO2(g) + H 4·0x1012 0 5·7x103

SiO + O +M → SiO2(g) + M 2·5x1018 0 4·3x103

Table 3: SiO2 gas to SiO2solid phase: Assumed
reaction A β Ea
SiO2(g) → SiO2(s) 2·0x1013 0 1·0x103

concentration of the O radical, decreasing the formation of
thermal NO and N2O, while the larger concentration of OH
decreases the amount of NO formed through the Fenimore
mechanism. PSR calculations with an initial temperature
of 1600 K with fuel composition of CO/SiO/H2O were car-
ried out. As an oxidizer O2 was used. Figure 4 shows the
effect of H2O on temperature and NOx at different equiv-
alence ratio for 5% 10% and 15% of water. The equiva-
lence ratio of a system is defined as the ratio of the fuel-
to-oxidizer ratio to the stoichiometric fuel-to-oxidizer ratio:
ϕ = fuel-to-oxidizer ratio

(fuel-to-oxidizer ratio)st
. It is observed that by increas-

ing the water content temperature is decreasing. It is also
observed that NOx increases up to an equivalence ratio of 5
and thereafter it decreases. We also studied the effect of solid
phase SiO2 and gas phase SiO2 combustion. However, we
did not study the mechanism behind the SiO2 particle forma-
tion. We only accounted for the heat formation effect from
gas phase SiO2 to SiO2 particle formation. Figure 5 shows
the effect of increasing the amount of SiO which is converted
into gas phase SiO2. The conversion from SiO to SiO2 gas
is an endothermic reaction. It is observed that increasing the
amount of SiO decreases the temperature and NOx concen-
tration. Figure 6 shows the H atoms and OH radicals for
different SiO mass fraction. It is observed that the H atoms
and OH radicals are decreasing with increase in SiO mass
fraction. Since in the present study the SiO mechanism is
studied with the detailed CO mechanism the effect of inde-
pendent SiO mechanism is difficult to identify except the heat
of formation.
The SiO species is a relatively stable entity that reacts with
O, OH or O2 to form SiO2 in the gas phase. The formed
SiO2 then condenses to produce liquid droplets, and it has
been proposed that the molten oxide droplets grow by Brow-
nian collision (Chagger et al., 1996). Effect of SiO2 particle
formation have been studied experimentally and numerically.
Chagger et al. (Chagger et al., 1996) studied the CH4-N2 air
diffusion flame with and without SiO2 where they use the
HMDS precursor. The color of the flame was blue with a
pale-yellow zone on the rich side without HMDS, the color
was changed to the whitish pink and became more luminous
with addition of HMDS. On increasing the HMDS the flame
was orange in color in fuel side and a stronger blue emission
was observed on the lean side. This process is accompanied
by the release of large amounts of heat. For example, the
reaction SiO2(g)→ SiO2(s) liberates about 180 kcal/mol at
2000 K (Schick, 1960). At the same time, large amounts of
heat may be lost via radiative heat transfer from the particle
surface. If so, the surrounding gas might not be heated up to
the values estimated by the above adiabatic temperature cal-
culation. However, these effects are not accounted for in the
present study. In the present study the effect of SiO2 particle
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formation is taken into account through the heat of formation
of the gas-solid phase change. The reaction kinetics (phase
change:SiO2(g)→ SiO2(s)) is assumed very fast as given in
table 3. Figure 7 shows the effect of increasing SiO, which
was converted into solid phase SiO2. It is observed from the
Figure 7 that the temperature and NOx is increasing with in-
creasing SiO mass fraction. However, in gas phase SiO2 this
trend was opposite as shown in Figure 5. A comparison be-
tween the mechanism SiO-1 and SiO-2 is shown in Figure 8
for temperature and NOx at 15% of SiO. The difference be-
tween these two mechanisms can hardly be seen. The reason
for this behavior is that in this study the mechanism is a com-
bined mechanism of CO and SiO, where CO combustion is
the dominating mechanism. Furthermore, SiO combustion
is faster than CO combustion, which means that all the SiO
is converted into SiO2 immediately. Therefore, the heat of
formation is the same for both reactions. Moreover, the com-
bustion kinetics of SiO also depends on the reaction time but
in the present study the PSR equations were integrated to the
steady state. Due to lack of time dependent data of SiO com-
bustion (ignition delay etc) it is difficult to compare the SiO-
1 and SiO-2 mechanism, further experimental and numerical
tests are required to validate the SiO mechanism.
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Figure 4: Effect of H2O on Temperature and NOx (5% of SiO
and CO=(0.95-H2O))
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Figure 5: Effect of SiO2(g) on the Temperature and NOx, the
gas phase is endothermic(5% of H2O and CO=(0.95-SiO))

VALIDATION

The previous section discussed the two SiO mechanisms and
it seems that both mechanisms give similar results. We prefer
the proposed SiO mechanism 1 for further studies. To further
established the effect of SiO2 formation in practical geome-
tries, a CFD simulation of a 3D model was carried out, for
which experimental data were available. The experiment was
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Figure 6: Effect of SiO2(g) on the H and OH(5% of H2O and
CO=(0.95-SiO))
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Figure 7: Effect of SiO2(s) on the Temperature and NOx, the
solid phase is exothermic(5% of H2O and CO=(0.95-SiO))
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performed by Jurgen et al.(LOUIS et al., 2001) in a 16kW
cooled combustor facility. In this experiment, special em-
phasis was placed on the NOx estimation. Figure 9 shows the
schematic of the combustor. The fuel comes from the central
core( diameter 24 mm), and the air through an annular pipe.
The flow is mixed and stabilized by a bluff body right after
the fuel and air enter the reactor. The gas used was a syngas
mixture with CO 40%, H2 40%, N2 20%. The calorific value
of the fuel was 11.9 MJ/kg when burnt together with air. The
gas is comparable to a pyrolysis gas, and is therefore relevant
for our study. Measurements of CO, CO2, O2, and NO were
taken with a suction probe at several locations in the com-
bustion chamber. Although accuracy is somewhat degraded
by uncertainty in positioning, quenching by the probe, and
the cooling procedure, the measurements are considered to
give a good representation of the actual values. The model
has been studied numerically by Jurgen et al.(LOUIS et al.,
2001). However, they used a quite sophisticated combustion
model based on the progress variable approach. Since the
main purpose of this study is to establish the effects of SiO
addition on NOx, a simple combustion model }Flamelet~
was used in the study.

xFuel in inner
tube

Products

Oxidizer
in annular tube

Symmetry
 plane

Figure 9: Schematic diagram of geometry.

CFD MODEL

The model was split at a vertical symmetry plane. Axis
symmetric conditions were prohibited by gravity generated
buoyancy effects. Velocity inflow boundary condition was
used at fuel and air inlet. The fuel velocity was 4.13 m/s
at temperature 303 K and the air velocity was 2.88 m/s at
temperature 303 K. A mesh as shown in Figure 10 and 11
consisting of 240000 cells was generated taking into consid-
eration the effect of boundary layers by decreasing the cell
size toward the walls. The grid in the central core of the
reactor was refined in order to capture the main gradients
in the strong mixing/combustion region. Once the simula-
tion was converged for the coarse mesh, then mesh was re-
fined based on the gradient of mixture fraction. The CFD
study was carried out using the Commercial CFD code Flu-
ent V 12.1. (Fluent, 2009). Fluent has RANS and LES mod-
ule for turbulent flows. In present study RANS was used.
Flow inside the combustor involves very complex phenom-
ena mostly dominated by the unsteadiness, which cannot be
estimated with the steady RANS. However the main purpose
of the study is to understand the effect of SiO mechanism
on NOx, therefore RANS was chosen for present study. It

is well known that the RANS turbulence modeling is flow
and geometry dependent, which means that understating the
effect of different turbulence models is very important. The
effect of different turbulence models for this geometry has
been studied by Simonsen (Simonsen, 2001). He concluded
that with respect to NOx prediction the realizable k− ε per-
formed better than other turbulence closure models. In this
study the realizable k− ε turbulence model was used.

Figure 10: Grid used for the study:Enlarged View

Figure 11: Grid used for the study.

The flamelet approach is an attractive method for modeling
turbulent flames due to the low computational cost. In the
flamelet approach, the chemistry is decoupled from the mean
flow. Although the flamelet approach is widely accepted for
the prediction of major species and global temperatures, the
applicability of the flamelet approach for pollutants such as
NOx prediction is questionable (Bilger, 1989). A detailed
investigation was carried out by Vranos et al. (Vranos et al.,
1992), who studied the formation of NOx and differential dif-
fusion in a turbulent CH4/H2 diffusion flame and obtained
large discrepancies between the predicted results and the ac-
tual NOx levels. Thus, the authors concluded that transient
behavior and flamelet interactions had a significant effect on
the formation of NOx. Moreover, they speculated that de-
viations from the experimental data were attributed to pre-
mixing and homogeneous reaction effects, transients phe-
nomena, and flamelet interactions. In the aforementioned
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study, the effects of radiation heat loss were insignificant
due to the relatively low flame height. However, under
other circumstances, the effects of radiative heat losses dur-
ing NOx formation are important. For instance, Chen and
Chang (Chen and Chang, 1996) applied a joint scalar prob-
ability density function (PDF) approach and performed tra-
ditional flamelet modeling of NOx formation in a turbulent,
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non-premixed jet flame. The importance of various effects
such as transient phenomena, flame interactions, differential
diffusion and radiative heat loss during NOx formation were
evaluated. The results suggested that radiative heat loss had a
significant effect on NOx levels in the far field. When radia-
tive heat losses were considered, the predicted values were
reduced by a factor of 3, and the fit of the model to the exper-
imental data was improved. Alternatively, differential diffu-
sion had a minor effect on the overestimation of NOx levels,
which is similar to the results of Vranos et al. (Vranos et al.,
1992). Lee and Choi (Lee and Choi, 2009) showed that the
inclusion of radiation caused a reduction in the temperature,
which improved the NOx prediction to the experimental data.
In this study also radiation was included using the Discrete
Ordinates Method. As mentioned the flamelet model is inap-
propriate for NOx, because it tends to overpredict the NOx
level. Simonsen (Simonsen, 2001) performed NOx stud-
ies using Post-Processing Mixture fraction approach and un-
steady non-equilibrium flamelets. In the present study the
unsteady non-equilibrium flamelets approach is used for the
NOx modeling.

RESULTS AND DISCUSSION

In total three simulations were carried out. The case-1 refers
to the standard simulation where Syngas (CO/H2/N2) was

(a) Contour Plot of Temperature for Case-1

(b) Contour Plot of Temperature for Case-2

(c) Contour Plot of Temperature for Case-3

Figure 15: Contour Plot of Temperature in Kelvin

(a) Contour Plot of NOx in PPM for Case-1

(b) Contour Plot of NOx in PPM for Case-2

(c) Contour Plot of NOx in PPM for Case-3

Figure 16: Contour Plot of NOx in PPM
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used at the fuel inlet. Two more simulation with modified
fuel composition at the fuel inlet were carried out. A fuel
composition of CO 40%, H2 20%, N2 20% and SiO 20% was
used. Case-2 refers to the condition where SiO gas was con-
verted into the gas phase SiO2. Case-3 is similar to the case-
2, except in this case gas phase SiO2 was converted into the
solid phase. The results for the case-1 is compared with the
experimental data. Figure 12 shows the volume fraction of
computed CO compared with the experiments. At x=0.065m
CO is slightly under predicted, at x=0.3m CFD does not
predict the peak. This is because the present calculations
are based on standard flamelet model. A combustion model
based on the progress variable approach might improve the
results. Figure 13 shows the computed NOx PPM compared
with the experiments. CFD overpredicts the NOx levels at
x=0.065m and x=0.15m, but the NOx predictions are satis-
factory at x=0.3m. Figure 14 shows the comparison of the
NOx levels at x=0.3m for the case-1, case-2 and case-3. The
NOx levels for case-3 are one order of magnitude higher than
the case-1. This is because of a large increase in temperature
for case-3. Figures 15(a) and 16(a) show the temperature
and NOx PPM contour plot at the symmetry plane for case-
1. The maximum temperature around 1900 K occurs close
to the flame holder, where fuel and oxidizer are mixed. Fig-
ures 15(b) and 16(b) show the temperature and NOx PPM
contour plot at the symmetry plane for case-2. Figures 15(c)
and 16(c) show the temperature and NOx PPM contour plot
at the symmetry plane for case-3. The maximum temperature
for case-2 was 1780 K and for case-3 was 2650 K.

CONCLUSION

CFD studies were carried out with special emphasis on the
NOx formation. In large industrial furnaces performing de-
tailed CFD simulation is a time consuming process. Then
parametric studies is not possible due to computational con-
straints. Therefore, stand alone one grid PSR calculation
were carried out to understand the effect of two SiO mech-
anisms. A new SiO mechanism based on molecular simu-
lations is proposed. The present study showed that consid-
ering SiO gas phase reaction is endothermic, which reduces
local temperature and subsequently NOx. However, consid-
ering subsequent SiO2 conversion into the solid phase re-
leases large amount of heat, which results in large increase
in local temperature and subsequently NOx. The PSR results
were applied to the 3D combustor with complex flows, which
showed a clear effect of SiO2 on NOx and local temperature.
The NOx levels were increased with inclusion of the solid
phase SiO2.
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ABSTRACT
The Random Positioning Machine (RPM) is widely used to repro-
duce a micro-gravity environment for biological systems in Eearth-
based experiments. The gravitational effects cancel out over time
by the generation of a 3 dimensional random motion. Even if some
agreements have been found between simulated microgravity and
space studies, some differences remain and their causes are unclear.
These differences may be explained by undesirable stresses acting
on the culture cells that may originate from the instationary motion
of the fluid inside culture container during random motion. The aim
of this study is to predict fluid flow behavior, wall shear stresses
and suspended cell motion in an RPM container experimentally us-
ing Particle Image Velocimetry (PIV) and numerically using 3-D
Direct Numerical Simulation (DNS) of the flow.
A dual-axis rotating frame facility is used to reproduce the motion
of a RPM. A flask, of dimension 6.5× 4.0× 2.0 cm3, filled with
water and fluorescent tracer particles, is positioned at the center. A
PIV system composed of a double-frame camera and a green light
continuous wave dye-laser allows to record the particles inside the
flask while the system is moving with a maximum angular speed of
30 degrees per second. To be able to reproduce the same experi-
ment numerically, a DNS model is used. Rotation is simulated by
adding extra forces (angular acceleration, centrifugal, Coriolis) to
the momentum equation.
For rotation with a periodic angular velocity pattern, fluid motion
induced by inertia is observed parallel to the wall. An average dif-
ference of 6% of the maximum velocity has been obtained between
simulated and measured velocity field which is considered as a val-
idation of the numerical model. Furthermore, the time evolution of
the boundary layers can be observed near the flask wall. In the near
future, we aim to extend this study to 2-axis motion as used in real
RPM and develop a user protocol for the RPM users.

Keywords: Microgravity, Random Positioning Machine, Particle
Image Velocimetry, DNS .

NOMENCLATURE

DNS parameters
µ Dynamic viscosity, [kg/ms]
ai Additional body forces, [N].
V Fluid Velocity, [m/s].
r Distance from the axis of rotation, [m].
Ω Angular velcoity, [rad/s].
τ Wall shear stress, [Pa].

PIV parameters

ε Velocity estimate error, [m/s].
∆z Distance of the light sheet from the flask wall, [m].
θx Deflection angle of the light sheet for the X axis, [rad].
θy Deflection angle of the light sheet for the Y axis, [rad].
nt Number of measured time steps.
nv Number of estimated velocity vector per frame.

INTRODUCTION

Many space missions have shown that extended exposure to
weightlessness may seriously affect the health of astronauts
(White and Averner, 2001; Buckey, 2006). Considering a
long space flight like a mission to Mars, a better understand-
ing of the effects of microgravity on the cellular level will be
crucial to improve countermeasure programs.

 

Figure 1: Random Positioning Machine (Dutch Space, the
Netherlands).

To understand the role of gravity in biological systems,
one may decrease gravity by going into free-fall condi-
tions such as available on various platforms like sound-
ing rockets, manned or unmanned spacecraft (Cogoli, 1993;
Crawford-Young, 2006). Unfortunately, performing space
experiments is cumbersome, expensive and can only be
done infrequently. Thus, alternative techniques like fast
rotating 2-D-clinostat and Random Positioning Machines
(RPM) are now widely used to simulate the micro-gravity
environment (Briegleb, 1967; Borst and van Loon, 2009;
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Pardo et al., 2005; Schwarzenberg, 1999). These instruments
generate continuous movements so that gravitational effects
cancel out over time. The classic 2-D-clinostat provides a
rotation around one horizontal axis so that the object experi-
ence gravity changes over one vertical plane. The Random
Positioning Machine generate a 3 dimensional random mo-
tion from a 2-axis rotating frames controlled independently
(Borst and van Loon, 2009). It has been shown that the RPM
provides a better simulation of microgravity environment
compared to the classic 2-D clinoratation (Kraft et al., 2000).
However, unexplained differences remain between studies
performed with the RPM and space flight experiments. These
differences may be explained by undesirable stresses acting
on the culture cells. They may be caused by internal fluid
motion, originating from the instationary motion of the fluid
filled culture flask during random rotation. The aim of this
study is to predict fluid flow behavior, wall shear stresses and
suspended cell motion in an RPM container experimentally
using Particle Image Velocimetry (PIV) and numerically us-
ing 3-D Direct Numerical Simulation (DNS) of the flow.

METHOD

Experimental set-up

Laser-

Camera

Container

Figure 2: Particle Image Velocimetry system mounted on a
two-axis rotating frame

A dual-axis rotating frame machine is used to reproduce
the motion of a RPM in a controllable way. A flask filled
with water and fluorescent tracer particle of 13 µm (Fluostar,
Kanomax, USA) is positioned at the center. A PIV system al-
lows to record the particles inside the flask while the system
is rotating (Adrian and Westerweel, 2011), see Figure 2. The
rectangular container dimension is 6.5× 4.0× 2.0 cm3 that
corresponds to the dimension of the most commonly used
culture flask T 25. A green light continuous wave dye-laser
of 532 nanometer wavelength is used to create a light sheet
inside the flask at a distance ∆z of 3.0 mm from the con-
tainer’s wall, see Figure 3. A transverse system is used to
adjust the position of the light sheet by sliding the reflecting
mirror. The deflecting angles θx and θy of the light sheet,
with respect to the x and y axis, is minimized by correcting

the mirror angular position.

x 
z 

y 

∆z

Miror

Mirror

Laser

Camera

θ
xθ

y

Figure 3: Detailed view of the PIV system mounted on the 2-
axis rotating frame. A light sheet is created in the XY plane
at a distance ∆z from the flask wall with deflection angle θx
and θy.

A double-frame camera (Sensicam QE, 1 megapixel) is used
to record the particles inside the flask. The time interval
between each image pair is 400 ms, corresponding to a fre-
quency of 2.5 Hz, whereas the image pair are recorded with
a delay of 50 ms (20 Hz). The illumination of the laser is
controlled for each exposure and equals 18 ms.
The PIV system described above is co-rotating with the flask
according to a sinusoidal motion with a frequency of 0.2 Hz
and a maximum angular speed Ωx of π/6 rad/s. The motor
motion is generated with a servo-control system driven by
the dedicated software Galil (Galil Motion Control, Rock-
lin, USA). Images have been recorded for a duration of 30 s
corresponding to 6 motion cycles.
Consequently, the fluid velocity vector field are obtained
from the recorded image-sets. First, the image background
noise is removed by subtracting the calculated image aver-
age. The images are further post-processed using a multi-
pass cross correlation algorithm. Finally, outlier vectors are
detected using the normalized median test proposed by West-
erveel and Scarano in 2005 (Westerweel and Scarano, 2005)
and replaced by interpolation.

DNS simulations

To be able to reproduce the same experiment numerically, a
Direct Numerical Simulation (DNS) model is used. In the
DNS code, rotation is simulated by adding extra body forces
ai (angular acceleration, Coriolis, centripedal) to the momen-
tum equation.

ai =
dΩ
dt
× r +2Ω×V +Ω× (Ω× r) (1)

with Ω the angular velocity, V the fluid velocity (relative to
the container) and r the distance from the axis of rotation.
A sinusoidal motion with a frequency of 0.2 Hz and a maxi-
mum angular speed Ωx of π

6 rad/s was applied in accordance
with the experimental study. The flask geometry equals the
one used for the experiment (6.5×4.0×2.0 cm3).
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Validation

To validate the numerical model, the simulated velocities
have been compared to the measured vector field. To quanti-
tatively evaluate the quality of the fit, the average mean error
ε is calculated. It is defined as follows

ε =
1

ntnv

nt ,nv

∑
i, j
|Vmi, j −Vsi, j | (2)

with nv the number of measured velocities in one recording,
nt the number of recording, and Vm and Vs the measured and
simulated velocities, respectively.
The simulated velocity field has been interpolated at the PIV
2-D measurement plane. The uncertainties in the measure-
ment light sheet distance from the flask wall ∆z and its de-
flection angles θx and θy (see Figure 3) have been taken into
account for the fitting by interpolating the simulated velocity
field considering these positioning errors.
The cumulative error was evaluated to an uncertainty of
±0.3 mm for ∆z and ±3 degrees for the deflection angles.
Consequently, the values of ∆z, θx and θy that provide the
minimum difference between the simulated and measured
velocity field have been obtained.

Wall shear stress

The wall shear stress at the X-Y plane, where the cultured
cells are generally attached, is calculated both from the sim-
ulation and the measurement results. It is defined as

τ = µ
dV
dz

(3)

with µ , the dynamic viscosity (µ = 1.005×10−3 kg/ms).

RESULTS
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Figure 4: Simulated velocity field in the y direction at time
t = 6.3 s with slice view of the X-Y, Y-Z and Z-X plane.

For rotation around a single axis with a periodic angular ve-
locity pattern, fluid motion induced by inertia is observed
parallel to the wall, see Figure 4. The minimum cumulative
difference between the simulated and measured velocity field
is equal to 0.5 mm/s, 6% of the maximum velocity, at a dis-
tance of 3.30 mm from the wall. This distance is taken as the
corrected position of the light sheet. No further improvement
of the fit was obtained by changing the angles θx and θy, thus

they have been set to 0. The quantitative result demonstrates
the good agreement between the simulated and the measured
velocity profiles.
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Figure 5: Velocity in the Y direction at the center of the mea-
sured plane (the intersection of Sxy,Syz and Sxz planes) ob-
tained from the measurements (in blue) and from the simu-
lated data (in red).
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Figure 6: Comparison between the simulated and measured
velocity profiles at several time steps as a function of the Y
position, at the intersection of the Sxy and Syz plane (left), and
as a function of the X position at the intersection between the
Sxy and Szx planes (Right).

In Figure 5, measured and simulated velocities at the cen-
ter of the measurement plane are depicted as a function of
time. It can be seen that a periodic state is reached after only
one period with a maximum velocity of 8.1 mm/s. The time
evolution of the velocity profiles are shown on Figure 6 for
the velocity in the y direction. The increasing and decreasing
pattern of Vy can be seen along the y direction, whereas along
the axis of rotation x, flattened profile are observed with end-
effects near the flask wall.
Since the PIV measurements provided the velocity field only
over the 2-D XY plane at a distance of 3.3 mm from the wall,
the 3-D simulated results are used to study the velocity pro-
file along the z axis. The evolution of the boundary layer
can be seen near the flask wall. The wall shear stress ob-
tained from the simulated data are represented on Figure 7.
A maximum wall shear stress of 6.2 mPa is obtained with
an angular phase shift of 54 degree with respect to the an-
gular velocity of the rotating axis. An estimate of the wall
shear stress was obtained from the measured data by linear
approximation from the measured plane (at 3.3 mm from the
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flask wall). It shows a large underestimation of the wall shear
stress compared to the one determined from the DNS data.
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Figure 7: Left: Simulated velocity profile as a function of Z
direction, at the intersection of the Syz and Szx plane. Right:
In black, the Wall shear stress obtained from the simulated
data and derived from the measurements (dashed) at the flask
wall. In red, the axis angular velocity Ω(t).

DISCUSION

In this study, fluid flow behavior and wall shear stresses,
as induced in a Random Positioning Machine, has been in-
vestigated experimentally using Particle Image Velocimetry
and numerically with using Direct Numerical Simulations.
Good agreement has been obtained between the simulated
and measured velocity field for a sinusoidal motion with
a frequency of 0.2 Hz and a maximum angular speed of
π
6 rad/s. A average difference between the measured and
simulated vector field of 0.5 mm/s has been obtained. This
is considered to be a validation of the DNS code.
The obtained wall shear stress suggested that the stresses in-
duced by the fluid flow for cells cultured at the flask wall
is relatively low. A large underestimation of the wall shear
stress is obtained when using a linear interpolation of the ve-
locity profile to the flask wall. This is due to the fact that
the fluid boundary layer at the wall is much smaller than the
distance of the measurement plane. A better estimation could
be obtained if the velocity profiles can be estimated at several
positions.

FUTURE WORK

In a real RPM, higher angular velocities are used (up to
π rad/s), thus higher stresses can be expected. Further in-
vestigations are required to estimate the fluid motion and in-
duced stresses for higher angular velocities. Furthermore,
simultaneous motion of the 2-axis, as used in a real RPM,
will be studied both experimentally and numerically.
From the obtained velocity profiles, it is shown that a pe-
riodic state is reached after only one oscillation period. It
would be interresting to perform a parameter study in order
to determine which dimensionless number could be used for
scaling. In this way, the general behavior of such flow could
be described.

CONCLUSION

For a sinusoidal motion with a maximum angular speed of
π
6 rad/s, a good agreement between simulated and measured
velocity field has been found which is considered as a vali-
dation of the numerical model. A steady oscillatory state is
obtained after only one period. In the near future, we aim

to study fluid motion behavior for higher angular velocities
and dual axis motion. Furthermore, we are developing a user
protocol for the RPM users.
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ABSTRACT
A three dimensional numerical model is used to predict the move-
ment of a rising gas bubble in a fluid and the splash of a drop on
a liquid film. For the bubble, the combination of the surface ten-
sion and the hydrostatic pressure leads to a large deformation of the
gas-liquid interface. In the other case, the impact of the falling drop
leads to the rise of a thin liquid film, followed by the formation of a
vertical liquid jet.
The numerical model uses the level set method (Osher and Sethian,
1988) for the calculation of the interface between gas and liquid.
With this front-capturing method the free surface is modeled as
the zero level set of a scalar signed distance function. In order to
maintain this property and to ensure mass conservation, the level
set function is reinitialized after each time step. Surface tension is
taken into account with the continuum surface force method (Brack-
bill et al., 1992). For improved mass conservation the level set
method is supplemented with a particle correction scheme (Wang
et al., 2009). All convective terms including the level set function
are discretized with the fifth-order finite difference WENO scheme
(Jiang and Chu, 1996). It ensures a smooth and oscillation free so-
lution for large gradients and even shocks while maintaining a high
order discretization at the same time. The pressure is discretized
with the projection method. The Poisson equation for the pressure
is solved with the preconditioned BiCGStab algorithm. The stag-
gered grid configuration leads to a tight velocity-pressure coupling.
For time discretization a second order Adams-Bashforth scheme is
used. Parallelization of the numerical scheme is achieved by us-
ing the domain decomposition framework together with the MPI
library.

Keywords: CFD, level set method, multiphase flow, parallel
solver .

INTRODUCTION

Fluid Flow Problems with more than one phase are quite
common in many engineering disciplines. Predicting the cor-
rect location of the interface between different fluids or gases
is important for many applications, such as melt dynamics,
reacting flows, breaking surface waves and air-water dynam-
ics. The numerical computation of such flow cases is chal-
lenging in many ways. The numerical procedure is required
to be stable, fast and accurate. Qualities which are harder to
obtain for multiphase flow systems, as discontinuities in the
material properties i.e. the density and the viscosity occur.

In addition, numerical discretization schemes need to be of
high-order of accuracy in order to preserve the sharp division
between the phases.
Different approaches to the numerical solution of the inter-
face capturing exist. One of the earliest is the Marker-and-
Cell (MAC) scheme (Harlow and Welch, 1965). Here mass-
less marker particles are used to represent the phases. The
distribution of the particles determines the location of the in-
terface, which must be reconstructed explicitly. The com-
puting effort is rather large because the grid needs to be re-
fined along interface in order to avoid smeared solutions. In
the Volume of Fluid method (VOF) (Hirt and Nichols, 1981)
the marker particles are replaced by a scalar field, which de-
scribes the volume fraction of one fluid for each discretiza-
tion cell. A convection equation is solved in order to move
the scalar field along with the external velocity field. For the
extraction of the geometrical interface from the fraction func-
tion, a reconstruction algorithm needs to be used. In the ac-
curate reconstruction of the interface lies the main difficulty
of this method, and it negatively affects mass conservation.
In addition, an effect known as foaming, the smearing of the
interface can be a problem, due to the numerical diffusion
resulting from the discretization of the fraction function.
In the present paper the level set method is used (Osher and
Sethian, 1988). The main idea behind this method is that
the location of interface is represented implicitly by the zero
level set of the smooth signed distance function. In contrast
to the VOF method the level set function varies continuously
across the interface. The location of the interface is readily
available and does not require any reconstruction procedure.
Since mass conservation is not enforced directly by the level
set method, it is supplemented with a particle correction al-
gorithm. The numerical model is used to calculate the defor-
mation of a rising gas bubble in a liquid column and the the
splash of a water drop on a liquid film.

NUMERICAL MODEL

Equations of Motion

For the investigations in the present paper a three-
dimensional numerical model is used. The governing equa-
tions for the mass and momentum conservation are the con-
tinuity and the incompressible Reynolds-averaged Navier-
Stokes (RANS) equations:

∂Ui

∂xi
= 0 (1)
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∂Ui

∂ t
+U j

∂Ui

∂x j
=− 1

ρ

∂P
∂xi

+
∂

∂x j

[
ν

(
∂Ui

∂x j
+

∂U j

∂xi

)
−uiu j

]
+gi

(2)

U is the velocity averaged over the time t, x is the spatial
geometrical scale, ρ is the water density, ν is the kinematic
viscosity, P is the pressure, g is the gravity, u is the veloc-
ity fluctuation over time with uiu j representing the Reynolds
stresses. At solid boundaries the surface roughness is ac-
counted for by using wall laws (Schlichting, 1979).

Level Set Method

The level set method was first presented by Osher and
Sethian (Osher and Sethian, 1988). It was devised for com-
puting and analyzing the motion of an interface Γ between
two phases in two or three dimensions. The location of in-
terface is represented implicitly by the zero level set of the
smooth signed distance function φ(~x, t). In every point of the
modeling domain the level set function gives the closest dis-
tance to the interface and the phases are distinguished by the
change of the sign. This results in the following properties:

φ(~x, t)


> 0 i f ~x ∈ phase 1
= 0 i f ~x ∈ Γ

< 0 i f ~x ∈ phase 2
(3)

Also the Eikonal equation |∇φ |= 1 is valid. When the inter-
face Γ is moved under an externally generated velocity field
~v, a convection equation for the level set function is obtained:

∂φ

∂ t
+U j

∂φ

∂x j
= 0 (4)

When the interface evolves, the level set function looses its
signed distance property. In order to maintain this property
and to ensure mass conservation the level set function is ini-
tialized after each time tep. In the present paper a PDE based
reinitialization equation is solved (Sussman et al., 1994):

∂φ

∂ t
+S (φ)

(∣∣∣∣ ∂φ

∂x j

∣∣∣∣−1
)
= 0 (5)

S (φ) is the smoothed sign function by Peng et al. (Peng
et al., 1999).

S (φ) =
φ√

φ 2 +
∣∣∣ ∂φ

∂x j

∣∣∣2 (∆x)2
(6)

With the level set function in place, the material properties of
the two phases can be defined for the whole domain. With-
out special treatment there is a jump in the density ρ and the
viscosity ν across the interface which can lead to substan-
tial numerical stability problems. The solution is to define
the interface with the constant thickness 2ε . In that region
smoothing is carried out with a regularized Heavyside func-
tion H (φ). The thickness ε is proportional to the grid spac-
ing, in the present paper it was chosen to be ε = 1.6∆x. The
density and the viscosity can then be written as:

ρ (φ) = ρ1H (φ)+ρ2 (1−H (φ)) ,

ν (φ) = ν1H (φ)+ν2 (1−H (φ))
(7)

and

H (φ) =


0 i f φ <−ε

1
2

(
1+ φ

ε
+ 1

Π
sin
(

Πφ

ε

))
i f |φ |< ε

1 i f φ > ε

(8)

Lagrangian Particle Correction

Using the level set method for the interface capturing has
many advantages for the numerical behavior of the solver
and the quality of the results. But it is important to remem-
ber, that the level set equation does not explicitly enforce
mass conservation. In certain cases, due to numerical dis-
sipation, interface areas of high curvature and sharp edges
can be smoothed out to some extend. This may lead to an
unwanted loss of mass as a result.
A fine grid will preserve details of the topological change
of the interface much better than a coarse grid. One op-
tion then is to refine the grid locally around the interface
(Bürger, 2008). Because this has a negative effect on the
CFL-criterion and the implementation requires changes in
the grid architecture, a different path is followed in the
present study. Massless particles are used to correct the level
set function in underresolved regions. This idea was first
presented in (Enright et al., 2002). Here a hybrid particle
level set method was tested successfully on several cases and
showed a positive effect on the mass conservation. Later sev-
eral improvements were added to the original method (Wang
et al., 2009). This method is implemented into the current
numerical model.
Negative particles are seeded on the negative side of the level
set function in a narrow band of 1.6∆x near the interface. The
positive particles are respectively placed on the positive side
of the interface. Each cell in the narrow band contains 64
particles and for each particle its position ~xp and radius rp
are stored. The radius of each particle is determined by:

rp =


rmax, i f spφ (~xp)> rmax,

spφ (~xp) i f rmin ≤ spφ (~xp)≤ rmax,

rmin, i f spφ (~xp)< rmin.

(9)

Here sp is the sign of the particle. The minimum radius is
defined as rmin = 0.1∆x and the maximum radius as rmax =
0.5∆x (∆x is the uniform mesh width). The particles are
advected with the third-order accurate TVD Runge-Kutta
scheme (Shu and Osher, 1988) in each time step of the com-
putation. In underresolved areas, particles may move across
the interface. When a particle passes the interface by more
then its radius, it is used to correct the level set function. The
level set value φp of an escaped positive particle is given by:

φp (~x) =

{
sp
(
rp−

∣∣~x− ~xp
∣∣) , i f φ (~x)≤ 0,

sp
(
rp +

∣∣~x− ~xp
∣∣) , i f φ (~x)> 0.

(10)

For an escaped negative particle, the level set value of this
particle is:

φp (~x) =

{
sp
(
rp−

∣∣~x− ~xp
∣∣) , i f φ (~x)> 0,

sp
(
rp +

∣∣~x− ~xp
∣∣) , i f φ (~x)≤ 0.

(11)

After the level set value of the escaped particle is determined,
the correction procedure begins. When a cell holds an es-
caped particle, the level set values in its corners are φ+ in an
area of positive level set values and φ− in areas of negative
level set values.

φ
+ = max

(
φp,φ

+
)

(12)
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φ
− = min

(
φp,φ

−) (13)

The level set function is then rebuild by choosing the value
of φ+ and φ−, which has the smallest absolute value:

φ =

{
φ+, i f |φ+| ≤ |φ−| ,
φ−, i f |φ+|> |φ−| .

(14)

The original particle level set method used only negative par-
ticle to correct the negative level set values and only positive
particles to correct the positive level set values. In contrast,
the improved version uses positive and negative particles to
correct level set values of both signs. This makes the method
more efficient, requiring the narrow band with the particle
to be only half as thick. In addition, the particle correction
step needs to be performed only once, after the convection
of the level set function. A problem can occur, when the cor-
rected level set value is larger in magnitude, than the distance
of the escaped particle to the interface. This may result in a
damaged interface. In order to prevent this, the particle is
projected through through the cell corner along the normal
direction of the level set function.

~x′ =~x γ pro jn (~xp−~x) (15)

with

γ = 1−
rp∣∣~xp−~x

∣∣ (16)

When this projection falls inside the cell with the escaped
particle, the level set value in the corner of the cell will be
corrected, otherwise no correction is performed.
In the current implementation, the particle correction scheme
is fully parallelized following the domain decomposition ap-
proach of the rest of the numerical model. A special rou-
tine is coded in a way, that particles are exchanged between
neighboring processes.

Surface Tension

Cohesive forces act between the molecules of a liquid. At
the interface liquid-gas the molecules of the liquid phase do
not have neighbors of their own phase. Since the cohesive
forces of the liquid molecules are larger than that of the gas,
they are attached stronger to each other on the interface than
inside the fluid. In order to consider the surface forces in the
momentum equations, they need to be transformed into vol-
ume forces. This is done with the continuum surface force
(CSF) model by Brackbill et al. (Brackbill et al., 1992). The
following source term SCSF,i needs to be added to the mo-
mentum equations:

SCSF,i = σκ (φ)δ (φ)
∂φ

∂xi
(17)

The surface tension coefficient σ is a material property. For
the water-air interface at 20 ◦C it is 0.07275 N/m. The cal-
culation of the interface curvature is straightforward with the
level set method, no reconstruction is of the free surface is
necessary:

κ = ∇ ·
(

∇φ

|∇φ |

)
(18)

In order to activate the surface tension near the interface only,
the source term is multiplied with a regularized Dirac delta
function.

δ (φ) =

{
1

2ε

(
1+ cos

(
Πφ

ε

))
i f |φ |< ε

0 else
(19)

Discretization of the Convective Terms

For complex flow situations such as free surface flows, it is
essential to employ a high order discretization method while
at the same time maintain a high level of numerical stabil-
ity. With that in mind the fifth-order WENO (weighted es-
sentially non-oscillatory) scheme by Jiang and Shu (Jiang
and Chu, 1996) in the finite-difference framework is chosen.
The great advantage of the WENO scheme is that it can han-
dle large gradients right up to the shock very accurately by
taking local smoothness into account. The overall WENO
discretization stencil consists of three local ENO-stencils.
These stencils are weighted depending on their smooth-
ness, with the smoothest stencil contributing the most sig-
nificantly. In comparison to popular high resolution schemes
such as MUSCL (van Leer B., 1979) or TVD (Harten, 1983)
schemes, the WENO scheme does not smear out the solu-
tion. Instead it maintains the sharpness of the extrema. The
WENO scheme is used to treat the convective terms for the
velocities Ui and the level set function φ (W., 1997). In the
following, the scheme is presented exemplary for the dis-
cretization of the level set function in the x-direction.
Simple upwinding is used to choose between φ−x or φ+

x , the
convection velocities at the cell centers are obtained by inter-
polation:

φ
±
x = ω

±
1 φ

1±
x +ω

±
2 φ

2±
x +ω

±
3 φ

3±
x (20)

The three ENO stencils are defined as:

φ
1±
x =

q±1
3
−

7q±2
6

+
11q±3

6
,

φ
2±
x =−

q±2
6

+
5q±3

6
+

q±4
3
,

φ
3±
x =

q±3
3

+
5q±4

6
−

q±5
6

(21)

with

q−1 =
φi−2−φi−3

∆x
, q−2 =

φi−1−φi−2

∆x
, q−3 =

φi−φi−1

∆x
,

q−4 =
φi+1−φi

∆x
, q−5 =

φi+2−φi+1

∆x
(22)

and

q+1 =
φi+3−φi+2

∆x
, q+2 =

φi+2−φi+1

∆x
, q+3 =

φi+1−φi

∆x
,

q+4 =
φi−φi−1

∆x
, q+5 =

φi−1−φi−2

∆x
(23)

the weights are written as:

ω
±
1 =

α
±
1

α
±
1 +α

±
2 +α

±
3

(24)

ω
±
2 =

α
±
2

α
±
1 +α

±
2 +α

±
3

(25)

ω
±
3 =

α
±
3

α
±
1 +α

±
2 +α

±
3

(26)
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and

α
±
1 =

1
10

1(
ε̃ + IS±1

)2 (27)

α
±
2 =

6
10

1(
ε̃ + IS±2

)2 (28)

α
±
3 =

3
10

1(
ε̃ + IS±3

)2 (29)

with the regularization parameter ε̃ = 10−6 and the following
smoothness indicators:

IS±1 =
13
12

(q1−2q2 +q3)
2 +

1
4
(q1−4q2 +3q3)

2 ,

IS±2 =
13
12

(q2−2q3 +q4)
2 +

1
4
(q2−q4)

2 ,

IS±3 =
13
12

(q3−2q4 +q5)
2 +

1
4
(3q3−4q4 +q5)

2

(30)

Projection Method for the Pressure

The pressure is included in the modeling procedure by em-
ploying Chorin’s projection method (Chorin, 1968) for in-
compressible flow. Here the actual pressure gradient is ne-
glected in the momentum equations. Instead for each time
step an intermediate velocity U∗i is computed using the tran-
sient RANS-equation:

∂ (U∗i −Un
i )

∂ t
+Un

j
∂Un

i
∂x j

=

∂

∂x j

[
ν (φ n)

(
∂Un

i
∂x j

+
∂Un

j

∂xi

)
−uiu j

]
+gi +Sn

CSF,i

(31)

The Poisson equation for pressures is formed by calcluating
the divergence of the intermediate velocity field.

∂

∂xi

(
1

ρ (φ n)

∂P
∂xi

)
=− 1

∆t
∂U∗i
∂xi

(32)

The Poisson equation is solved using the Jacobi-
preconditioned BiCGStab algorithm (van der Vorst H.,
1992). The pressure is then used to correct the velocity field,
making it divergence free.

Time Advancement Scheme

For the time discretization a second-order accurate Adams-
Bashforth scheme is used. The time step size is determined
through adaptive time stepping. This ensures a stable and
efficient choice of the time step. The spacial discretization is
represented by the operator L. The formulation is given for
the level set equation and a non-equidistant time steps.

φ
n+1 = φ

n

+
∆tn
2

(
∆tn +2∆tn−1

∆tn−1
L(φ n)− ∆tn

∆tn−1
L(φ n)

) (33)

The Numerical Grid

All model equations are discretized on a Cartesian grid with
a staggered arrangement of the variables. The velocity vari-
ables are defined on the center of the cell faces, while all
others such as the level set function, the pressure or the vari-
ables of the turbulence model on the cell centers. This way
oscillations due to velocity-pressure decoupling are avoided.

At the solid boundaries of the fluid domain a ghost cell im-
mersed boundary method is employed. In this method the
solution is analytically continued through the solid bound-
ary by updating the fictitious ghost cell in the solid region
by extrapolation. That way the numerical discretization
does not need to account for the boundary conditions explic-
itly, instead they are enforced implicitly. The algorithm is
based upon the local directional approach by Berthelsen and
Faltinsen (Berthelsen and Faltinsen, 2008) which was imple-
mented in 2D. In the current implementation the extrapola-
tion scheme is decomposed into the components of the three-
dimensional coordinate system. Because the computational
domain in the present paper consists of rectangular cuboids,
no cut cells are present.
The ghost cell approach has several advantages: Grid gen-
eration becomes trivial, the numerical stability and order of
the overall scheme is not affected. In addition the method
integrates well into the domain decomposition strategy for
the parallelization of the model. Here ghost cells are used to
update the values from the neighboring processors via MPI.

RESULTS

Rising Bubble

The first case is a rising gas bubble in a tank filled with a
fluid. The extend of the tank is 0.15m x 0.15m x 0.2m. In
the beginning of the simulation, the bubble has a radius of
r = 0.03m and its center is located at a height of h = 0.06m
(Figure 1). The density of the fluid is 100 times the density of
the gas. The computations are performed with the mesh size
of ∆x = 0.0025m, once with the regular level set method and
once with the particle level set method. Figures 1-5 show the
process of the rising bubble, as it is calculated with the parti-
cle level set method. Due to the higher hydrostatic pressure
on the bottom of the bubble, the lower interface is moving to-
wards the center. The beginning of this process can be seen
after 0.05sec in Figure 2. Here in addition to the interface
also the magnitude of the velocity is shown, which is consid-
erably higher on the bottom side of the bubble. After 0.10sec,
the bottom interface has moved very close to lid of the bub-
ble (Figure 3). In Figure 4 it can be seen, that after 0.15sec
the bubble has now the geometrical form of a torus. Figure
5 depicts the positive and negative particles around the zero
level set contour from that time step. When using the reg-
ular level set method, 91% of the initial mass is conserved
until t = 0.15sec, with the particle level set method this val-
ues increases to 95%. For the current case, the particle level
set method takes about 20% more time to compute than the
original level set method. But it only adds about 2% to the to-
tal computation time, as the numerical model spends most of
the time in the pressure solver. These performance and mass
conservation numbers are varying from case to case, because
they depend on the grid size and on the ratio of the interface
area to the total number of cells.

Droplet

Another application of the particle level set method is the cal-
culation of the impact of a falling droplet on a fluid surface.
The rectangular computational domain is 0.15m x 0.15m x
0.1m with a droplet radius of of r = 0.015m and its center
is located at a height of h = 0.07m (Figure 6). The vertical
velocity around the droplet is initialized with w =−2.0m/s.
The density of the water is 1000 times higher than the sur-
rounding air. For this case only the particle level set results
are presented. After the droplet has plunged into the body
of water, the free surface moves downward in the center of
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the impact, while on an outer ring it moves upwards due to
the increased pressure and the incompressibility of the water
(Figure 7). When the water in the center moves back up-
wards, a vertical water jet is formed (Figure 7).

CONCLUSION

In the paper computations of bubble and droplet dynamics
are performed using an interface capturing scheme. The
results obtained with particle level set method show im-
proved mass conservation properties. The Lagrangian par-
ticle scheme also proved its numerical stability. Because the
method is fully parallelized, the extra computational effort is
not too large.
The presented numerical model has a huge potential also for
practical multiphase applications. Future research will be fo-
cused on making the model more versatile for engineering
purposes.
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APPENDIX A

Figure 1: Rising Bubble at t = 0.00sec, level set function
contour

Figure 2: Rising Bubble at t = 0.05sec, velocity magnitude
contour

Figure 3: Rising Bubble at t = 0.10sec, velocity vectors

Figure 4: Rising Bubble at t = 0.15sec, level set function
contour and velocity vectors
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Three Dimensional Numerical Simulation of Bubble and Droplet Dynamics with a Parallel Particle Level Set Solver/ CFD11-184

Figure 5: Rising Bubble at t = 0.15sec, positive (red) and
negative (blue) particles

Figure 6: Droplet at t = 0.00sec

Figure 7: Droplet at t = 0.06sec

Figure 8: Droplet at t = 0.34sec
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ABSTRACT 
A modelling concept for analysing the fate of a sub-sea gas 
release is presented. The concept is based on a coupled 
Eulerian-Lagrangian method. The gas bubbles are modelled 
and tracked as particles in a Lagrangian discrete phase model. 
The continuous water and atmospheric gas are covered by an 
Eulerian VOF model. The model accounts for compressible 
gas effects, bubble size, gas dissolution and is fully transient. 
It compares well with experiments performed in a in a 
6x9x8m basin from a release depth of 7m. The concept is 
applied to a set of release scenarios and the results are 
presented. 

Keywords: CFD, sub-sea gas release, bubble plume, oil & 
gas, Lagrangian.  

NOMENCLATURE 
 
Greek Symbols 
ρ  Mass density, [kg/m3]. 
µ  Dynamic viscosity, [kg/m.s]. 
 
Latin Symbols 
A surface area [m2] 
d bubble diameter [m] 
F force [N] 
g gravity [m/s2] 
J mass flux [kg/m2s] 
k mass transfer coefficient 
M molar mass [g/mol] 
m mass transfer rate [kg/s] 
n solubility [] 
t time [s] 
u  velocity, [m/s] 
Y mass fraction [] 
 
Sub/superscripts 
b bubbles 
D drag 
L lift 
TD turbulent dispersion 
 
Acronyms 
VOF volume of fluid 
DPM discrete phase model 

CFD computational fluid dynamics 
HSE health safety and environment 
PRESTO pressure staggering option 
PISO pressure-implicit with splitting of operators 
 

INTRODUCTION 
Several incidents of sub-sea gas release in the past years 
have underlined the need for improved knowledge about 
sub-sea release of hydrocarbons. Sub-sea release of gas 
poses a threat to the safety of operations, integrity of 
assets and safety of third parties operating offshore. As 
the number of sub-sea installations and pipelines 
increase, the risk of potential faults will also increase. In 
order to perform risk assessments it is important to 
understand the qualitative behaviour and to make 
reliable quantitative estimates of how the gas will 
surface. Since quantitative descriptions of sub-sea gas 
releases do not exist and performing realistic 
experiments offshore would be prohibitively expensive, 
quantitative models have been identified as interesting 
research tools. 

Traditional integral methods (Fanneløp and Sjøen 
1980, Yapa and Zheng 1999 and Johansen 2000) 
provide a good representation of the rising bubble 
plume if the model coefficients are tuned properly. 
However, the method does not yield any results on the 
surface behaviour, which is a major limitation since this 
is where the plume will interact with offshore structures, 
floating installations and ships. Multiphase 
computational fluid dynamics (CFD) provides greater 
generality since it is more fundamental and can, in 
principle, provide information on both the bubble plume 
and the surface behaviour. The authors have 
demonstrated that a 3D transient multiphase CFD model 
can be applied to the study of the ocean plume and the 
free surface behaviour (Cloete, Olsen & Skjetne, 2009). 
Here we employ the model to investigate the dynamic 
behaviour of bubble plumes with different release rates 
released from different depths. Where possible we 
compare the results with anectodial data from offshore 
incidents. These results are applicable as boundary 
conditions for companies performing HSE analysis of 
fire and explosion hazards related to the atmospheric 
dispersion of the surfacing gas.  



P.Skjetne & J.E.Olsen  

2 

 

 
Figure 1: Schematic of sub-sea gas release 

MODEL DESCRIPTION 
By coupling the discrete phase model (DPM) which 

describes moving particles, bubbles or droplets with the 
volume of fluid model (VOF) which governs the 
behaviour of continuous fluids and the interface 
between them, it is possible to quantitatively describe a 
sub-sea gas release. The coupled DPM and VOF model 
was originally developed to study mixing in gas stirred 
ladles (Cloete, Eksteen & Bradshaw, 2009). It was 
subsequently extended to study the bubble plumes 
originating from a sub-sea gas pipe rupture (Cloete, 
Olsen & Skjetne, 2009). The model is designed to study 
systems of bubble plumes which potentially carry 
enough momentum to influence the shape of the free 
surface. The atmospheric air and sea water are treated as 
Eulerian phases who interact with each other at the 
surface, while the gas bubbles in the plume (see Figure 
1) are described as Lagrangian particles interacting with 
the Eulerian phases through momentum source terms.   

The continuous phases, i.e. air above the surface 
and water below the surface, is mathematically 
described by the VOF model which is a modified single 
fluid Eulerian-Eulerian mixture model where a single 
set of governing equations is shared between different 
phases. The VOF model solves for conservation of mass 
and momentum with a momentum contribution from the 
gas bubbles. Turbulence is modelled by the standard k-ε 
turbulence model with default model constants (Launder 
& Spalding, 1972).  Solving the continuity, momentum 
and turbulence equations is standard for the mixture 
model. The distinction of the VOF model, however, is 
that it places strong emphasis on accurate tracking of 
the interfaces between various phases that might be 
present in the domain. 

Since the VOF model does not track bubbles at an 
“affordable” grid resolution, the DPM is used for the 
bubble plume. The DPM model is a highly efficient 
method of tracking the bubble plume of dilute and 
moderately dense plumes. The DPM model tracks 
discrete particles through the domain in the Lagrangian 
sense by implementing a force balance over each 
particle: 

 
( ) ( ) TDLVMbD

b

bb uu
dt

d FFFFgu
+++−+

−
=

ρ
ρρ  (1) 

 

(1) 

Equation 1 equates the particle acceleration to the 
influences of buoyancy, drag, virtual (or added) mass, 
lift and turbulent dispersion. The influence of lift and 
virtual mass is normally insignificant for the phenomena 
of interest. Drag is calculated based on the universal 
drag law of Kolev(1994) which account for the size and 
shape of the bubbles and the swarm effect from the 
neighbouring bubbles. The particle motion is influenced 
by the velocity of the continuous phases since the 
velocity, u, of these phases are present in the drag term. 
Thus we have a two-way coupling between the 
Lagrangian bubbles and the continuous phases.  

The bubble density is based on the ideal gas law 
and is thus updated as the bubbles moves upwards due 
to changes in the hydrostatic pressure seen in the 
surrounding VOF phases. This is picked up by the 
bubble size model which is mainly governed by the 
local turbulence dissipation. For the gas rates studied, 
bubble break up is dominating. A more thorough model 
description, including the bubble size model, is 
provided in the aforementioned articles (Cloete, Eksteen 
& Bradshaw, 2009) (Cloete, Olsen & Skjetne, 2009). 
The model was validated against experiments conducted 
in a 7 meter deep water basin, and the model compared 
well with the experiments. This is seen in Figure 2. 

At larger depths the effect of gas dissolution 
becomes more important. This mass transfer effect is 
accounted for by the following expression (Olsen,Cloete 
& Skjetne, In press): 
 
 

 
Figure 2: Theoretical and experimental plume velocities at 
three different basin heights at a flow rate of 170 Nl/s. 

 
Figure 3: Mass transfer coefficient for methane bubbles 
with clean and contaminated surface. 
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Figure 4: Evolution of bubble size from methane bubbles 
released at 479 m with sea conditions as in Monterey Bay 
during experiments of Rehder et.al. 
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Here we assume that the gas of interest is methane 

(CH4) which is the dominating component in natural 
gas. Expressions for the mass transfer coefficient and 
solubility of methane are available in the literature and 
discussed by Olsen et.al. (in Press). An unresolved issue 
is whether surfactants are influencing the mass transfer 
coefficient or not. Surfactants will contaminate the 
bubble surface and make the bubbles act more like rigid 
bubbles with a slower mass transfer. This is seen in 
Figure 3 where the mass transfer coefficient is plotted 
for different bubble sizes rising with the corresponding 
terminal velocity. Due to this unresolved issue, 
expressions for both clean and contaminated bubbles are 
implemented in the model. Results from experiments 
conducted on single bubbles of methane released at 
great depths in the Monterey Bay are available for 
validation (Rehder et.al, 2002). The implemented model 
for mass transfer from clean bubbles compares well 
against these measurements on single bubbles released 
in deep waters as seen in Figure 4. McGinnis 
et.al.(2006) where also able to match these results by 
theory, but this was not a transient 3D model. This does 
not confirm that the clean bubble assumption is valid for 
a real case scenario where an intense bubble plume may 
stir up bottom sediments or be co released with 
produced oil. However, it serves as verification that the 
model is implemented correctly. In this work we have 
chosen to apply the mass transfer model of a 
contaminated bubble since this will result in a lower 
mass transfer rate and give a higher mass flux at the sea 
surface. With respect to the resulting hydrodynamic 
loads, fire and explosion hazards close to the bubble 
plume this will serve as a conservative assumption.  

In a realistic bubble plume there will be trillions of 
bubbles present. It is not practical to track all of these 
bubbles. To remedy this, the method tracks groups of 
bubbles in an item known as a parcel. All bubbles in a 
parcel have the same density, size and velocity. By 
doing so, the method becomes computationally 
affordable. 

The model is implemented in Fluent 6.3 with a set 
of user defined functions. Unsteady particle tracking is 
applied to the Lagrangian bubbles (DPM) which has a 
two way coupling with the Eulerian continuous phases. 
The interface tracking of the VOF model is carried out 
by the Geo-Reconstruct scheme and the implicit body 
force formulation is activated to improve model stability 
under the gravity field imposed. Simulations of sub-sea 
gas release are carried out with a first order transient 
solver at higher order discretization in the spatial 
dimensions. For pressure discretization we use the 
PRESTO! scheme, and for continuity, momentum and 
turbulence equations we used the second order upwind 
scheme. For pressure-velocity coupling, the PISO 
scheme was used.  
 

Table 1: Overview of cases investigated. 

 Release rates [kg/s] 
Depth 
↓ 10 30 100 300 1000 

30m x  x  x1 

65m  x  x  
100m x  x  x 
300m  x  x  
400m x2  x  x 

 
1)Spouting plume. 2)All gas is dissolved into ocean, 
plume does not surface. 
 

RESULTS 
 
In this study we have investigated the dynamics 
resulting from releases from five depths and six constant 
release rates. The cases are summarized in Table 1. In 
most real applications the mass rate of gas will be 
highly transient, starting with a high initial peak and 
dropping off quickly towards an almost constant rate. 
However, the aim of this study is not to investigate a 
specific release scenario but rather the general dynamics 
of sub-sea gas releases. In categorizing the dynamics of 
large scale bubble plumes we distinguish between 
transient and steady state plume dynamics. We refer to 
the dynamics from the initialization of the sub-sea gas 
release until (quasi) steady state conditions are reached 
in the surface region as transient and after this period for 
steady state.  
 
An impulsively started release of gas will form a jet 
close to its source, and in this region the flow is 
dominated by inertia. The detailed dynamics of this 
region is poorly understood due to limited amounts of 
experimental data at relevant release rates. The thrust of 
this gas jet will interact strongly with its source and 
could influence the integrity of the source. At the 
interface between the liquid and gas jet, liquid 
fragments and droplets will be entrained into the jet and 
gradually the jet changes character until all the gas is 
dispersed as bubbles in a liquid continuous phase. Once 
this transition has taken place buoyancy will dominate 
the flow. This is the buoyant jet that is commonly 
known as a bubble plume (see schematic in Figure 1). 
For a starting plume, gas will feed into a cap region at 
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the advancing upper edge of the plume. The motion of 
this gas cap is retarded due to drag between the cap and 
stagnant ocean waters. The acceleration of the water 
through interfacial drag tends to slow the rising plume 
and spread the cap laterally. Once the rising cap gets 
close to the ocean surface, the entrained water cannot 
follow the gas into the atmosphere and will be diverted 
radially outwards in the horizontal surface plane. This 
“stagnation flow” towards the free surface will 
influence the area over which the gas surfaces since the 
liquid flow will drag the dispersed gas bubbles radially 
outwards from the plume axis. Furthermore, the 
buoyancy of the gas and the momentum of the entrained 
liquid will determine the “stagnation pressure” on the 
plume axis at the position of the undisturbed free 
surface. This stagnation pressure will be larger than the 
atmospheric pressure and result in an elevation of the 
ocean surface. The hydrostatic head of this elevation 
will be equal to the difference between the “stagnation 
pressure” and the atmospheric pressure. Thus, there is 

no danger of loss of buoyancy for any vessel or 
installation being affected by a subsea release. Had 
there been a loss of hydrostatic pressure in the region of 
the plume this would have been compensated by sea 
water instantly flowing along the pressure gradient 
towards the plume axis. This argument discredits the 
famous “Bermuda Triangle” hypothesis that giant 
bubble plumes have sunk ships due to loss of buoyancy. 
However, several incidents have shown that the surface 
dynamics of bubble plumes are indeed able or have the 
potential to sink both vessels and installations. A 
number of factors influence the area over which the gas 
surfaces. However we find that rate and depth are the 
most important parameters. A well developed steady 
state release is shown in Figure 5. 
 
 
 
 

 
 
Figure 5: A cut plane through the plume axis showing the liquid velocity vectors, and the velocity vectors of the liquid at the 
sea surface. Legends show velocity magnitude; Left legend is valid for the vertical cut plane and the right legend is valid for 
the sea surface.  
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Transient plume characteristics: 
We investigate the following characteristics of the 
transient surface plume; surface flux, surface flux 
profile, radius of surface flux profile, rise time, rise 
velocity and finally mass transfer from plume to ocean 
by the time it breaks the surfaces.  

In Figure 6 (top and middle charts) the plume rise 
time and rise velocity is plotted against the “average 
release rate”, i.e. the release rate when correcting for 
total mass transfer to the ocean before the plume 
surfaces. We use this quantity since it gives a more 
correct measure of how much buoyancy is in the plume 
as it surfaces. This is especially true for releases from 
large depths where mass transfer starts to dominate. 
The fraction of the released gas that has been dissolved 
into the sea water at the time when the plume breaks 
the sea surface is shown in the bottom chart of Figure 
6. In the top chart of Figure 6 the rise time of starting 
plumes are plotted as a function of release rate. The 
different curves correspond to different release depths. 
As expected the rise time depends on the release depth 
(the distance the gas needs to ascend through the water 
column) and the release rate (the momentum available 
to accelerate the entrained water).  

Deep plumes will loose some of their buoyancy 
due to dissolution of gas into the sea water. Thus we 
also plot the average rise velocity as a function of the 
“average release rate” in the middle chart of Figure 6.  
Although the data does not fall onto a well defined 
master curve, a clear trend can be seen. The deep 
releases exhibit a much lower low rise velocity than the 
shallow releases. This can be attributed to the fact that 
these plumes loose a large percentage of their buoyant 
momentum source due to mass transfer (bottom chart 
Figure 6). Furthermore, they need to accelerate a much 
larger body of sea water before reaching the surface. 
An additional factor contributing to this is gas 
expansion. Gas expansion is insignificant for most of 
the ascending distance for deep plumes, whereas it is 
very prominent for the full rise length for shallow 
plumes, e.g. if one considers a release from 70m depth 
the gas will see a volume increases by 14%, 17%, 20%, 
25%, 33%, 50% and 100% for every 10m until it 
reaches the surface. So by the time the gas reaches the 
surface it has increased its volume eight times. For a 
release from 400m the gas will have expanded to forty 
times its original volume by the time it reaches the sea 
surface. However, from 400m to 70m depth it will only 
expand five times, although this distance makes up just 
over 80% of the rise distance.    

Next we turn our attention to the characteristics of 
the surface flux. Running averages of the total surface 
flux (averaged over periods of one second) are shown 
in Figure 7. As can be seen no peak in surface flux is 
observed for the release from 65m depth, whereas for 
the same release rates from 300m depth a clear peak is 
seen. Table 2 shows what cases exhibit a peak in 
surface flux and which do not. As can be seen from the 
table releases from 100m depth define a transition 
between the two regimes. A further investigation into 
the characteristics of the plumes at the time they 
surface show that the plumes that exhibit a peak in the 
surface flux profile have lost more than 20% of their 
mass due to gas dissolving into the sea water. Where 

the dividing line should be drawn is not clear from the 
data but we hypothesise based on the data in Table 3 
that the transition takes place when between 15 and 
20% of the total plume mass has been dissolved. Also, 
note that the surface flux, either it peaks or not, never 
exceeds the actual release rate.  
 

 

 

 
Figure 6: Rise time (top) and rise velocity (bottom) 
for a starting plume.  
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Figure 7: The surface flux as a function of time from 
release. Top: release from 65m. Bottom: release from 
300m. 
 

Table 2: Does surface flux exhibit a peak? 

 Release rates [kg/s] 
Depth 
↓ 10 30 100 300 1000 

30m NO  NO  ? 

65m  NO  NO  
100m YES  NO  NO 
300m  YES  YES  
400m N/A  YES  YES 

 

Table 3: Fraction of released gas that has been dissolved into 
sea water when the plume surfaces. Steady state values are 

shown in parentheses. Fractions given in %. 

 Release rates [kg/s] 
Depth 
↓ 10 30 100 300 1000 

30m  3  (11)    3 (23)  5.5 

65m    8 (31)    3 (33)  
100m 22  (49)  12 (35)  5 (36) 
300m  67 (98)  44 (80)  
400m 100  74 (99)  48 (80) 

 
We now proceed to investigate the evolution of the 
zone of “visible gas” at the surface. Since even small 
amounts of dispersed gas bubbles will easily be 
identified at the surface we define this zone as the area 

with a non-zero surface flux of gas in our simulations. 
Figure 8 shows the evolution of the surface radius of 
the plume. It is very difficult to measure the surface 
flux in an experiment due to interactions between the 
surface and the atmosphere. However it is easy to see 
and characterize the zone of “visible gas” which is the 
region where gas bubbles can be seen near the surface.  
 

 
 
Figure 8: Evolution of the radius of the surface plume 
where dispersed bubbles would be seen (the radius of the 
degassing zone). The time scale for the 300m 30kg/s and 
300kg/s releases has been divided by 10. 
 
As can be seen the plume radius seems to increase 
asymptotically towards a steady state value. The time 
scale for reaching this asymptotic value will depend on 
depth, as will the radius itself. By normalizing the time 
with the actual rise time for a given release rate it 
becomes clear that some of our simulations had not 
fully reached a steady state. Notice that if the surface 
flux exhibits a peak, so too will the surface radius. 

The data presented in this paper can be used as 
boundary conditions for studying atmospheric 
dispersion resulting from sub-sea gas releases. For 
steady state conditions one would typically be 
interested in the amount of gas being released into the 
atmosphere, over how large an area gas is released and 
how the surface flux is distributed over this area. 
Figures 7 and 8 show examples of the evolution of the 
total flux and the area over which the gas is being 
released. Figure 9 shows how the surface flux profile 
over the release area changes with time from first gas 
towards steady state. Figure 9 shows this development 
for a 30kg/s release from 300m. Notice the transition 
from a top hat profile at 300s, through a profile with a 
Gaussian core with heavy tails at 400s and 450s 
towards a pure Gaussian profile at steady state around 
600s. The points represent the surface flux projected 
onto a vertical plane going through the centre of the 
plume. 
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Figure 9: Development of the surface flux profile. Time 
from top to bottom; 300, 400, 450 and 600 seconds, 
respectively. 
 
As mentioned previously the dynamic head of the 
plume will have the capability to lift the free surface of 
the ocean. In a time averaged sense this will form a 
fountain around the plume axis and the fountain height 
will go through a maximum just after the first gas 
surfaces. This maximum is due to the formation of the 
rising plume cap (lead bubble cloud). The top and 
middle chart of Figure 10 shows the trace of the 
maximum fountain height for depths of 30 and 400m. 
The maximum fountain height for all cases is show in 
the bottom chart of Figure 10. 

 
 

 

 
 
Figure 10: Top and middle: Maximum fountain height of 
plume versus time. Bottom maximum fountain height 
versus simultaneous surface flux.   
 
Notice how the fountain heights are almost identical 
for 10 and 100kg/s from 30m depth compared to the 
1000kg/s release from 400m depth. We will return to 
this observation when we discuss the steady state 
results.  
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Steady state plume characteristics: 
 We now turn our attention to some steady state 
characteristics of these bubble plumes. We investigate; 
radial velocity profiles in and near the surface, 
maximum velocity at the surface, steady state mass 
transfer into the ocean, steady state surface flux, radius 
of surface plume and fountain height.  

The transient characteristics of the plumes only 
lasts a short period before the dynamics settle into a 
steady state. As can be seen from Figures 7 and 10 (top 
and middle charts), the transient is roughly twice the 
rise time of the plume. Thus as can be seen from the 
top chart in Figure 6, shallow releases have a transient 
period consisting of a few tens of seconds, whereas 
deep releases are in the order of several minutes. This 
can be understood quite simply by considering that the 
transient is equal to the time it takes for the first gas to 
reach the surface plus the time needed for the radial 
surface flow to propagate far enough in the radial 
direction so that its velocity is e.g. small or comparable 
to the rise velocity of bubbles.  

For an idealized surface flow the surface velocity 
magnitude will be inversely proportional to the 
distance from the plume axis this is illustrated in. 
Figure 11. In the same figure the radial velocity profile 
10 and 20 m below the surface is also plotted. It is this 
surface shear flow that poses a hazard for vessels, 
equipment and installation at the surface through the 
generation of forces and torques on these objects. This 
is especially true if the objects are physically moored to 
the sea bottom since this will constrain the 
response/motion of the objects at the sea surface.  

The maximum surface velocity (always found 
close to the plume axis) at steady state for all cases 
investigated are plotted in Figure 12. The results are 
plotted as a function of the steady state surface flux, 
since this is a good measure of how much buoyant 
momentum is carried by gas in the surface layer. It 
should be noted that the horizontal axis is given on a 
logarithmic scale. In order to conclude weather the 
surface velocity is approaching a limiting value or not 
more data would be needed, preferably also at higher 
rates, e.g. 10000kg/s. 

The total mass transfer to the ocean per second is 
reported as a percentage of the release rate in Figure 
13, and listed in parentheses in Table 3. This plot 
clearly illustrates that deep plumes indeed loose most 
of their gas to the ocean through dissolution. The 
reason for this is simply that sea water in most cases is 
under saturated with gas, and thus has a large capacity 
to dissolve gas. The long contact time between the gas 
and the sea water thus facilitate mass transfer for deep 
plumes. It should be noted that mass transfer not only 
takes place in the vertical plume region, but also to a 
substantial degree in the surface region beneath the 
surface plume. For shallow releases it seems the mass 
transfer might increase with the release rate. For deep 
releases it seems the mass transfer goes down with 
increasing release rate. This can be understood from a 
saturation point of view. At some point the plume core 
will not see the background ocean, and thus the 
entrained water in this core will be saturated with gas. 
For intermediate releases the transfer rate seems to be 
roughly constant over the range of rates investigated. 

   

 
 
Figure 11: Surface velocity profile for 100m 1000kg/s. 
 

 
 
 Figure 12: Maximum liquid velocity at ocean surface. 
 

 
 
Figure 13: Relative mass transfer of gas (methane) into 
ocean, assuming a sea temperature of 5C at steady state 
conditions. 
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As mentioned earlier the results in this paper can 
be used as boundary conditions for investigations of 
atmospheric dispersion of methane for estimation of 
fire and explosion hazards in the area surrounding the 
surface plume. The resulting steady state surface flux is 
shown in Figure 14. The surface profiles have a 
Gaussian shape.  

Figure 15 shows the variation of the surface plume 
radius. This is an interesting figure. It shows that 
although the deep plumes transfer most of their gas to 
the sea water, and give the lowest surface fluxes 
(Figure 14) they nevertheless give rise to the widest 
surface plumes. Although most of the gas has dissolved 
into the sea water, the gas has managed to impart a 
substantial amount of its buoyancy to the liquid before 
being dissolved. Thus, this liquid will continue to rise 
with the plume and must be diverted at the surface 
giving rise to a wide surface plume although most of 
the gas has been dissolved and the resulting surface 
flux is low.  

This observation could have important practical 
applications. Based on visual observations of a surface 
plume one make a qualitative estimate what depth a 
leak on e.g. a riser originates if the following 
parameters are known: surface radius and release rate.  

The last quantity we investigate is the steady state 
fountain height plotted in Figure 16. The fountain 
height will be a time varying quantity. Here it is 
reported as the maximum vertical position of the ocean 
surface as described by the VOF model at the time the 
simulation was terminated. It is again plotted as a 
function of the steady state surface flux. As can be seen 
it is a strong function of the surface flux as would be 
expected. Recall that the surface radius was not a 
strong function of the surface flux. Furthermore, it is 
observe that the ratio between the steady state and 
maximum fountain height is on average approx 
1.8±0.4.  

CONCLUSION 
The proposed CFD model has previously been 
compared against known experimental data (Cloete, 
Olsen, Skjetne 2009), and has in this work been used to 
investigate plume dynamics from five different depths 
and release rates of interest to the oil and gas industry. 
Simulations were robust but time consuming for some 
of the deep cases (taking several days to complete on 
an 8 core workstation). Substantial effort was also 
needed to post process data.   

The CFD model has shown that the resulting 
plume dynamics is rich and not always intuitive when 
mass transfer is important. In fact the selected rates and 
depths span such a wide range of dynamics that it is 
difficult to draw any general conclusions without 
performing a substantially larger number of 
simulations. However, in general terms we can outline 
three dynamic regimes based on the simulation matrix 
outlined in Table 1: 

1. Shallow depth releases dominated by volume 
expansion of the gas 

2. Intermediate depth releases where volume 
expansion competes with mass transfer 

3. Deep/large depth releases where mass transfer 
dominates 

 
 
Figure 14: Steady state surface flux versus release rate. 
 

 
 
Figure 15: Steady state surface radius versus surface flux.  
 

 
 
Figure 16: Steady state fountain versus surface flux.  
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In this work we have mainly focused on the resulting 
surface dynamics. Among the transient features of 
plume dynamics the model has revealed that; 

• The rise velocity decreases with increasing 
release depth. 

• The surface flux never exceeds the source 
mass flux.  

• Weather a peak is observed in the surface flux 
seems to depend on how much of the plume 
mass has been dissolved into the liquid phase. 
Only starting plumes that have lost more than 
20% of their total mass as the plume surfaced 
exhibited a peak in the surface flux.  

• Cases that exhibit a peak in surface flux also 
exhibit a peak in surface radius.  

• The surface flux profile starts out as a top hat 
profile which progresses to a Gaussian profile 
at steady state.  

 
Among the steady state features the model predicts; 

• Deep plumes experience substantial mass 
transfer to the liquid, but the resulting plume 
radius seems not to be strongly affected by 
this.  

• The surface flux and fountain height are 
strong functions of the surface flux.  

• Strong shear flows are formed in the surface 
region. 

The surface flux rates and surface radii found in 
this work can be used as boundary conditions for 
calculations of atmospheric dispersion of flammable 
methane. 

The model has clearly shown how different the 
dynamics are for flows that are dominated by gas 
expansion are from those that are dominated by mass 
transfer. This means that small to meso scale (~1-10m) 
laboratory experiments cannot be used to develop 
general scaling rules for large scale releases (~100m). 
Thus in order to validate models there is a need for 
large scale validation data.  

CFD seems to be a promising tool to explore the 
varied dynamics of such large scale bubble plumes. 
CFD is able to capture characteristics that are outside 
the reach of classical integral models for bubble 
plumes. They also offer attractive features for coupling 
with oceanographic data/models. 
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