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GPU Computing with CUDA (and beyond)
Part 6: beyond CUDA



AMD GPUs 
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NVIDIA Volta V100AMD Radeon VII

Cores
Base frequency (Ghz)
TFLOPS
Memory Bandwidth (GB/s)
Cache (last level in MB)
Memory
Price (USD)

64
1.8

3.46
1000

4
16

700

80
1.6
7.5

900
6

32
10000



How to Program AMD GPUs 
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• AMD provides the Radeon Open Compute (ROC)
• Alternative to CUDA 
• Currently not very mature
• OpenCL may be preferable



Intel: Alternatives to GPUs
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Intel MIC / Manycore / Xeon Phi

2013 2016 2018
KNC: Knight’s Corner KNL: Knight’s Landing The End

• Combined advantages of CPU and GPU
• Product line was terminated
• Xeon Phi failure shows why GPUs work



Intel: Alternatives to GPUs
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Intel MIC / Manycore / Xeon Phi

2013
KNC: Knight’s Corner

• 57 – 61 Pentium cores
• Ring bus

• Xeon Phi followed CPU model, but in order execution
• Cache coherency and parallel threads
• Cache traffic overwhelmed the ring bus



Intel: Alternatives to GPUs
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Intel MIC / Manycore / Xeon Phi

• No major design flaws but
• Too similar to CPUs
• 64 Core CPUs are now available

2016
KNL: Knight’s Landing

• 64 – 72  Atom cores@1.4 GHz
• 2D Lattice
• 16 GB MCDRAM@500 GB/s



Simulating Calcium Handling in the Heart
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Extremely expensive simulation.
Requires all the performance we 
can get.



Computational Scope
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• 2 * 109 Cells in the heart
• 104 Dyads per cell
• 102 Ryanodine Receptors (RyRs) per dyad
• 104 Time steps per heartbeat

1019 possible state transitions

Computational Scope
Tissue	(3D	grid	of	cells) One	cell

(100x10x10	grid	of	dyads)

One	dyad

5	Ca+	compartments
100	RyRs

15	L-type	channels

•  2 * 109 Cells in the heart 
•  104 Dyads per cell 
•  102 Ryanodine Receptors (RyRs) per dyad 
•  104 Time steps per heartbeat 

1019 possible state transitions  



Cell Assignment
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Relevant metric: Cell computations/s (CC/s)

Best performance at 128 threads/block

Work Distribution: one Dyad per Thread

Relevant metric: Cell computations/s (CC/s)

Best performance at 128 threads/block



Amortizing Kernel Launch Overheads
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Main Problem: Amortize Kernel Launch Overhead



Simulating Calcium Handling in the Heart
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• Irregularities in the code
• GPUs still better 
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Simulating Calcium Handling in the Heart
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GPU-based Acceleration of Detailed Tissue-Scale Cardiac Simulations GPGPU-11, February 24–28, 2018, Vienna, Austria

Kernel function K20 K20X K40 P100

Random number gen. 11.27 11.14 10.05 3.95
L-type channel sim. 7.25 6.16 5.77 1.95
RyR probability calc. 10.22 8.98 8.69 2.83
RyR opening comp. 12.5 10.58 9.9 3.3
Ca concentration comp. 26.46 23.49 21.48 6.37
Dyad di�usion 8.53 7.25 6.93 2.56
Reduction 4.88 4.00 3.88 1.23

Total time 81.11 71.6 66.7 22.19
Attained performance 19950 20740 22000 69300

Table 2: Individual kernel time measurements in ms on
di�erent GPUs using 1500 cells. Performance is given in
CC/sec.

Figure 6: Individual kernel bandwidth measurements on
di�erent GPUs using 1500 cells. STREAM indicates the
STREAMmeasured performance for di�erent devices.

dyads per cell. Both machines are equipped with FDR In�niBand
interconnects, and we use CUDA 8.0 on both. Experiments where
run using Intel icc 17.2 and Intel MPI 5.0.2 on Abel, and GCC 5.4
and OpenMPI 1.10 on Epic. The number of nodes used ranges from
1 to 8, and thus from 2 to 16 GPUs. Results for a single GPU were
already discussed in Section 5.4.

The performance of weak and strong scaling tests is shown in
Figure 7. For the P100 GPUs a grid of size 32⇥16⇥16 cells was used
on each node, which amounts to 4096 cells per GPU. The tissue size
for 8 nodes thus becomes 64 ⇥ 32 ⇥ 32 cells. However, as shown in
Figure 5, once the number of cells per GPU is high enough, the actual
number has very little impact on the performance. The weak scaling
attains almost 100% e�ciency in every test case due to the low
amount of communication between the nodes and the expensive
computation. For the strong scaling test on P100 GPUs the tissue
size was �xed at 16 ⇥ 16 ⇥ 16 cells, which is equivalent to that of
the weak scaling experiment for a single GPU. The communication
overhead becomes more visible for the larger number of compute
nodes in the strong scaling experiment because each node performs

Figure 7: Performance under weak and strong scaling for
P100 and K20X GPUs. Performance is given in CC/sec.

a smaller amount of the computation. In addition, the number of
cells per GPU becomes so low that it a�ects the computation speed
of the GPU, losing about 8% of its maximum performance at 8 nodes.

For K20X GPUs the experiments were performed using smaller
grids of cells due to the limited amount of memory. We used 1872
cells in a 18⇥ 13⇥ 8 grid per GPU for the weak scaling experiments,
which constitutes the maximum feasible number. In order to keep
the number of cells from getting too small, we use twice that number
as a basis for the strong scaling experiment, which results in 234
cells per GPU when using all 16 GPUs. The scaling test results show
the same behavior for K20X as for P100 GPUs. We see that almost
the same performance is achieved using both weak and strong
scaling. The linearly increasing curves indicate a good scaling for
both P100 and K20X GPUs.

6 CARDIAC SIMULATIONS
In addition to testing performance, we run a series of experiments
to assert the quality of the physiological simulation. In these exper-
iments, we simulate a slab of tissue of size 12mm ⇥ 12mm ⇥ 12mm
for di�erent numbers of dyads in a cell. As before, the time step
is set to dt = 0.05ms , the cycle length is 500 ms, and the spatial
mesh resolution is dx = d� = dz = 0.5mm, which results in a total
of 13,824 cells.

6.1 Paced action potential
In order to verify the model, we perform simulations of a slab of
cardiac tissue under normal conditions. The y-z plane is stimulated
at t = 50ms , which causes a paced action potential in a cell. The
action potential is shown in Figure 8. During normal paced heart
beat when the membrane voltage reaches positive values, L-type
channels became active and extracellular calcium �ows into the
dyad. The calcium activates RyRs, which release a greater calcium
�ow from the calcium stores inside the sarcoplasmic reticulum.

GPU code is close to STREAM bandwidth



Intel: Making GPUs since 2020
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• Xeon Phi is discontinued
• Intel under contract for Exascale
• Solution: make a GPU

• Not many details yet
• Aimed at HPC
• Programing: One API



Intel: oneAPI
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• Data Parallel C++
• Khronos Group SYCL:
Single-source Heterogeneous
Programming for OpenCL



Technological Trends of Scalable Systems
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• Performance growth primarily at the node level
u Growing number of cores, hybrid processors
u Peak FLOPS/socket growing at 50% - 60% / year

• Communication/computation cost is growing
u Memory bandwidth increasing at ~23%/yr
u Interconnect bandwidth 

at ~20%/yr
u Memory/core is shrinking



Technological Trends of Scalable Systems
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Cray-1 ASCI Red Roadrunner

1 core 4510 122K 2.28 M
115KW 850KW 2.35 MW 8.8 MW

240 Mflops 1TFlop 1 Pflop 148 PFlops
1976 1996 2008 2018

2KF/W 1MF/W 0.4GF/W 13.8 GF/W
Cray-1 ASCI Red Roadrunner

Cray-2 
1985-90, 1.9 GFlops
195 KW (10 KF/W)

Ipad-Pro today: 
1.6 Gflops

Supercomputer performance growth: �103/decade

1018

2021
≤ 30MW

Summit
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What comes after Exascale ?

Johannes Langguth, Geilo Winter School 2020



The End of Moore’s Law ?
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The End of Moore’s Law ?
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Name Transistors per mm2 Year Process Maker
Intel 10 nm 100,760,000 2018 10 nm Intel 
5LPE 126,530,000 2018 5 nm Samsung 
N7FF+ 113,900,000 2019 7 nm TSMC 
CLN5FF 171,300,000 2019 5 nm TSMC

Number of Transistors is increasing for now. 
Not clear how to best use them though.



On the Horizon: More and More Architectures
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48    COMMUNICATIONS OF THE ACM    |   FEBRUARY 2019  |   VOL.  62  |   NO.  2

engineers, including ACM A.M. Tur-
ing Award laureate Fred Brooks, Jr., 
thought they could create a single ISA 
that would efficiently unify all four of 
these ISA bases. 

They needed a technical solution 
for how computers as inexpensive as 

WE BEGAN OUR Turing Lecture June 4, 201811 with a review 
of computer architecture since the 1960s. In addition 
to that review, here, we highlight current challenges 
and identify future opportunities, projecting another 
golden age for the field of computer architecture in 
the next decade, much like the 1980s when we did the 
research that led to our award, delivering gains in cost, 
energy, and security, as well as performance. 

“Those who cannot remember the past are condemned 
to repeat it.”  —George Santayana, 1905 

Software talks to hardware through a vocabulary 
called an instruction set architecture (ISA). By the early 
1960s, IBM had four incompatible lines of computers, 
each with its own ISA, software stack, I/O system, 
and market niche—targeting small business, large 
business, scientific, and real time, respectively. IBM 

A New Golden 
Age for 
Computer 
Architecture 

DOI:10.1145/3282307 

Innovations like domain-specific hardware, 
enhanced security, open instruction sets, and 
agile chip development will lead the way. 

BY JOHN L. HENNESSY AND DAVID A. PATTERSON 

 key insights
 ! Software advances can inspire 

architecture innovation. 

 ! Elevating the hardware/software 
interface creates opportunities for 
architecture innovation. 

 ! The marketplace ultimately settles 
architecture debates. 

turing lecture

• Clock Frequency has stopped increasing
• Moores Law is coming to an end
• More cores means higher power consumption
• The way out: adapt architecture to workload.



On the Horizon: More and More Architectures
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• Lots of startups are working on new processors right now.
• Mostly aimed at AI, but they might still be useful.
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Cerebras: Supercomputer on a (big) Chip  

(not yet available)
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Graphcore IPUs. Getting away from SIMD 

• 1216 Cores per chip / 6 Threads per core
• True MIMD
• Uses SRAM as memory, no DRAM
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Graphcore IPUs. Getting away from SIMD 

10

1,216 independent IPU-CORESTM

each with IN-PROCESSOR-MEMORYTM tile
> 100GFLOPS per IPU-CORETM

> 7,000 programs executing in parallel
300MB IN-PROCESSOR-MEMORYTM  

45TB/s memory bandwidth per chip
the whole model held inside the processor

8TB/s all to all IPU-EXCHANGETM

non-blocking, any communication pattern
PCIe Gen4 x16

64GB/s bi-directional host 
communication bandwidth

10x IPU-LINKSTM

320GB/s chip-to-chip bandwidth

COLOSSUS GC2
The world's most complex processor chip with 23.6 billion transistors
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IPU uses Bulk Synchronous Processing on chip

IPU is the world first BSP processor

Bulk Synchronous Parallel (BSP)
compute | synchronize | exchange

Easy to program
no live locks or dead locks

Widely used in compute clusters:
Google | Facebook | …

11

2. Sync

1. Compute

3. Exchange

4. Repeat…

BRIDGING PARALLEL HARDWARE TO SOFTWARE
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Graphcore IPUs. What Changes ?

• “Flops are cheap” - still true (at least single precision)
• “Bandwidth is expensive” - no longer true (if program fits)
• “Latency is physics” - no longer relevant
• But: memory is small.

Need to use a large number of IPUs for large problems
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Lots of IPUs
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Graphcore IPU Characteristics

• 6 Threads per core
• 6 Cycles memory latency
• 31.1 Single precision FLOPS
• No double units
• Memory Bandwidth: 7.5 - 30 TB/s

• Tensor core type units
• 1.6 Ghz Clock frequency
• 6.3 GB/s between cores
• Multi-IPU transparent to programmer
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But will it work for Scientific Computing ?

• Need double precision units
• Memory is low, but 64 * 300 MB = 19.2 GB
• Codes will need to use a large number of IPUs
• Connection between them and partitioning of data will be crucial
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Summary

• GPU programing with CUDA offers a lot of performance
• Acceptable extra effort, but requires understanding new concepts
• Lots of mature software for free
• Multi GPU gets progressively harder – use as needed
• We may see more novel architectures in the future
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Credit: Lecture contains NVIDIA material available at https://developer.nvidia.com/cuda-zone
Image source: wikipedia.org, anandtech.com
Contains material from ACACES 2018 summer school, originally designed by Scott Baden
IPU material provided by Graphcore Norway.

https://developer.nvidia.com/cuda-zone

