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Motivation (1)

• Parallel algorithms often use several (or many) 

processes which work simultaneously on available 

processors for solving a given problem instance.

• Parallel algorithms can both speed up the search and 

improve the robustness and the quality of the solutions improve the robustness and the quality of the solutions 

obtained (Crainic, 2008).

• Parallel computing platforms are increasingly accessible. 

Parallel algorithms can use such computing resources in 

a more efficient way. 
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Motivation (2)

• Vehicle routing problem (VRP) is a classical operations 

research problem.

• It also holds a central place in distribution or 

transportation management.transportation management.

• As the classical version of VRP, the capacitated vehicle 

routing problem (CVRP) remains difficult to solve. 
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Motivation (3)

• Among the latest metaheuristic algorithms for VRP, 

some use multiple neighborhoods. In these methods, 

multiple neighborhoods are used in  serial fashion, one 

after another following a fixed or randomized sequence. 

• The objective of this paper is to explore the strategies of 

utilizing multiple neighborhoods in a parallel setting and 

compare their effectiveness.
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Description of the algorithm (1)

Solving the CVRP is to determine a  set of vehicle routes

• Start and end at the depot,

• Each customer is visited exactly once,

• The total demand of any routes does • The total demand of any routes does 

not exceed vehicle capacity,

• The length(duration) of any routes does 

not exceed a upper bound,

• The total cost of all routes is minimized.
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Description of the algorithm (2)

Four neighborhoods are used:
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Reinsertion:  move a node to another position. 2-opt:  remove two edges, add two new ones.

Exchange:  swap two nodes from two routes. 2-opt*:  swap the head/tail parts of two routes.



Description of the algorithm (3)

• The selected neighborhoods are applied in Granular 

Tabu search (Toth & Vigo, 2003) setting to develop 

several TS threads. In GTS, most long edges are not 

considered when generating neighbors. When we considered when generating neighbors. When we 

consider to move a node, we only allow to move it to a 

position next to one of its nearest neighbors (or the 

depot).
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Description of the algorithm (4)

• The TS threads are run in parallel. A solution pool is 

used to support the cooperation among them. Each 

thread runs for a certain time, stops to exchange 

solutions with the pool and resumes search again. All solutions with the pool and resumes search again. All 

threads restart from the same solution.
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Description of the algorithm (5)

Phase 1 aims to create a 

feasible starting solution.
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feasible starting solution.

Phase 2 aims to improve  the 

starting solution with four 

parallel threads using 

different neighborhoods. 



Description of the algorithm (6)

Neighborhoods used Role

Thread 1 Reinsertion, 2-opt*. Main improving thread.

Thread 2 2-opt*. Assistant improving thread.

Thread 3 Exchange Assistant improving thread.
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Thread 4 Shaking procedure +

Improving procedure 

(Thread 1+ Exchange)

Diversifying the search.

Solution

pool

Keep and sort the solutions 

from each threads, select new 

starting solutions for the TS 

threads.



Computational results

Results for the benchmarks of Golden et al. (1998)
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3 new best solutions. Average deviation 0.28%.



Computational results

Results for the benchmarks of Li et al. (2005)
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1 new best solution. Average deviation 0.12%.



Some observations
Observation 1: both using multiple neighborhoods in serial and 

parallel fashion have advantages. 
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Some observations 
Observation 2:  2-opt* neighborhood is effective for instances 

with loose constraints to obtain right route structure.
Example  Instance: Golden_Benchmark_5

Step IniSolObj Reinsertion 2-opt* Exchange BestObj Improve

1 7239.91 6909.00 6885.87 7027.84 6885.87 354.04

2 6885.87 6847.59 6682.38 6866.22 6682.38 203.49
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2 6885.87 6847.59 6682.38 6866.22 6682.38 203.49

3 6682.38 6664.59 6496.06 6680.95 6496.06 186.32

4 6496.06 6466.68 6496.06 6501.67 6466.68 29.38

5 6466.68 6460.98 6466.68 6466.68 6460.98 5.7

Improvement 35.08 743.85 0 778.93

Contribution(%) 4.5% 95.5% 0 100%



Some observations
Observation 2: Example  Instance: Golden_Benchmark_5

Average route length/route length constraint= 71.8%

Average route load/vehicle capacity = 88.9%

18.05.2011 16

A high quality solution A low quality solution



Some observations
Observation 3:  Exchange neighborhood is effective for 

instances with overlapping routes

Example  Instance: Golden_Benchmark_17

Step IniSolObj Reinsertion 2-opt* Exchange BestObj Improve

1 789.414 713.021 733.136 759.092 713.021 76.393

2 713.021 712.438 712.957 712.600 712.438 0.583

3 712.438 710.857 712.438 712.438 710.857 1.581
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3 712.438 710.857 712.438 712.438 710.857 1.581

4 710.857 710.857 710.857 710.722 710.722 0.135

5 710.722 710.722 710.722 710.534 710.534 0.188

6 710.534 710.167 710.534 710.534 710.167 0.367

7 710.167 709.955 710.167 709.702 709.702 0.465

8 709.702 709.252 709.256 709.691 709.252 0.45

Improvement 79.374 0 0.788 80.162

Contribution(%) 99.0% 0 1.0% 100%



Some observations
Observation 3:

Example  Instance: Golden_Benchmark_17
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Some observations

Observation 4: Reinsertion neighborhood is often more 

effective than exchange or 2-opt*.
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Some observations
Observation 5: In the setting of parallel multiple-neighborhood 

cooperation, one neighborhood can either contribute by 

improving the solutions more efficiently than the others or by 

generating intermediate solutions that enable other 

neighborhoods to find good solutions later. 
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Future work

■ Explore effective guiding mechanism in parallel setting to 

further improve the performance.

■ Apply parallel multi-neighborhood search framework for rich 
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■ Apply parallel multi-neighborhood search framework for rich 

vehicle routing problems. 



Thanks for your attention!
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