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Abstract
We develop an adjoint model for a simulator consisting of a multiscale pressure solver and a saturation solver that works on flow
adapted grids. The multiscale method solves the pressure on a coarse grid that is close to uniform in index space and incorporates
fine-grid effects through numerically computed basis functions. The transport solver works on a coarse grid adapted by a fine-grid
velocity field obtained by the multiscale solver. Both the multiscale solver for pressure and the flow-based coarsening approach
for transport have earlier shown the ability to produce accurate results for high degree of coarsening. We present results for a
complex realistic model to demonstrate that control settings based on optimization of our multiscale flow-based model closely
matches or even outperforms those found by using a fine-grid model. For additional speed-up, we develop mappings used for rapid
system updates during the time-stepping procedure. As a result, no fine-grid quantities are required during simulations and all fine
grid computations (multiscale basis functions, generation of coarse transport grid and coarse mappings) become a preprocessing
step. The combined methodology enables optimization of water flooding on a complex model with 45,000 grid-cells in a few
minutes.

Introduction
The ability to perform fast reservoir simulation is crucial for optimization workflows within real-time/closed-loop reservoir man-
agement. Current simulators are far from meeting these requirements if detailed geological information is to be utilized. In
optimization loops in which the reservoir simulation is just one of multiple function evaluations, the need for model-reduction
techniques to reduce the computational load becomes inevitable. Recently, so-called reduced order modeling techniques using
proper orthogonal decompositions (POD) have received great interest in reservoir simulation research (see e.g., van Doren et al.
(2006), Cardoso et al. (2008), and references therein). The POD-based techniques generate a reduced-order basis for the states
based on snapshots from an initial full-order simulation, and have been shown to produce accurate results and give speedup
factors up to two orders of magnitude (Cardoso et al. 2008).

Gradient-based optimization of production settings using the adjoint model dates back to works by Ramirez (1987) and
Asheim (1987), and have received a lot of interest recent years, starting with Brouwer and Jansen (2004). The adjoint model is
a means to efficiently compute gradients of an objective function and has been suggested both for production optimization and
history matching (see e.g, Sarma et al. (2006) for an application of the adjoint model to closed-loop reservoir management). In
most applications fully-implicit formulations have been used in which the coefficient matrix of the adjoint equations is just the
transpose of the Jacobian in the forward system (Li et al. 2003).

Multiscale modeling of flow in porous media has become an active research area in recent years. Common for these methods
is that they seek efficient solutions of equations with rough coefficients without scale separation, and as other model-reduction
techniques seek solutions in low dimensional spaces. However, the bases in the multiscale approach are constructed by solving
a number of local fine-scale flow problems rather than the full fine-scale problem as in POD. The starting point of much of the
relevant multiscale modeling research was the paper of Hou and Wu (1997). Among active research topics today is the multiscale
finite-volume method, which first appeared in Jenny et al. (2003), and the multiscale mixed finite-element method (MsMFEM)
originating from Chen and Hou (2003). In this work we will employ a recent version of the MsMFEM (Aarnes et al. 2008) in
conjunction with a coarse saturation solver suggested by Aarnes et al. (2007) as a model-reduction technique for optimization of
water flooding. The main new contributions of this paper is the development of an adjoint formulation for this methodology and
coarse grid mappings to accelerate the computations involved.

The paper proceeds as follows: we start by introducing the fine-grid discretization of the model problem in some detail
before we introduce the multiscale and coarse-grid counterparts. We then develop the adjoint models corresponding to both the
fine-grid and coarse-grid models and show that these have basically the same structure as the forward models. In a brief section
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we comment on accelerating the computations involved in the coarse forward and adjoint model, and finally we illustrate the
suggested methodology in two numerical examples. The first is a validation example considering 2D layers, and the second
considers a complex geological model using varying levels of coarsening. All the coarse models show good performance, even
the coarsest which requires less than 5 seconds for each forward simulation on a 45,000 grid-cell model.

Model and Fine-Scale Discretization
In this work we consider water-flooding examples, and restrict the model to two-phase incompressible flow neglecting gravity
and capillary forces. We note, however, that the multiscale methodology employed here is also extended to handle more physical
effects (Krogstad et al. 2009).

Let Ω denote the computational domain with boundary Γ. The pressure equation gives the Darcy velocities ~v and pressure p
for a given water saturation field s:

~v = −λ(s)K∇p, ∇ · ~v = q in Ω, (1)

with boundary conditions ~v · ~n = vN on ΓN and p = pD on ΓD, where ~n is the outward pointing unit normal. In Eq. 1, K is the
permeability tensor, λ(s) is the total mobility, and q is the source term. The corresponding saturation equation is then given as

φ
∂s

∂t
+∇ · (f(s)~v) = qw, (2)

where φ is the porosity, f is the water fractional flow function, and qw is the water source term. In the following, we represent
wells as boundary conditions. Hence, a well w with boundary γw is conceptually represented as a hole in Ω with γw ⊂ Γ. We
consider wells that are either pressure constrained or rate constrained, and accordingly either γw ⊂ ΓD with p = pD on γw or
γw ⊂ ΓN with

∫
γw
~v · ~n = −qw.

Discretization and Hybrid System. We start by discussing the fine-grid discretization of Eq. 1 in some detail. Let {Ei} be a set
of N polyhedral cells constituting a grid for Ω. For a given cell E with faces ek, k = 1, . . . , nE , let vE be the vector of outward
pointing fluxes of the corresponding faces of E, pE the pressure at the cell center, and πE the pressures at the cell faces. Most
discretization methods used for reservoir simulation relate these quantities through a transmissibility matrix TE , such that

vE = λ(sE)TE(pE − πE). (3)

Examples include the two-point flux-approximation (TPFA) method (see e.g., Aziz and Settari 1979), the lowest-order mixed
finite element methods (MFEM) (see e.g., Brezzi and Fortin 1991), and recent mimetic finite-difference methods (MFDM) by
Brezzi et al. (2005). While MFEM and MFDM in general lead to full TE-matrices, the TPFA results in a diagonal TE , but is
nonconvergent for general grids. We refer the reader to the cited references for details on the computation of TE for each method.
The MFDM efficiently handles degenerate hexahedral cells arising in the corner-point format and non-matching interfaces that
occur across faults, and was used as a fine-grid solver by Aarnes et al. (2008).

Wells are modeled using well indices (Peaceman 1983), and thus if a gridcell E is perforated by a well w, the set of local
equations in Eq. 3 is extended by the equation

−qw
E = λ(sE)WI w

E(pE − pw
E). (4)

Here WI w
E is the well index, pw

E is the perforation well pressure, and pE is the numerically computed pressure in the perforated cell
E. Note that conceptually, adding Eq. 4 to Eq. 3 can be regarded as adding an extra face to the polyhedra E. Accordingly, wells
are considered as boundary faces, and well pressure and rate constraints are implemented as Dirichlet and Neumann boundary
conditions, respectively.

The local equations given by Eqs. 4 and 3 are joined together in a global hybrid system. Let v denote the outward face fluxes
and well perforation rates (with negative signs) ordered cell-wise (thus, fluxes on interior faces appear twice with opposite signs),
s the cell saturations, p the cell pressures, and π the face pressures and well pressures. Assuming zero-flux boundary conditions
except at wells, the system corresponding to the pressure equation at time tn takes the formB(sn−1) C D

CT O O

DT O O

 vn

−pn

πn

 =

 0
0
vn

N

 . (5)

Here, the matrix B(sn−1) is block diagonal, where the block corresponding to a cell E is (λ(sn−1
E )TE)−1 with an extended

diagonal entry (λ(sn−1
E )WIw

E )−1 for every well perforating cell E. The matrix C is also block diagonal with each block a
nE × 1 vector of ones, where nE is the number of faces plus the number well perforations in cell E. Finally, each column of D
corresponds to a unique face or well-face and has unit entries in the positions of the face/well-face in the cell-wise ordering. This
means that for boundary grid faces, the corresponding column of D has one unit entry, for interior grid faces two unit entries,
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and for well-faces the number of unit entries is equal to the number of well-perforations. The first row of the system Eq. 5 are
just the collected equations Eqs. 3 and 4, the second row ensures that the total out-flux of every cell is zero, while the third row
ensures continuity in the inter-cell fluxes and forces Neumann boundary conditions. Note that this means that for a well face, the
corresponding row of DT sums all the well-perforation rates up to the total rate, which is set as a Neumann boundary condition
on the right-hand side. To account for pressure-constraint wells (Dirichlet conditions), we split the vector πnT =

[
π̂nT πn

D
T
]
,

where πn
D denotes the (known) pressure at Dirichlet faces and π̂n the (unknown) interior and Neumann boundary faces. Similarly

we splitD =
[
D̂ DD

]
, and the system becomesB(sn−1) C D̂

CT O O

D̂
T

O O


 vn

−pn

π̂n

 =

−DDπ
n
D

0
v̂n

N

 . (6)

Finally, if we let un denote a control input-vector of pressures and/or rates for a given set of the wells at time step tn, then the
two nonzero components of the right-hand side of Eq. 6 may be expressed

−DDπ
n
D = An

Du+ bn
D and v̂n

N = An
Nu+ bn

N , (7)

for some matricesAn
D,An

N , and vectors bn
D, bn

N .

Discretization of the Saturation Equation. For the saturation equation given by Eq. 2 we use a standard upstream weighted
implicit finite volume method of the form

sn = sn−1 + ∆tnD−1
PV (A(vn)f(sn) + q(vn)+) . (8)

Here, ∆tn is the time step,DPV is the diagonal matrix containing the cell pore volumes, f is the water fractional-flow function,
and q(vn)+ is the vector of positive cell sources (injection rates). Finally, A(vn) is the sparse flux matrix with entries Aij = v
if cell number j is an upstream neighbor to cell i with flux v, and diagonal entries Aii equal to minus the sum of all fluxes from
cell i to downstream neighbors and to production wells that perforate cell i.

Multiscale Mixed Finite-Elements and Coarse Grid Saturation Solver
In this section, we briefly review the current multiscale mixed-finite element formulation (Aarnes et al. 2008) with wells imple-
mented as in Skaflestad and Krogstad (2008), and describe the coarsening of the saturation equation by Aarnes et al. (2007).

The MsMFE Formulation for the Pressure Equation. In the current MsMFE formulation, we consider two grids: a fine grid
on which the porosities and permeabilities are given as piecewise constants in each cell, and a coarsened simulation grid, where
each block Ωi consists of a connected set of cells from the underlying fine grid. The approximation spaces for the MsMFE method
consist of a constant approximation of the pressure on each coarse block, and a set of velocity basis functions associated with
each interface between two blocks and the boundary face between a well and a block. The goal is to approximate the fine grid
flux as a linear combination of such basis functions. Consider two neighboring blocks Ωi and Ωj , and let Ωij be a neighborhood
containing Ωi and Ωj . The basis function ~ψij is constructed by numerically solving

~ψij = −λ(s0)K∇pij , ∇ · ~ψij =


wi(x), if x ∈ Ωi,

−wj(x), if x ∈ Ωj ,

0, otherwise,
(9)

in Ωij with ~ψij · ~n = 0 on ∂Ωij . Here, λ(s0) is the total mobility for the initial saturation field s0. If Ωij 6= Ωi ∪Ωj , we say that
the basis function is computed using overlap or oversampling. The purpose of the weighting function wi(x) is to produce a flow
with unit average over the interface ∂Ωi ∩ ∂Ωj and the function is therefore normalized such that its integral over Ωi equals one.
We refer to the section on numerical experiments for the choice of weighting functions used here.

Next, we discuss basis functions associated with well-block interfaces. Assume that block Ωi is perforated by well w with
boundary γw, let Ωw

i be a neighborhood containing Ωi, and define γw
i = γw ∩ ∂Ωw

i . The basis function ~ψw
i is constructed by

solving

~ψw
i = −λ(s0)K∇pw

i , ∇ · ~ψw
i =

{
−wi(x), if x ∈ Ωi,

0, otherwise,
(10)

in Ωw
i with constant pw

i on γw
i and ~ψw

i · ~n = 0 on ∂Ωw
i \ γw

i .
Now, let ψij and ψw

i denote the basis functions resulting from solving Eqs. 9 and 10, respectively. The basis functions are
represented as a vector of fluxes (and well rates) analogous the fine-grid flux field v in Eq. 5. Thus the vectors representing the
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basis functions are sparse. To generate the multiscale hybrid system, we split the block-block basis functions asψij = ψH
ij −ψ

H
ji

such that ψH
ij (E) is equal ψij(E) if E ∈ Ωij \ Ωj and zero otherwise, and ψH

ji(E) is equal −ψij(E) if E ∈ Ωj and zero
otherwise. Next, we arrange all the hybrid basis functions ψH

ij and ψk
i block-wise as columns in a matrix Ψ. The multiscale

pressure system now takes the same form as Eq. 5, where C and D̂ are constructed based on the coarse grid, and the right-hand
side is based on the coarse faces : Ψ

TBf (sn−1
f )Ψ C D̂

CT O O

D̂
T

O O


 vn

−pn

π̂n

 =

−DDπ
n
D

0
v̂n

N

 . (11)

Here Bf (sn−1
f ) is the fine-grid matrix based on the fine-grid saturations at the previous time step. By solving the multiscale

pressure equation, one obtains coarse-grid fluxes and perforation well rates vn, coarse-grid block pressures pn, and coarse-grid
face pressuresπn. The approximation to the fine-grid flux field is simply given as vn

f = Ψvn. In the case when the basis functions
are computed without overlap, the matrix ΨTBf (sn−1

f )Ψ in Eq. 11 becomes block diagonal, and a Schur complement reduction
can be applied. When overlap is used, however, we reduce the hybrid system to a mixed system, which is not positive definite,
but fast to solve because of the small dimension. We note that in the current approach, the basis functions are computed only once
(initially), and thus the computational complexity in solving the pressure equation with the multiscale method is comparable to
that of a flow-based upscaling.

Flow-Based Non-Uniform Coarsening of the Saturation Equation. Here we briefly describe the coarsening of the discretized
saturation equation suggested by Aarnes et al. (2007) which we employ in this work. The idea is to generate a coarse grid which
separates high and low flow regions and at the same time is balanced with respect to gridblock size and the total amount of flow
through each coarse block. The grid is constructed based on a single fine-grid flow field, and the overall methodology is shown
to be robust both with respect to the level of coarsening and changing well configurations. We refer to Aarnes et al. (2007) for
further details, and assume for now a coarse saturation grid is given. Let I denote the prolongation from the coarse saturation
grid to the fine grid, such that Iij is equal to one if block number j contains cell number i. Moreover, define the restriction
J T = D−1

PV ITDPV,f , which maps fine-grid saturations to coarse-grid saturations. Here DPV,f denotes the diagonal matrix
of pore volumes for the fine-grid as in Eq. 8, and DPV = ITDPV,fI is the diagonal matrix of pore volumes for the coarse
saturation grid. Let sf denote the fine grid saturations. By multiplying Eq. 8 by J T from left, one obtains an expression for the
coarse-grid saturations s:

sn = sn−1 + ∆tD−1
PV

(
ITA(vn

f )f(sn
f ) + ITq+

)
. (12)

Finally, by using the approximation sn
f = Isn, the coarse grid saturation scheme reads

sn = sn−1 + ∆tD−1
PV

(
ITA(vn

f )If(sn) + ITq+

)
. (13)

We note that Eq. 13 is just an algebraic expression for the saturation scheme, and that the construction of the fine-grid matrix
A(vn

f ) is not needed since ITA(vn
f )I only depends on the fine scale fluxes over the coarse-grid interfaces.

We end this section by noting that fine-grid quantities are present in both the multiscale formulation for pressure and the im-
plicit finite-volume scheme for the coarse grid saturation. When the two methodologies are combined, this results in exchanging
sn−1

f in Eq. 11 with Isn−1, and vn
f in Eq. 13 by Ψvn.

Adjoint Formulation
We here briefly review the adjoint formulation, and describe in more detail the adjoint equations for the discretizations considered
here. Let xn denote the state variables at time step n, in our setting this means vn, pn, πn, and sn. Moreover, let un denote
a control input variables (pressure and rate constraints in this setting) at time step n. For each time step we write the equations
(e.g., Eqs. 6 and 8) in compact form

Fn(xn,xn−1,un), n = 1, . . . , N, (14)

and if we denote by x and u the stacked state and control inputs for all time steps, we express all the equations in the forward
simulation by F (x,u) = 0. Let J(x,u) =

∑N
n=1 J

n(xn,un) be an objective function and denote by ∇uJ the gradient with
respect to u. Obtaining the gradient directly is not feasible since this would require computing the matrix dx

du , but one gets around
this by introducing the auxiliary function Jλ:

Jλ(x,u) = J(x,u) + λTF (x,u), (15)

where λ is a vector of Lagrange multipliers. The gradient ∇uJλ is now given as

(∇uJλ)T =
∂J

∂u
+
∂J

∂x

dx

du
+ λT ∂F

∂u
+ λT ∂F

∂x

dx

du
+ FT dλ

du
, (16)
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which reduces to
(∇uJλ)T =

∂J

∂u
+ λT ∂F

∂u
, (17)

when λ obeys the adjoint equations
∂F

∂x

T

λ = −∂J
∂x

T

. (18)

We will now describe the adjoint equations for the fine and coarse grid sequential discretizations employed in this paper in greater
detail.

Fine Grid Adjoint Equations. For the derivation of the adjoint equations corresponding to Eqs. 6 and 8, we introduce Lagrange
multipliers λn

u,λn
p ,λnbπ , and λn

s for each time step tn corresponding to the dual variables vn, pn, π̂n, and sn, respectively. For ease
of notation let g(v, s) = ∆tD−1

PV (A(v)f(s) + q(v)+) . Assuming the objective function J is a function of fluxes (including
rates), saturations, and control input variables, the adjoint equations for time step n becomes(

I − ∂g(vn, sn)
∂sn

)T

λn
s = λn+1

s − ∂Jn

∂sn

T

−
(
∂B(sn)vn+1

∂sn

)T

λn+1
u , (19)

B(sn−1) C D̂

CT O O

D̂
T

O O


λn

u

λn
p

λnbπ

 =

−∂Jn

∂vn

T − ∂g(vn,sn)
∂vn

T
λn

s

0
0

 , (20)

where any term involving index M + 1 is neglected and M is the number of time steps. Note that in the linear system for λn
s ,

λn+1
s appears on the right hand side, so the equations need to be solved backwards in time. In this work we use analytical relative

permeabilities, and thus all partial derivatives in Eqs. 19 and 20 are computed analytically. Once the adjoint equations have been
solved, the gradient of the objective function J at time step tn is given as

∇unJ =
∂J

∂un

T

−An
D

Tλn
v −A

n
N

Tλnbπ, (21)

where An
D and An

N are the matrices appearing in Eq. 7 representing the control part of the right hand side of the linear system
Eq. 6.

Coarse Grid / Multiscale Adjoint Equations. The construction of the adjoint equations for the coarse model is analogous to
the forward version. The coarse-model multipliers λn

v approximate the fine-model multipliers λn
v,f by λn

v,f ≈ Ψλn
v , while λn

s

approximates λn
s,f by λn

s,f ≈ Jλn
s (in contrast to the relation sn

f ≈ Isn). By inserting these relations in the fine-model version
above and summing the equations, one obtains(

I −J T
∂g(vn

f , s
n
f )

∂sn
f

I
)T

λn
s = λn+1

s −

(
∂Jn

∂sn
f

I
)T

−

(
ΨT

∂B(sn
f )vn+1

f

∂sn
f

I
)T

λn+1
u , (22)

Ψ
TBf (sn−1

f )Ψ C D̂

CT O O

D̂
T

O O


λn

u

λn
p

λnbπ

 =

−
(

∂Jn

∂vn
f
Ψ
)T

−
(
J T ∂g(vn

f ,sn
f )

∂vn
f

Ψ
)T

λn
s

0
0

 , (23)

with si
f = Isi and vi

f = Ψvi and where C and D̂ are the same matrices as in the forward multiscale system. The gradient is
obtained as in Eq. 21, just exchangingAn

D andAn
N by the coarse system analogues.

Reducing the Computational Complexity
For typical reservoir simulators, the main work horse and time consumer is the linear solver. This is also the case for the fine
model discretization considered here. For the coarse model, however, the relative amount of time consumed by the linear solver
becomes almost insignificant when the level of coarsening is high. For a naive implementation when overlap is used in the
computation of basis functions, computing the matrix product ΨTBf (sn−1

f )Ψ in Eqs. 11 and 23 consumes over 90% of the total
computation time for a coarsening factor of about 100 in the current implementation. However, since the saturation here is solved
on a fixed coarse grid, one can bypass the costly matrix products involving the fine model Bf during the simulation. Consider
the relation

ΨTBf (Isn−1)Ψ =
Ns∑
k=1

ΨTBf (Ieks
n−1
k )Ψ, (24)
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where Ns is the number of blocks in the coarse saturation grid and ek is the k-th unit vector. The summands in Eq. 24 become
time independent if multiplied by λ(sn−1

k ) and thus the matrices λ(sn−1
k )ΨTBf (Ieks

n−1
k )Ψ can be computed in advance as a

preprocessing step. In the current implementation, they are represented as sparse matrix input (indices and values). Additional
computational savings can be obtained when considering the coarse saturation discretization in Eq. 13 and the adjoint counterpart
in Eq. 22. As mentioned earlier, the construction of the matrix ITA(vn

f )I does not require the full fine-grid flux field vn
f , but

only the fine-grid fluxes over the coarse-grid faces. Accordingly, one does not need to do computations with the full matrix Ψ of
basis functions during simulations, only with the rows corresponding to fine-grid faces lying on coarse-grid faces. We will report
on the computational speed-up of applying these techniques in the next section.

Numerical Experiments.
In this section we present two numerical examples; in the first we consider optimizing rates on several 2D Cartesian models. In
the second we optimize net-present value for a real reservoir model with artificial wells using various levels of coarsening.

For improved accuracy, we use oversampling when computing the multiscale basis functions, enlarging the support domain
of each basis by half the block diameter in all directions. The weighting functions used in the computation of basis functions are
as in previous publications (Aarnes et al. 2006) given by

wi(x) =
trace(K)∫

Ωi
trace(K)

,

where trace denotes the sum of the diagonal elements. We stress the point that all fine-grid computations are performed as a
preprocessing, so the computation of the multiscale basis functions and the generation of the coarse saturation grid is performed
only once. The preprocessing steps can be expressed as follows:

1. Partition fine grid into a logically Cartesian coarse pressure grid, followed by a processing routine that makes sure all coarse
blocks are connected.

2. Compute multiscale basis functions based on the coarse pressure grid and initial fine grid saturation.

3. Solve one single multiscale pressure equation using initial (base case) rates and pressures to obtain a fine grid velocity field.
Based on this velocity field, construct the coarse non-uniform saturation grid.

4. Compute the sparse matrix input indices and values of the summands in Eq. 24 and reduce the basis matrix Ψ according
to the coarse mappings between the pressure and saturation discretizations. After this step, all fine-grid information can be
stored and cleared from memory.

After the preprocessing steps, the optimization process is run. This consists of the forward and adjoint simulations to obtain a
gradient, and performing a line search along the (projected) gradient. When linear equality constraints are present we perform
an orthogonal projection of the gradient onto the space spanned by the constraint and restrict the step size according to the linear
inequality constraints. In these examples, we do not consider nonlinear constraints, although the approaches of Sarma et al.
(2008) or Kraaijevanger et al. (2007) could also be employed here.

Optimizing Recovery on 2D Heterogeneous Models. In this example, we consider 2D layers sampled from the Tenth SPE
Comparative Solution Project (Christie and Blunt 2001). Thus, the fine grid consists of 60× 220 grid cells each of size 20× 10
feet. We use a quarter five-spot well configuration with one injector at cell (30, 110), and four producers in the corner cells.
The center well injects water at constant rate for 0.4 PVI (pore volumes injected), and the four corner wells produce at equal
rate in the initial configuration. We use quadratic relative permeabilities with a water-to-oil mobility ratio of 5. We attempt to
find production rates to optimize the recovery using two coarse models. For the finer coarse model we use a 10 × 22 grid for
pressure, and saturation grids consisting of about 600 cells, and for the coarser coarse model we use a 3 × 11 grid for pressure
and saturation grids consisting of about 150 cells, thus an upscaling factor of 400 for the pressure equation and almost 100 for
the saturation equation. After the coarse model optimization process has converged, we continue the optimization using the fine
model. In this way, we are able to say something about the distance from local optimum of the coarse model to local optimum
of the fine model. In Fig. 1 we have plotted the results obtained for Layers 26–35 and 76–85. Although the improvement is not
large for all the layers, it is clear that both coarse models succeed in giving close to optimal rates for the fine model. As expected,
the finer coarse models perform slightly better than the coarser.

We now look in more detail at Layer 76 using the coarsest model. In Fig. 2, we have plotted the saturation grid consisting of
about 150 cells. The fine and coarse model saturations are depicted for the initial rate configuration and optimal rate settings. It
is seen that the optimal rates result in a significant sweep improvement in the upper left part of the model. In Fig. 3, the objective
values are plotted after each iteration in the optimization process. The coarse model optimization converges after 16 iterations
giving a significant improvement in recovery. Note that the solid line depicts the objective function values computed using the
fine model, so this line need not be monotonic, in contrast to the dashed line showing the objective values computed using the
coarse model. After the 16 iterations, the optimization is continued for a few iterations using the fine model, only to achieve an
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Fig. 1—Plots showing the improvements obtained using the coarse models for the various layers followed by an optimiza-
tion using the fine model. Layers 26–35 have log-normally permeability fields, while Layers 76–85 contain high-permeable
channels.

Fig. 2—The left plot depicts the coarse-model saturation grid for Layer 76. The four rightmost plots show end-time
saturation for initial configuration fine model, initial configuration coarse model, optimal configuration fine model, and
optimal configuration coarse model .

insignificant improvement in objective value. The right plot in Fig. 3 shows the rate settings after the coarse model optimization
(dashed line) and after the fine model optimization (solid line).

Optimizing Net-Present Value on a Real Field Model Geometry. In this example we consider a simulation model of a real
field containing about 45, 000 grid cells. The permeability is mainly layered and ranges four orders of magnitude. The model has
several faults, but we here neglect fault multipliers in computations. For sake of the example, we assume the reservoir is initially
filled with oil, and position seven production wells and four production wells more or less arbitrarily as shown in Fig. 4. All the
wells are vertical and perforate every cell from top to bottom. Again, we use quadratic relative permeabilities with a water-to-oil
mobility ratio of 5. Initially, all producers produce at equal rate and all injectors inject at equal rate for a total of 1 PVI. We
attempt to optimize net-present value (NPV), for which the water injection cost and the water production cost is set to 10% and
15% of the oil revenue, respectively, and the discount factor is neglected. The total injection rate is allowed to vary as our only
equality constraint is that the sum of all rates (positive and negative) should equal zero. The only inequality constraints are that
injectors are not allowed to switch to producers and vice versa.

In this example we consider six coarse models: two coarse pressure grids consisting of 82 and 365 grid blocks resulting from
initial partitionings in index space of sizes 4 × 9 × 2 and 7 × 15 × 4, respectively, and three coarse saturation grids consisting
of 136, 291 and 800 blocks. We refer to these models as Model 1 to 6, where Model 1, 2 and 3 use the coarser pressure grid and
saturation grids consisting of 136, 291, and 800 blocks, respectively, and Models 4 to 6 are the remaining combinations in similar
order. In Fig. 5, the coarse pressure grid and saturation grid for Model 1 are plotted with blocks colored randomly. To avoid
huge jumps in the rates over time, we initially run ten iterations keeping the well rates constant in time, and then introduce 20
control steps in time and iterate until convergence. Initial tests showed that this approach also improved the value of the objection
function. In Fig. 6, we compare the coarse and fine model values throughout the iteration process. Again, we plot the values
computed using both the coarse model and the fine model. As seen, all the models give rates giving NPV close to that of the
fine-model optimization, and two of the models even produce higher values. We also note that the optimization converges faster
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Fig. 3—Left plto depicts objective values obtained during the optimization process. The coarse model is used for 16
iterations, followed by 6 iterations using the fine model. The solid lines show the objective function values computed
using the fine model, and the dashed line show the values computed using the coarse model. Right plot shows well rates
for coarse-model (dashed lines) and fine-model (solid lines) optmimum, respectively.

Fig. 4—Model used in numerical example; log10 of permeability field and wells used for simulation.

for all the coarse models, and after 10 iterations when the rates are no longer forced to be constant over time, little improvement
is observed. It is also interesting to note that all the models give optimal settings for which Producers 5 and 6 and Injector
1 produce/inject next to nothing. Even though the obtained NPV for the various models match closely, the optimal rates vary
substantially. For instance, the total amount of injected water is 0.94 PVI for the fine model, while ranging from 0.77 to 1.02 PVI
for the coarse models.

The computations for this example were performed on a standard workstation, which spent the night on the optimization
based on the fine model. For the coarser models each forward simulation (using 20 time steps) took from approximately 5 to
20 seconds when the sparse matrix inputs were computed during the preprocessing as described in the previous section. For the
coarsest model, the preprocessing resulted in a speedup factor of 10 or higher compared with running the simulation computing
all matrix products of the form ΨTBfΨ and Ψv directly. The preprocessing steps took between 4 and 8 minutes for the various
coarse models. Finally, we note that this is a prototype MATLAB implementation, and that further computational savings could
be obtained. As a result, the overall optimization process based on the coarsest model considered here should be able to run in a
couple of minutes on a laptop.

Fig. 5—Coarse pressure grid (left) and coarse saturation grid (right).



SPE 119112 9

Fig. 6—Objective values obtained with the various coarse models compared with the fine-model optimization. The coars-
est pressure grid is used in top row, while coarsest saturation grid is used in the left column.

Conclusions
In this paper we have considered a coarse adjoint model for two-phase incompressible flow. The forward model consists of a
mixed mulitscale pressure solver coupled with a flow-based coarse-grid saturation solver. For improved computational efficiency,
we employ preprocessing steps which compute coarse mappings between the discretized pressure and saturation equations, and
obtain an order of magnitude speed-up. As a result, we are able to optimize the water flooding on a 45,000 grid-cell model within
minutes.

The suggested methodology as a model reduction tool has the advantage that the multiscale basis functions are local, and thus
completely process independent. We therefore foresee that the methodology has a great potential also in well-placement problems
as introducing/moving a well only requires adding a few basis functions based on local computations. This will be addressed in
future research.

Acknowledgements
The authors gratefully acknowledge financial support by the Center for Intgrated Operations in the Petroleum Industry at NTNU
(Krogstad) and from the Research Council of Norway under grants number 174551/S30 (Hauge and Gulbransen) and 186935/I30.



10 SPE 119112

Nomenclature
Physical quantities:
f = fractional flow function
K = absolute permeability
p = pressure
s = saturation
t = time
~v = total Darcy velocity
q = volumetric rate
WI = well index
λ = total mobility
φ = porosity
π = face pressure

Domain and grid:
Ω = entire physical domain
∂D = boundary of domain D
E = cell in the fine grid
Ωi = coarse block number i
Ωij = support for basis function ~ψij

Ωw
i = support for basis function ~ψw

i

γw = boundary of well w
γw

i = interface between well w and Ωk
i

Functions, etc:
F = reservoir equations
J = objective function
~ψij = basis function, interface of block i and j
~ψw

i = basis function, interface of block i and well w
wi = weight function associated with coarse block Ωi

Vectors and matrices:
s = vector of cell/block saturations
p = vector of cell/block pressures
π = vector of cell/block face pressures
v = vector of outward fluxes on cell/block faces
B = inner product matrix of velocity basis functions
C = integral of the divergence of velocity b.f.
I = coarse to fine grid prolongation
J T = fine to coarse grid restriction
TE = transmissibility matrix for cell E
Ψ = matrix of all basis functions
λα = Lagrange multiplier corresponding to state α

Numbers:
N = number of cells in fine grid
Np = number blocks in coarse pressure grid
Ns = number blocks in coarse saturation grid
M = number of time steps
nE = number of faces in cell E

Subscripts:
i, j = block/cell numbers
f = fine grid/model quantity
w = well number
N = Neumann/flux boundary
D = Dirichlet/pressure boundary

Superscripts:
w = well number
n = time step
H = hybrid formualation
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